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1.1 Luminescent materials as a new type of thermometers
Temperature plays a critical role in society. In our daily lives, temperature is for instance im-

portant for the preparation of our food, it serves as a measure for our physical health, and it affects 
the climate that we live in. A large variety of thermometers have been developed over the last 
centuries to measure temperature and give insight into the generation and dissipation of heat. The 
first thermometers worked via the expansion and contraction of a liquid or a gas that is confined 
to a tube.1,2 The addition of a scale to the tube and the standardization of thermometer response 
made it possible to perform calibrated temperature measurements.3 Today, these conventional 
liquid-based thermometers are more and more replaced either by metals with a linear relation 
between the electrical resistance and temperature or by thermocouples, in which a temperature 
difference at a junction between different metals creates an electric potential.4,5 These thermome-
ters can be applied to a large variety of systems, especially on the macroscopic scale.

Continuous developments in science and technology however push the size requirements of 
thermometers to increasingly smaller dimensions. In some cases, thermocouples or resistance 
thermometers can fulfil this demand.6 State-of-the-art examples include: micrometer-sized ther-
mocouples designed for measurements in single biological cells,7,8 microelectromechanical sys-
tems (MEMS) with thermoresistive components, and scanning probe microscopy techniques 
that use a thermoresistive tip or one with a built-in thermocouple.9–11 However, these techniques 
require thermal contact between the studied system and the sensing element that often consists 
of bulky components. In addition, the sensing element needs to be connected to a device that 
records the temperature-sensitive signal. These disadvantages make contact thermometers only 
suited for a limited number of microscopic systems.

Techniques that rely on temperature-dependent emission of light are a promising alternative to 
existing microscopic thermometers, because the acquisition of emission occurs remotely without 
physical connection between the sensing element and the detector. One example is infrared ther-
mography. In this technique, blackbody radiation emitted by an object is recorded by an infrared 
detector, which allows for the conversion of the total radiant power to temperature using Planck’s 
law.12 However, the diffraction limit imposes poor spatial resolutions of several micrometers for 
infrared thermography. Temperature measurements based on photoluminescence offer a solution 
because here the emission wavelengths can range from the UV to the near-infrared, resulting in 

Figure 1.1. Microscope images of luminescent Na(Y,Gd)F4:Ho3+(12%) crystals upon 445 nm excitation 
at various temperatures. The dimensions of the field-of-view are 90×110 μm. With increasing tem-
perature, the luminescence of the crystals changes from red to green, which makes it an interesting 
material for thermometry.
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enhanced spatial resolutions down to a few hundred nanometers.13 Such experiments typically 
involve the insertion of a photoluminescent material into a sample of interest followed by the 
excitation and detection of the temperature-dependent emission (Fig. 1.1). This already enabled 
measurements of heat distributions in complex and dynamic systems such as biological tissue of 
living animals and catalyst particles during chemical reactions. 

1.2 Photoluminescence of the lanthanides

Photoluminescent materials can absorb and emit light. Many different systems are photolumi-
nescent, including atoms, molecules, and semiconductor crystals. In this thesis, we focus on inor-
ganic crystals in which part of the cations is substituted by trivalent lanthanide ions, a procedure 
called doping. Materials from this class show unique optical properties, like narrow-line emission 
in different wavelength regimes and insensitivity for the chemical environment, which is parti-
cularly useful in luminescence thermometry. Thanks to modern synthesis techniques it is also 
possible to reduce the size of these materials to the nanoscale. Application of these nanocrystals 
as luminescent (nano)thermometers has become widespread in the fields of biology, chemistry, 
and engineering.

The lanthanides are generally displayed as a series of elements at the bottom of the pe-
riodic table ranging from La to Lu. The electronic configuration of the metallic lanthanides is 
[Xe]4f 0–145d0–16s2, but the most common form is the 3+ oxidation state, where the 5d and 6s 
electrons have been removed. Except for La3+ and Lu3+, the trivalent lanthanides have partially 
filled 4f orbitals. Electronic transitions within the partially filled 4f subshell are responsible for 
their interesting optical properties, such as narrow-line emission, which originates from chemical 
shielding of the 4f electrons. More specifically, the 4f electrons are strongly localized close to the 
nucleus and they only weakly interact with the ligands. Therefore, the emission energy of a speci-
fic f–f transitions is almost independent of the inorganic crystal that hosts the trivalent lanthanide 

Figure 1.2. Schematic illustration of the interactions that split the energy levels of trivalent lanthanides. 
Coulomb repulsion affects the movement (light blue arrows) of the negatively charged 4f electrons 
(light blue spheres). Spin–orbit coupling describes the interaction between an electron’s orbital angu-
lar momentum μl due the movement around the nucleus and the spin angular momentum μs due to 
the intrinsic spin (yellow arrow). Crystal-field splitting involves the weak interaction between the 4f 
electrons with the negatively charged ligands (dark blue spheres).
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ion. 

The f–f transitions are accompanied by a redistribution of electrons over the 4f orbitals. Each 
of the seven 4f orbitals can be occupied by two electrons. Consequently, the number of possible 
electronic configurations ranges from 14 for Ce3+ and Yb3+ to 3432 for Gd3+. The energy of the 
configurations is partially determined by the electrostatic interactions between the negative-
ly charged electrons (Coulomb repulsion, Fig. 1.2). This causes energy differences between the 
configurations of 104–105 cm−1. In addition, each electron experiences a magnetic interaction 
between its intrinsic spin angular momentum and the angular momentum induced by its orbital 
movement (spin–orbit coupling, Fig. 1.2). The relative orientation of these magnetic moments 
depends on the distribution of the 4f electrons over the orbitals and determines the strength of 
their interaction, resulting in additional energy differences of 103–104 cm−1. After taking Cou-
lomb repulsion and spin–orbit coupling into account, some of the configurations still have equal 

Figure 1.3. Dieke’s diagram. The horizontal bars represent the 4f energy levels of the trivalent lantha-
nides. Each energy levels further splits in the presence of a crystal field. The width of the bars corres-
ponds to energy differences caused by crystal field splitting.14 The energy levels relevant for this thesis 
are labeled by their term symbol.
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energies and form degenerate groups that we call energy levels, where the ground state is the level 
with the lowest energy. The energy levels are generally labeled by the corresponding term symbol 
2S+1LJ, where S is the total spin angular momentum, L is the total orbital angular momentum, and J 
is the total magnetic momentum. As discussed above, the crystal field surrounding the ion weakly 
interacts with the chemically shielded 4f electrons, and this causes an additional splitting of only 

~102 cm−1. It is thus possible to construct a diagram of all 4f levels, almost irrespective of the host 
crystal, which was first performed by Dieke (Fig. 1.3).14 This diagram shows that the trivalent lan-
thanides have a rich energy-level structure, which explains the generally large number of lines in 
their absorption and emission spectrum.

The transitions between the 4f levels are induced by the absorption and emission of light. 
Some of the transitions have dominant electric-dipole character. For electric-dipole transitions 
the electric field of light mixes the initial with the final state. In principle, electric-dipole transiti-
ons within the 4f shell are forbidden, because the initial and final state have the same symmetry 
with respect to the inversion center, i.e. they are off equal parity and the transition dipole moment 
vanishes. However, placing the ion into a asymmetric crystal field enables admixture of opposi-
te-parity states by odd-parity crystal-field components. This partially lifts the parity selection rule 
and makes electric-dipole f–f transitions slightly allowed.15 Selection rules also apply to magne-
tic-dipole transitions that couple to the magnetic field of light, but they do not require a difference 
in parity between the initial and final state. Many magnetic-dipole f–f transitions are therefore 
fully allowed, but the transition probabilities are typically 3–4 orders of magnitude weaker than 
the ones with electric-dipole character. However, magnetic-dipole emissions can be relatively 
strong when the parity selection rule for electric-dipole transitions is barely lifted. A well-known 
example is Eu3+ in a crystal field with inversion symmetry that shows intense magnetic-dipole 
5D0 → 7F1 emission and weak electric-dipole 5D0 → 7F2 emission.16

Besides the f–f absorptions, other transitions can also excite the luminescence of 
lanthanide-doped materials. For instance, electrons can be also promoted from the 4f to the 5d 
orbitals, which in some lanthanides, like Ce3+, occurs already at relatively low absorption energies 
in the UV or visible.17 The absorption (and emission) bands of 4f–5d transitions are strong as they 
are parity allowed and they are broad because the 5d orbitals participate in chemical bonding with 
the surrounding ligands. The latter causes an offset between the potential energy curves of the 
ground and the excited state, which enables coupling of the electronic transition to vibrations, re-
sulting in broad absorption and emission bands. Another type of broad-band absorption involves 
transfer of an electron from the ligands to the lanthanide ion.18 These charge-transfer transitions 
are fully allowed, which generally results in bright luminescence from the lanthanide ions already 
at low excitation intensities and dopant concentrations.

Once an ion is in an excited state, it can spontaneously release its energy via the emission of a 
photon. This is accompanied by relaxation to one of the lower energy levels, although decay to the 
ground state is generally dominant. The probability of each transition is quantified by the sponta-
neous emission rate, where the radiative decay rate of a specific level is the sum of all spontaneous 
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emission rates from this level. The radiative decay rate of most 4f levels, having parity forbidden 
transitions, is on the order of 1 ms−1, while Ce3+ and other luminescent materials with allowed 
transitions typically have radiative rates of 103–105 ms−1.18 As discussed for Eu3+, the parity selec-
tion rule is partially lifted by host lattices with asymmetric sites, which makes f–f transitions with 
electric-dipole character more allowed and can therefore increase the radiative decay rates of the 
4f levels.

The spontaneous emission rate is further influenced by the optical environment of the emitter, 
which is defined by the refractive index of the dielectric materials within a few emission wave-
lengths. This concerns, for instance, the dielectric interfaces close to a luminescent nanocrystal or 
the refractive index of the solvent, in which it is dispersed.19,20 Drexhage demonstrated the effect 
of the optical environment using an illustrative experiment: he placed Eu3+-based molecules near 
a mirror and measured the decay rate at various emitter–mirror distances.21 As a function of the 
distance, he observed variations in the decay rate and in the angular distribution of luminescence, 
which he explained as self-interference between direct and reflected emission that modifies the 
spontaneous emission rate in certain directions (Fig. 1.4). An equivalent interpretation is that 
the optical environment determines the local density of optical states (LDOS), which, according 
to Fermi’s golden rule, controls the spontaneous emission rate.22–24 This photonic effect is highly 
wavelength dependent. Therefore, the luminescence intensity of f–f emissions not only depends 
on the local crystal field but also on the optical environment. We investigate the impact of the 
optical environment on the performance of luminescent thermometers in Chapters 5 and 6.

The excited-state population can also change via energy transfer from an excited emitter, the 
donor, to a nearby absorber, the acceptor. In this process, the donor loses (part of) its excited-state 
energy to bring the acceptor to a (higher) excited level. Given that these transitions are in resonance, 
the rate of energy transfer increases for stronger transition dipoles and for shorter donor–acceptor 
distances (R). When the transition dipole on both the donor and acceptor have electric-dipole 
character, the energy-transfer rate scales with R−6, as described by Förster.25 Fig. 1.5 shows the 
three different energy-transfer mechanisms that are relevant for this thesis. In the conventional 
type of energy transfer, as presented in Fig. 1.5a, the acceptor is in the ground state and it receives 

Figure 1.4. Emission of an electric dipole that interacts with a mirror. Depending on the emission di-
rection, the mirror causes either constructive (left panel) or destructive (right panel) interference. This 
determines the angular distribution of spontaneous emission as illustrated by the radiation pattern 
(center panel).
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all the excited-state energy from the donor. This can take place in many luminescent materials. 
Other interesting energy-transfer processes are also possible between trivalent lanthanides.26,27 
One of them is upconversion, in which the acceptor is already in an excited state and is brought 
to an even higher state by the donor (Fig. 1.5b). In Chapters 2, 5, and 6, we use nanocrystals that 
are co-doped with Er3+ and Yb3+ to obtain bright green upconversion luminescence upon infra-
red (980 nm) excitation. Upconversion nanocrystals are popular in thermometry but also find 
applications as luminescent labels in bio-imaging due to the high penetration depth of infrared 
excitation and the absence of background fluorescence. The third energy-transfer mechanism 
involves cross-relaxation (Fig. 1.5c). Here, the acceptor is in the ground state and receives a part 
of the excited-state energy from the donor. Cross-relaxation quenches the luminescence of many 
excited lanthanide ions at higher dopant concentrations. In Chapter 4, we exploit cross-relaxation 
to design a new thermometer based on the luminescence of Ho3+.

Energy transfer can also take place between an excited ion and local vibrations in the host 
crystal or surrounding molecules. This either populates a lower energy level via the emission of 
phonons, commonly referred to as multi-phonon relaxation, or it excites the emitter to a higher 
energy level via the absorption of phonons.28,29 The rate of these processes depends on the occupa-
tion of phonon modes

                                                           n = 1
exp(h̵ω/kBT) − 1

,

1

   (1.1)

which increases with temperature T and decreases with vibrational energy h̵ω

1

. The phonon emis-
sion rate scales as (1 + n)p

1

, where p is the number of required phonons to bridge the energy gap to 
the lower level. For one part, phonon emission is thus spontaneous and temperature-independent, 
while it also involves a stimulated temperature-dependent component. In contrast, phonon ab-
sorption is a purely stimulated process and scales as np

1

. These relations illustrate that the response 
of lanthanide-doped materials to temperature heavily relies on the vibrational energies of the host 

Figure 1.5. A selection of energy-transfer mechanisms relevant for this thesis. Conventional energy 
transfer (a) brings the donor to the ground state by exciting the acceptor from the ground state to an 
excited state. In upconversion energy transfer (b), the acceptor is already in an intermediate excited 
state and it thus reaches an even higher excited state when it accepts energy. Cross-relaxation (c) 
involves partial energy transfer, which leaves both the acceptor and the donor in an intermediate 
excited state.
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energy transfer

Upconversion Cross-relaxation
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crystal and the energy differences between the 4f levels, which are therefore important parameters 
to optimize in the design of luminescent thermometers.

1.3 What makes a good luminescent thermometer?

Different spectroscopic techniques can be used to extract the temperature from luminescent 
materials (Fig. 1.6). Some of them rely on luminescence decay curves obtained via time-resolved 
measurements and they exploit temperature-dependent decay channels, like multi-phonon re-
laxation or thermally activated crossover to a charge-transfer state. However, these measurements 
typically require long acquisition times in the order of minutes, which make this method mainly 
suited for experiments in static samples. Other methods use the emission spectrum of the ther-
mometer, because it is fast and simple to record and it contains multiple temperature-dependent 
features. For instance, the intensity of a single emission band can be a measure for temperature. 
The intensity of a single band is however not often used, because it is also sensitive to experimental 
factors like instabilities in the excitation source and changes in sample alignment. Thermometers 
that use the spectral width or the peak energy of an emission band do not have these issues, but 
they typically have larger measurement uncertainties and strongly depend on the spectral reso-

Figure 1.6. How to extract the temperature from a luminescent thermometer? In general, either lu-
minescence decay curves or emission spectra are analyzed to quantify temperature. Luminescence 
decay experiments require pulsed excitation and a single-photon counting detector. At every pulse, 
the excitation source sends a synchronization signal to the time-to-digital converter (clock), while the 
detector does the same at each photon detection event. This enables the registration of the delay 
time, that is the difference in time between pulse and detection events. Making a histogram of all de-
lay times constructs a decay curve, which contains the dynamics of luminescence. Many luminescent 
materials show faster decay at elevated temperatures. Spectrally resolved measurements typically 
use continuous excitation and record the emission intensity in each wavelength interval during a 
specific acquisition time. Prisms and gratings (blue triangle) are the most common optical elements 
to separate the emission wavelengths, while charge-coupled devices (CCDs) are convenient to detect 
the emission spectrum in one capture. In luminescence thermometry, the absolute intensity, peak 
position, peak width, and relative intensity in the emission spectrum are commonly used as measures 
for temperature.
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lution. In this thesis, we study luminescent thermometers based on the luminescence intensity 
ratio (LIR) between two emission bands. The LIR is extracted from the emission spectrum, it is 
independent of experimental factors that reduce the absolute signal, and, in many materials, it 
sensitively responds to temperature, resulting in reliable temperature measurements. This makes 
the LIR the preferred choice for luminescence thermometry.

The reliability of a ratiometric thermometer depends on the potential to minimize systematic 
and random measurement errors, also called biases and uncertainties, respectively. One common 
source of systematic errors stems from the calibration procedure, which generally involves the 
acquisition of emission spectra at specific set temperatures using an externally controlled heater, 
followed by fitting of the intensity ratios to some analytical model. Poor thermal contact between 
the sample and the heater could result in an inaccurate calibration. More importantly, the lack of a 
physically realistic model for the intensity ratio forces the user to resort to arbitrary fitting proce-
dures, which obscures the systematic errors introduced by the calibration. This last consideration 
has made lanthanide-doped materials with two closely separated energy levels a popular type of 
thermometer.29 Namely, once the nonradiative coupling rates between these levels are much fas-
ter than radiative decay, the system is in thermal equilibrium and the LIR approximately follows 
Boltzmann statistics, serving as a simple and reliable calibration model. 

Many other systematic errors may arise in the course of a luminescence thermometry experi-
ment. The first error is already encountered at absorption of the excitation light. Namely, high ex-
citation intensities can generate heat and this may increase the temperature of the sample.30 Heat 
dissipation may additionally vary for different thermometer environments, which makes sample 
temperature not only dependent on the excitation intensity but also on the thermal properties of 
the medium. Once the thermometer is excited, the wavelength-dependent refractive index of the 
medium can further affect temperature readout via modification of the spontaneous emission 
rate.31,32 After emission of a photon, self-absorption might distort the luminescence spectrum 
when the concentration of thermometer particles is sufficiently high. Similarly, part of the spec-
trum can be selectively absorbed, scattered, or reflected in the emission path from the thermome-
ter to the detector, for example by the sample medium or by the optics of the equipment.33 Finally, 
data-analysis procedures like background subtraction or the removal of overlapping emissions 
may be inaccurate, resulting in additional distortions of the spectrum. Reliable thermometry 
experiments require awareness of all possible systematic errors. In this way, these errors could be 
minimized by the optimized design of the thermometer and the spectroscopy setup.

Random errors in luminescence measurements are caused by the statistical nature of photon 
detection and can be recognized as noise in the emission spectrum. The conversion of intensity 
ratio to temperature is also subject to this noise and this is generally quantified by the tempera-
ture uncertainty (σT). Assuming that the noise follows the Poisson distribution, the temperature 
uncertainty simplifies to

σT = 1
Sr

σLIR
LIR

= 1
Sr

√
1
IA

+ 1
IB
.                                                   (1.2)
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Here, σLIR is the noise on the LIR and the square-root term is the total noise-to-signal ratio on 
emissions A and B, where IA,B

1

 is the corresponding integrated photon counts. The temperature 
uncertainty also depends on the relative sensitivity

Sr =
1
LIR

∣dLIR
dT

∣,

1

                                                              (1.3)

which quantifies how strongly the LIR responds to temperature (with units in % K−1)—division 
by the absolute value of the LIR makes comparison with other thermometers possible. Eq. 1.2 
shows that thermometers with bright luminescence have lower temperature uncertainties. To re-
duce quenching of the luminescence by multi-phonon relaxation most Boltzmann thermometers 
therefore rely on thermally coupled levels with a large energy gap to the next lower-lying level, 
typically above 3000 cm−1. 

Fig. 1.7 summarizes the impact of random and systematic errors on the accuracy and preci-
sion of ratiometric thermometers. To this end, we have simulated series of luminescence spectra 
at different luminescence intensities with and without an overlapping emission line, i.e. a bias. 
The overlapping emission causes a shift of the measured temperatures, which leads to inaccurate 
values. As indicated by Eq. 1.2, random errors decrease with increasing luminescence intensity, 

Figure 1.7. Biases and uncertainties in LIR thermometry. The upper row of panels shows simulated lu-
minescence spectra that consist of two Gaussian emission bands A (red) and B (blue) with Poissonian 
detection noise. The first two spectra additionally contain a third emission band that represents a bias. 
The bottom row of panels displays the measured temperatures calculated using the intensity ratio B/A 
in a series of 100 simulated spectra and a relative sensitivity of 1% K−1. Each data point was placed at 
a random angle on a circle with a radius that scales with the deviation from the true temperature (the 
bulls eye).
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which we also observe in Fig. 1.7. In the presence of a bias, increasing the luminescence intensity 
also decreases the random errors, although the measurement remains inaccurate. Reliable ther-
mometry experiments thus not only require a sensitive response to temperature and high lumi-
nescence intensities but also the absence of systematic errors.

1.4 Motivation and outline of the PhD thesis

 Luminescence thermometry is a rapidly expanding field that has the potential to give insight 
into temperature profiles and heat distributions with sub-micrometer resolution. Thermometry 
research is nowadays focused on the development of new materials with increasingly higher rela-
tive sensitivities, but it is often unclear how these materials perform in the actual application. In 
this thesis, we systematically study the random and systematic errors of luminescent thermome-
ters to better understand what affects the reliability of temperature readout and to find methods 
that improve thermometer design.

The random errors of thermometer materials are typically characterized by the temperature 
uncertainty. However, this quantity strongly depends on the spectroscopic setup and the measure-
ment conditions, making it unsuited for comparison of thermometers. In Chapter 2, we provide 
the theoretical background of photon-detection statistics and use this to predict the temperature 
uncertainty of luminescent thermometers in actual experimental conditions. To verify these 
predictions we experimentally determine the uncertainty from thermometer emission that is 
acquired with different spectroscopic settings and background levels, introducing various sources 
of photon and detection noise. Our findings elucidate which intrinsic thermometer properties 
determine the temperature uncertainty and this enables us to propose alternative guidelines for 
fair thermometer comparison.

Although materials with new mechanisms of temperature-dependent luminescence are conti-
nuously developed, thermometers that rely on Boltzmann equilibrium remain the most popular 
type. The relative sensitivity of Boltzmann thermometers follows the simple expression ΔE/kBT2, 
but this puts an upper limit on the dynamic temperature range, in which these thermometers can 
be reliably used. At low temperatures, the relative sensitivity is high, but the sustainment of 
Boltzmann equilibrium is no longer given due to slow nonradiative coupling, putting a lower li-
mit on the dynamic range. In Chapter 3, we fundamentally study the onset of thermal equilibrium 
and find strategies to shift the onset temperature to lower values. Our experimental results on 
Eu3+-doped materials show that host lattices with high vibrational energies and short lanthanide–
ligand distances have low onset temperatures. We compare these results with materials based on 
other lanthanide ions, which indicates that selection rules further control the onset of thermal 
equilibrium. These insights enable more accurate measurements in an extended temperature ran-
ge.

In Chapter 4, we introduce a novel thermometer based on the colorful luminescence of Ho3+ 
(Fig. 1.1). The luminescence not only responds to temperature, but it is also sensitive to the Ho3+ 
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concentration. This makes it possible to tune the sensitivity and precision of the thermometer by 
variation of the Ho3+ concentration. We carefully measure the excited-state dynamics of the ther-
mometer to model the light output and find the Ho3+ concentration with minimal temperature 
uncertainty for a specific temperature window. 

A few studies have examined the performance of thermometers in realistic experimental 
conditions and they reported systematic errors in temperature readout caused by experimental 
factors like wavelength-dependent absorption of light by the sample medium. As a result, the 
community started to realize that control over systematic errors is important for reliable measure-
ments. In Chapter 5, we study two other sources of systematic errors. As a model experiment, we 
map the temperature on a microelectronic heater using the upconversion luminescence of Er3+-/
Yb3+-co-doped nanocrystals and acquire the luminescence with confocal microscopy, achieving a 
spatial resolution of ~1 µm. Our results reveal that high-resolution thermometry is vulnerable to 
interfering emissions from higher excited states, caused by high excitation intensities. Moreover, 
we observe systematic deviations of the readout temperature at the reflective metal of the heater, 
which we explain as self-interference between reflected and direct thermometer emission. Both 
the interfering emissions and the photonic distortions introduce biases in temperature readout. 
Although our static samples allow for the correction of these errors, this is more challenging or 
even impossible in dynamic systems.

Chapter 6 further investigates the photonic distortions using substrates that systematically 
vary the distance between a Au mirror and Er3+- or Ho3+-based thermometers. The average energy 
ω

1

 of the temperature-sensitive emissions is similar for both thermometers, while the difference 
in emission energy ∆ω of Ho3+ is larger by a factor 7. We observe readout errors of 100 K for Er3+ 
and much higher errors of 250 K for Ho3+. Our self-interference model reveals that not only the 
emission energies of the thermometer (∆ω/ω

1

), but also the numerical aperture of the microscope 
objective and the sample geometry determine the photonic artifacts. These results serve as an im-
portant guideline to minimize errors in temperature readout caused by the optical environment.

Chapter 7 summarizes the work of this thesis and gives several future research directions to 
further reduce systematic and random errors in luminescence thermometry.
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Chapter 2

The impact of noise and background 
on measurement uncertainties in 

luminescence thermometry

Abstract

Materials with temperature-dependent luminescence can be used as local thermometers when 
incorporated in, for example, a biological environment or chemical reactor. Researchers conti-
nuously develop new materials aiming for the highest sensitivity of the luminescence to tempe-
rature. Although the comparison of luminescent materials based on their temperature sensitivity 
is convenient, this parameter gives an incomplete description of the potential performance of the 
materials in applications. In this Chapter, we demonstrate how the precision of a temperature 
measurement with luminescent nanocrystals depends not only on the temperature sensitivity of 
the nanocrystals, but also on their luminescence strength compared to measurement noise and 
background signal. After first determining the noise characteristics of our instrumentation, we 
show how the uncertainty of a temperature measurement can be predicted quantitatively. Our 
predictions match the temperature uncertainties that we extract from repeated measurements, 
over a wide temperature range (303–473 K), for different CCD readout settings, and for different 
background levels. The work presented here is the first study that incorporates all these practical 
issues to accurately calculate the uncertainty of luminescent nanothermometers. This method will 
be important for the optimization and development of luminescent nanothermometers.

Based on:
T.P. van Swieten, A. Meijerink and F.T. Rabouw, The Impact of Noise and Background on 
Measurement Uncertainties in Luminescence Thermometry, ACS Photonics 9, 1366–1374 (2022).
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2.1 Introduction

Nanomaterials with temperature-dependent luminescence are one of the most versatile ther-
mometers on the microscopic scale with applications in biology, electronics, and catalysis.34–36 
The temperature of a nanothermometer is determined by recording its emission spectrum or its 
luminescence lifetime. The intensity ratio between two emission bands is most frequently consi-
dered, because this parameter is insensitive to fluctuations in the excitation intensity, changes in 
alignment, and scattering of the luminescence. The relative sensitivity, Sr (in % K−1), expresses how 
strongly the intensity ratio changes with temperature and is thus a measure for the measurement 
accuracy. Sr is an intrinsic property of a thermometer material (which however depends on tem-
perature) and is easily determined by measuring emission spectra over a range of temperatures. 
Newly developed thermometer materials are therefore often characterized and compared in terms 
of this parameter.13,37

In practice, the reliability of temperature readout relies not only on the relative sensitivity 
but also on the signal-to-noise ratio of a measurement. These parameters together determine 
the temperature uncertainty, σT. Current methods to determine σT are diverse. The most direct 
method is experimentally recording a series of luminescence spectra and calculating the standard 
deviation of the extracted temperatures.38 Alternatively, the noise level on a single spectrum may 
be estimated from fluctuations in the baseline. The latter method underestimates the temperature 
uncertainty, because it fails to take the noise on detected photons into account.39 More important-
ly, both methods are often used in idealized circumstances where background signal is minimal, a 
large amount of thermometer material is measured, luminescence is efficiently collected, and/or 
long measurement times are used. The extracted values of σT depend strongly on these circum-
stances. In contrast to Sr, σT is not an intrinsic property of a (nano)thermometer material. Conse-
quently, user-to-user differences have caused variations in reported uncertainties of several orders 
of magnitude for the same thermometer, while some measurement conditions such as environ-
ment of the thermometer were similar.13 It is not clear to what extent these reported values of σT 
are relevant for actual applications of the (nano)thermometers, which may put restrictions on the 
measurement procedure and/or introduce background fluorescence and black-body radiation.33 
In addition, undesired emissions from the thermometer itself, for example from higher-excited le-
vels, can interfere with temperature measurements.30 Although subtracting a reference spectrum 
of any background signal removes the systematic error,40 the influence on the temperature uncer-
tainty remains. It is currently unclear how these practical complications affect the performance of 
luminescent (nano)thermometers. This makes a fair comparison of potential thermometer mate-
rials impossible.

In this Chapter, we use the statistics of photon detection to quantify how noise and background 
signal affect the temperature uncertainty of a luminescence (nano)thermometry experiment. Not 
only the properties of the thermometer material are important, but also the characteristics of the 
detector and the sample. We first measure the background-free upconversion luminescence of 
NaYF4:Er3+(2%),Yb3+(18%) nanocrystals using a conventional CCD and characterize the diffe-
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rent types of detector noise. Using error propagation, we quantitatively explain the temperature 
uncertainties determined by recording a series of spectra, which increase with set temperature. 
We study the impact of detector noise by recording upconversion luminescence with electron 
multiplication gain using an electron multiplying CCD (EMCCD). An increase in gain boosts the 
signal to overcome readout noise and thus reduces the temperature uncertainty. Finally, we exa-
mine the effect of background signal. Even if we subtract the background signal, the experimental 
temperature uncertainty increases with higher background levels as predicted from the larger 
error on the number of detected photons. These new methods to calculate the uncertainty show 
that not only the relative sensitivity Sr of a thermometer determines its performance, but also the 
achievable signal-to-noise ratio. The temperature uncertainty σT depends strongly on measure-
ment conditions and is therefore a poor parameter to compare the potential of thermometer ma-
terials. We propose alternative metrics that could be considered.

2.2 Results

We first discuss the uncertainty achieved with a model thermometer based on two emissive ex-
cited levels A and B (Fig. 2.1a). An increase in temperature affects the relative intensities emitted 
by these levels, resulting in a change of the intensity ratio in the emission spectrum. In a typical 
experiment, these emissions are spectrally separated by a grating and captured by a CCD, pho-
to-multiplier tube, or photodiode array. The photosensitive material in the detector converts the 
incident photons to photoelectrons. The number of photoelectrons k recorded in one exposure 
will follow the Poisson distribution:

Figure 2.1. The temperature uncertainty achieved with a model thermometer. (a) Energy level diagram of 
the model thermometer. The solid black arrows represent the radiative decay pathways. (b) The Poisson 
distribution with mean k = 100 and standard deviation √k = 10. (c) Simulated luminescence spectrum 
comprising two Gaussian emission bands with Poissonian detection noise. The inset shows a histogram 
of the temperatures that are extracted from 10000 simulated spectra using the ratio of integrated counts, 
a physical temperature of 298 K, and a relative sensitivity of 1% K−1. The black line is a normal distribution 
with a mean of 298 K and a standard deviation that is calculated via Eq. 2.3. (d) Same as in (c) but for a 
total luminescence intensity that is 10 times higher.
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Figure 2.2. The experimental temperature uncertainty. (a) Upconversion luminescence of dried 
NaYF4:Er3+(2%),Yb3+(18%) nanocrystals upon 980-nm excitation at 302 K (blue) and 473 K (red). (b) The 
logarithm of the ratio between the 2H11/2 and 4S3/2 emission with integration ranges 516–534 nm and 
538–545 nm (green dots), respectively. The black line is a fit of the experimental ratios to Boltzmann’s 
distribution (Eq 2.4), yielding values of 746 cm−1 for ∆E and 15.2 for C. (c) Temperatures extracted from 
200 experimental spectra using the calibration in (b). The thermocouple in our heating stage measured 
a temperature of 302 K during the acquisition of spectra, showing a small deviation with the mean of 
the temperatures extracted from the spectra, likely caused by a systematic error in the calibration. The 
grey shaded area covers the temperature range of the mean ± standard deviation. (d) Correlation be-
tween the measured temperature and the total counts within the integration ranges of the 2H11/2 and 
4S3/2 emissions. The correlation coefficient ρ is close to zero, indicating that measured temperature and 
total counts are uncorrelated. (e) The distribution of counts per 1000-ms frame, for pixels on our CCD 
camera showing an average of 1629 counts / 1000 ms when measured over 200 frames. The camera 
recorded the reflection of a white lamp on a microscopy slide. The solid line is a fit of the experimental 
data to the normal distribution (k = 1629, σ2 = 2112) and the dashed line shows the Poisson distribution 
with k = 1629. (f) Plot of the variance against the mean (purple dots) measured via the procedure in (e) 
for different intensities of the white lamp. The black line is a fit of the experimental data to the model 
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ppoisson(k, k) =
k ke−k

k!
,                                                         (2.1)

where k is the expected number of photoelectrons, which is proportional to the product of the 
photon flux and the acquisition time, and is in general different for levels A and B. An interesting 
property of the Poisson distribution is that the standard deviation is equal to the square root of 
the expected value (Fig. 2.1b). The next step in the detection process is the translation of photoe-
lectrons to digital counts for each pixel, which enables construction of the emission spectrum. 
For a luminescence thermometry experiment, the observables of interest in the spectrum are the 
integrated counts of the emissions from levels A and B: nA and nB, respectively. As  nA and nB are 
independent random variables, the measurement error on the intensity ratio R = nB/nA follows 
from error propagation:41

σR =

�
���( ∂R

∂nA
)
2
σA2 + ( ∂R

∂nB
)
2
σB2 =

nB
nA

�
���(σA

nA
)
2
+ (σB

nB
)
2
.                      (2.2)

Here, nA,B are the expected counts of A and B with corresponding variances σA,B2 and nA,B/σA,B are 
the signal-to-noise ratios on nA and nB. Assuming that the errors and expected counts are related 
as described by the Poisson distribution, we expect lower σR for higher counts.

Conversion of R to a temperature value requires knowledge of the relative sensitivity. This is 
often obtained by calibrating the spectral response of the thermometer over a range of tempera-
tures. Any error in the calibrated relative sensitivity leads to a systematic difference between the 
measured and physical temperature. However, the random error σT on the measured temperature 
only depends on the probability distribution function of the measured R and on the relative sen-
sitivity of the thermometer:41

σT =

�
���(∂T

∂R
)
2
σR2 =

1
Sr

�
���(σA

nA
)
2
+ (σB

nB
)
2

                                (2.3)

This shows that, as expected, the temperature uncertainty decreases with increasing signal-to-noise 
ratio. An alternative approach of luminescence thermometry relies on the shift of an emission 
band at varying temperature. We use a similar analysis as above to determine the temperature 
uncertainty of measurements based on a spectral shift (Eqs. A2.1–A2.2). Finally, we verify Eq. 2.3 
by simulating luminescence spectra with two emissions bands and determine the temperature 
from the ratio of the simulated counts (Fig. 2.1c). These simulated temperatures follow a normal 
distribution with a standard deviation that matches σT calculated using Eq. 2.3. The distribution 

σ2 = k/f + σr
2, where f = 0.78 is the analog-to-digital conversion factor and σr

2 = 57 is the readout variance 
of one pixel. (g) Temperature uncertainties at various physical temperatures obtained via the procedure 
in (c) (red dots). The black line is the temperature uncertainty calculated using Eq. 2.3, with no fit para-
meters.
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of temperatures would deviate from normal if nA,B becomes of order unity, rather than ≫1 as 
we consider in Fig. 2.1 and is typical in experiments. An increase in counts results in a narrower 
distribution of measured temperatures, consistent with Eq. 2.3 (Fig. 2.1d). We thus understand 
quantitatively how experiments with higher counts, performed with, for example, longer acquisi-
tion times or brighter thermometers, have a lower temperature uncertainty.

In Fig. 2.2, we experimentally study the temperature uncertainty of thermometry measure-
ments at elevated temperatures. We acquired spectra with a CCD camera, because this is the 
most frequently used detector in the luminescence thermometry community. The CCD camera 
conveniently records an entire spectrum within one capture. In contrast, step-wise acquisition 
of a spectrum with a scanning monochromator and single-point detector such as a photo-mul-
tiplier tube leads to additional temperature errors if the excitation intensity fluctuates during the 
measurement. We use NaYF4:Er3+(2%),Yb3+(18%) nanocrystals as thermometers, because green 
upconversion emission from this popular thermometer material can be excited with 980-nm light, 
preventing background fluorescence.42 Fig. 2.2a shows the luminescence spectra, in which the 
two emission bands at 540 nm and 520 nm are due to radiative decay from the thermally coupled 
levels in Er3+, 4S3/2 and 2H11/2, respectively. An increase in temperature (T) changes the ratio of the 
expected counts within the emission bands of 4S3/2 and 2H11/2, nS and nH, respectively, following 
Boltzmann’s distribution

nH
nS

= C exp(− ΔE
kBT

) ,                                                           (2.4)

where ∆E is the energy gap between these levels, kB is Boltzmann’s constant, and C is the 
pre-exponential factor that includes the degeneracies and radiative decay rates from the two levels 
to the ground state. To use this relation as a calibration of our thermometer, we average 200 spec-
tra and obtain nS and nH by summing the counts of all pixels within the integration boundaries 
of the corresponding emission bands. We then fit the ratio measured at various temperatures to 
Eq. 2.4 and find a value of 746 cm−1 for ∆E and 15.2 for C (Fig. 2.2b).43 We use this calibration to 
convert the measured intensity ratios from spectra with different levels of noise to readout tem-
peratures.

Fig. 2.2c shows the temperatures that we extracted from a series of spectra using the cali-
bration of Fig. 2.2b.44 These values are evenly distributed around the mean, which is a sign of a 
stable physical temperature during the measurement. Correlations between the extracted tempe-
rature and the total green luminescence counts could indicate that the laser heats the sample as 
variations in laser intensity would result in higher count rates coinciding with more laser heating. 
Experiments at higher laser powers do show such correlations (Fig. A2.2), which indicates that 
increasing the excitation intensity to reduce the uncertainty can induce a systematic error on tem-
perature readout. This is not observed in our experiments shown in Fig. 2.2d. We therefore used 
the standard deviation of the measured temperatures as the experimental temperature uncertain-
ty at a fixed sample temperature. Fluctuations in excitation intensity below the heating threshold 
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do not affect the intensity ratio nor the signal-to-noise ratio (Fig. A2.3). 

To understand the magnitude of the variations in measured temperature (Fig. 2.2c), we must 
consider the noise generated by our detector. The main noise sources in a CCD measurement are 
counting noise due to the statistics of incident photons and readout noise due to the translation of 
photoelectrons to digital counts by the analog-to-digital converter (ADC).45 We characterize these 
by acquiring a large set of 200 reference images on our CCD camera, illuminating it with a white 
lamp, and histogramming the digital counts of pixels with the same mean (Fig. 2.2e). The distri-
bution of digital counts approximates a normal distribution with a variance that is, in our case, 
slightly larger than the corresponding Poisson distribution would have, taking the single-pixel 
readout variance into account. This difference is due to the conversion of photoelectrons to digital 
counts, which changes the variance on the output counts by the ADC factor, f.46,47 Fig. 2.2f shows 
a fit of the experimental variances to a model that includes the ADC factor and the readout noise: 

σ2 = n
f
+ σr2.                                                                  (2.5)

We find a value of 0.78 for the ADC factor, which is specific to our camera in the used settings. If 
an emission band is integrated over N camera pixels, the variance of the total readout noise on 
this band is N times larger than the single-pixel readout variance σr2 = 57. We can now insert this 
expression and the relative sensitivity of a Boltzmann thermometer, ΔE/kBT2,29 into Eq. 2.3 to 
calculate the expected temperature uncertainty from a luminescence spectrum.

Fig. 2.2g shows the temperature dependence of the uncertainty by comparing experiments 
with the theoretical trend (Eqs. 2.3–2.5). Using the method presented in Fig. 2.2c, we determine 
the temperature uncertainty at various physical temperatures and find values of 0.2 K at room 
temperature increasing to more than 0.4 K at 473 K.48,49 Between the different physical tempera-
tures of the experiment, the total counts within the spectrum varied slightly—a decrease is likely 
due to thermal quenching and an increase could indicate water desorption from the surface of 
the dried nanocrystals.50 This affects the signal-to-noise ratio and thus obscures the impact of the 
intensity ratio on the temperature uncertainty. We therefore kept the sum of nS and nH roughly 
constant at 2×106 counts, which allows us to separately calculate nS and nH using Eq. 2.4 in a range 
of physical temperatures. We can therefore use Eq. 2.4 to calculate nS and nH separately, depen-
ding on the physical temperature. Inserting these values, along with the detector characteristics 
(Eq. 2.5), into Eq. 2.3 yields the theoretical uncertainty (black line in Fig. 2.2g). The calculated 
uncertainties agree well with the experimental values, without using any fit parameters. We there-
fore conclude that after proper characterization of the photodetector, error propagation correctly 
predicts the experimental uncertainty and its temperature dependence.

As a further illustration of the effect of the detector noise characteristics on a temperature 
measurement, we consider the effect of electron multiplication (EM) in an EMCCD. Emerging 
applications of luminescent nanomaterials, such as single-particle thermometry, require pho-
todetectors that are able to record extremely weak signals.51,52 EMCCDs could offer a solution 
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as they enhance the signal by orders of magnitude, compared to conventional CCDs, but the 
electron multiplication process causes additional noise.45,46 We start by considering the detection 
of photons and generation of photoelectrons, which in both a conventional CCD and an EMCCD 
follows Poisson statistics. Both types of cameras then transfer the photoelectrons to the ADC via 
the serial readout register and convert them to digital counts. In an EMCCD camera, the readout 
register is extended with additional registers that, depending on the applied voltage, multiply 
the number of photoelectrons and thus boost the signal. In practice, the output electrons pass 
through hundreds of multiplication registers, resulting in a total EM gain G. The number of out-
put electrons nout follows the gamma distribution

Figure 2.3. The effect of electron multiplication on the temperature uncertainty. (a) The distribution of 
output electrons for different input photoelectrons k and EM gains G. This distribution is obtained by 
convolution of the gamma distribution with the Poisson distribution. (b) The experimental temperature 
uncertainties obtained from 200 upconversion spectra for various levels of EM gain ranging from 2 to 
90 (yellow dots). The average numbers of photoelectrons generated by a pixel are 5 and 30 for the 
2H11/2 and 4S3/2 emissions, respectively. The solid black line is the temperature uncertainty calculated via 
Eqs. 2.3 and 2.7, with no fit parameters. (c) Color map of the temperature uncertainty as a function of the 
expected photoelectrons k per pixel and the EM gain. The temperature uncertainties in the color map 
were calculated via the expected value of the output electrons, excluding spurious electrons, and the 
variance of all output electrons (Eq. A2.3). All uncertainties were normalized to the minimum value within 
the map. The contour lines correspond to σT values of 1.2, 2.0, and 8.0 K. We obtain the simulated spectra 
in Fig. 2.3c by drawing random numbers of output electrons from the distribution of Eq. A2.3, with as an 
input a spectrum consisting of two peaks with Gaussian shape of equal amplitude covering a total of 400 
pixels. The four insets show example spectra simulated for the experimental settings to which they are 
linked in the color map. We set the readout noise for each pixel to σr = 26, matching that of our EMCCD 
detector at a 30-MHz readout rate and pre-amplifier gain 2. We assume a probability of spurious charges 
of ps = 0.0004 to give the simulated spectra the characteristic background noise of electron multiplication.
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pgamma(nout, k,G) = noutk−1
e−nout/G

Gk(k − 1)!
.                                           (2.6)

Here k is the number of photoelectrons generated by a CCD pixel, which enter the multiplication 
registers. Fig. 2.3a shows the probability distribution of nout as a function of expected number 
of input photoelectrons k and the EM gain G. EM produces an expected number of counts of 
nout = kG with a variance that approximates σ2n = 2kG2/f  (Eq. A2.3 and Fig. A2.4). The signal-to-
EM-counting-noise ratio nout/σn =

√
kf/2, where readout noise is excluded, is thus independent 

of the gain factor. This derivation shows that EMCCD measurements have an additional counting 
noise of 

√
2, commonly referred to as the excess noise factor. Therefore, EM gain can only impro-

ve a temperature measurement if nout is small with respect to other noise sources.

In Fig. 2.3b, we compare the experimental temperature uncertainty at various levels of EM 
gain with theoretical predictions. First, we acquired 200 experimental spectra with an EM gain of 
only a factor 2, while keeping the number of incident photons per pixel low. This resulted in an 
extremely high uncertainty of 30 K. Applying EM gain to values of 25 causes a sharp decline of the 
uncertainty to 3 K. The effect of even higher EM gains is weak. We again explain this trend using 
Eqs. 2.3 and 2.5 (solid line) by realizing that the variance of the 4S3/2 and 2H11/2 counts is due to a 
combination of Poissonian counting noise amplified by the ADC factor f and the EM gain factor 
G2 and readout noise. [For photon fluxes relevant for luminescence thermometry, we can neglect 
noise due to spurious electrons created during shifting of charges through the multiplication re-
gister (Fig. A2.5).45,46] EM gain increases the signal (as well as the counting noise) with respect to 
the readout noise:

nout
σn

= kG
√

2kG2/f + σr2
.                                                      (2.7)

Fig. 2.3c illustrates the effect of EM gain for a range of expected photoelectrons. We observe the 
highest uncertainty in the bottom left of the map, where both the EM gain and the number of 
expected photoelectrons are low—the corresponding simulated spectrum barely shows emission. 
For all numbers of expected photoelectrons, we observe a rapid decrease of the uncertainty with 
increasing gain, although this effect becomes negligible once readout noise is overcome (Fig. A2.6). 
Indeed, the signal-to-total-noise ratio (Eq. 2.7) approaches a constant value of 

√
kf/2 for large G 

and EM cannot improve it further (Fig. A2.7). In practice, EM gain is thus useful if and only if the 
signal is weak compared to readout noise.

Besides the photodetector, background emission by the surroundings of the thermometer can be 
another source of uncertainty, which is relevant when the thermometer is used in realistic experi-
mental conditions.53 We discuss how such a distortion of the spectrum affects the temperature un-
certainty even after subtraction of the background. Fig. 2.4a shows how we have mimicked this ex-
perimental issue: we have measured the upconversion luminescence with and without additional 
broadband background signal from a white lamp. Subtracting a reference measurement of the 
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lamp recovers a clean thermometer spectrum from the experiment with background. However, 
the noise on the background signal cannot be removed. The corrected spectrum therefore con-
tains more noise compared to the background-free upconversion emission spectrum (Fig. 2.4b). 

Figure 2.4. The influence of background subtraction on the temperature uncertainty. (a) Reflection spec-
trum of the white lamp illuminating dried NaYF4:Er3+(2%),Yb3+(18%) nanocrystals without (grey) and with 
simultaneous 980 nm excitation (green). Subtraction of the grey spectrum from the green spectrum 
yields the corrected upconversion spectrum (red). The total signal (thermometer) and background (lamp) 
counts within the integration ranges of the 2H11/2 and 4S3/2 emission are 2×106 and 2×107, respectively. 
(b) Zoom-in on the noise of a spectrum acquired without background (blue) and with broadband back-
ground that is subsequently subtracted (red). (c) The calibration curve of Fig. 2.2b was used to convert 
a series of 200 spectra with no background (blue) and with lamp background subtracted (red) to tem-
peratures. The red and blue dots show a systematic difference of the mean, which we attribute to an 
error introduced by recording and subtracting the reference spectrum, for example because the lamp 
spectrum fluctuated slightly over time. (d) Temperature uncertainties as a function of set temperature, 
measured by comparing the readout temperature of 200 background-subtracted spectra. The solid 
black lines are the expected temperature uncertainties for 2×106 (yellow dots) and 2×107 (purple dots) 
subtracted background counts, calculated using Eq. 2.4. The expected background counts on the 2H11/2 
and 4S3/2 emissions are obtained by taking the sum of the counts in the subtracted spectrum between 
516–534 nm and 538–545 nm, respectively, averaged over 200 spectra. The dashed black line marks the 
minimum of the temperature uncertainty for all subtracted background counts.
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This translates to an increased temperature uncertainty (Fig. 2.4c). We can further understand 
this from the expression for the variance σb,i2 in the counts from emitting state i after background 
removal

σb,i2 =
ni + nb,i

f
+ σr2,                                                          (2.8)

where nb,i is the expected number of background counts removed. Additional counts from dark 
current in the photodectector have equivalent impact on the temperature uncertainty as back-
ground emissions. Again, inserting this expression into Eq. 2.3 gives the theoretical temperature 
uncertainty after background removal.

The measured uncertainties as a function of physical temperature match the predicted values 
for a range of different background levels (Fig. 2.4d). We observe higher absolute values of the un-
certainty with increasing background. This effect is as large as a factor of three for the background 
level in Fig. 2.4a, even though we could subtract the background using a reference measurement. 
We further observe that the minimum of the temperature uncertainty (dashed line) shifts to higher 
set temperatures with increasing background counts. In practice, low levels of background are 
challenging to completely avoid, especially at elevated temperatures where black-body radiation 
becomes an issue. Fig. 2.4 shows how this affects the absolute value of temperature uncertainty as 
well as the optimal operating temperature of a thermometer compared to idealized measurement 
conditions without background signal.

Our work clearly demonstrates how the precision of a temperature measurement depends not 
only on the relative sensitivity of the thermometer, but also on the measurement conditions. As 
these measurement conditions will be different for different applications, this raises the question 
of how to define a relevant metric to compare thermometers. Currently, the achieved temperature 
uncertainty is frequently reported in the literature. However, our results show that the tempe-
rature uncertainty is not a fundamental property of the thermometer. Temperature uncertain-
ties measured under idealized experimental conditions are difficult to compare and may not be 
relevant for applications. In particular, different experimental settings can yield wildly different 
contributions of various noise sources. However, whatever the specific experimental noise contri-
butions are, the temperature uncertainty is always minimal for a high relative sensitivity Sr and for 
a strong luminescence signal (Eq. 2.3). Although Sr of newly developed thermometer materials is 
commonly reported,54 the potential signal strength is hardly considered.

The realization that signal strength is essential for precise temperature measurement makes it 
possible to identify relevant parameters, in addition to Sr, that define a good thermometer. The 
expected counts on emissions A and B can be written as

nA,B = NC Pexc σabs ηPL φA,B ηdet tG.                                               (2.9)

Here, absorption of excitation light is determined by the number of luminescent centers in the 
excitation volume (NC) and the absorption cross section σabs per luminescent center. The lumi-
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nescence further scales with the photoluminescence quantum yield ηPL of the relevant thermo-
meter emission lines and the temperature-dependent populations that define the fractions φA,B 
of emission coming from A or B. The spectroscopic equipment sets the detection efficiency ηdet. 
The integration time t, the excitation power used Pexc, and the EM gain G can be chosen by the 
experimentalist.

In Eq. 2.9, we can distinguish the experimental factors (ηdet, Pexc, t, NC, and G) from the ther-
mometers properties (σabs, ηPL, and φA,B). The experimental factors will depend on the available 
equipment and the type of sample. The freedom to choose a long t, high NC, or high Pexc may be 
restricted if the sample is not static, if the sample volume is small, or if strong excitation induces 
laser heating (which also depends on heat dissipation in the sample). The values of these para-
meters are not intrinsic thermometer properties but depend strongly on the application. Another 
factor that affects the temperature uncertainty is the emission wavelength of the thermometer, 
because it determines the required type of detector and therefore the amount of dark current. 
Infrared detectors typically have a high dark current due to the small band gap of the photo-sensi-
tive material, resulting in a relatively high uncertainty for infrared-emitting thermometers. Eq. 2.9 
also contains some intrinsic properties that can vary by orders of magnitude between different 
materials. We propose that a fair comparison between potential thermometer materials should 
consider these intrinsic parameters. For practical applications, high σabs and ηPL for a given do-
ping content NC and excitation power Pexc are as important as a high thermal sensitivity of  φA,B.55 
These intrinsic properties of the thermometer determine the achievable signal compared to va-
rious application-related issues, like background fluorescence or blackbody radiation.

Figure 2.5. Experimental methods to determine the absorpti-
on cross-section. (a) Absorption spectrum of NaYF4:Yb3+(18%) 
nanocrystals dispersed in cyclohexane. The spectrum shows a 
clear absorption band due to the 2F7/2 → 2F5/2 transition of Yb3+. 
Rayleigh scattering caused a background of roughly 0.0015 
absorbance units, which was subtracted from the spectrum. 
The concentration of the bare nanocrystals without ligands is 
10 mg/mL, which corresponds to a concentration of Yb3+ ions 
of 5.4×1018 cm–3. Taking the inhomogeneous dielectric sur-
roundings of the Yb3+ ions inside the dispersed nanocrystal 
into account,19 this translates into an absorption cross-secti-
on of σabs = 7.5×10−21 cm2 at 977 nm. (b) Intensity of the Yb3+ 
luminescence measured on microcrystalline NaYF4:Yb3+(18%) 
for various excitation intensities Iexc of 980 nm light (green 
dots). The solid black line is a fit of the experimental data to 
Eq. 2.10, which yields a σabs value of 7.8×10−21 cm2 at 980 nm. 
The dashed line is a linear fit to the low-excitation-intensity 
data to clearly visualize the nonlinear trend of the high-excita-
tion-intensity data.
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Studies of new thermometers often include measurements of the sensitivity, but experimental 
values of  ηPL and σabs are rare. Depending on the doping concentration, the synthesis procedure, 
and the excitation power, ηPL can vary over a few orders of magnitude and it is therefore an im-
portant parameter to report. A well-established method to measure ηPL is to determine the num-
ber of absorbed and emitted photons of a sample using an integrating sphere. This has already 
improved the design and synthesis of thermometer materials. For example, recent studies on 
NaYF4:Er3+,Yb3+ nanocrystals have optimized the quantum yield of NaYF4:Er3+,Yb3+ in a range 
of excitation powers, reaching values comparable to bulk material.56

Characterizing σabs can be more challenging, especially for microcrystalline samples where 
strong light scattering prevents measuring optical absorption over a well-defined path length. 
We study a clear dispersion of Yb3+-doped NaYF4 nanocrystals with absorption spectroscopy 
to show that for a specific ion–host combination σabs simply follows from Lambert-Beer’s law 
(Fig. 2.5a). 57–59 We find a maximum value of 7.5×10−21 cm2 at 977 nm, which matches literatu-
re values obtained from absorption measurements of single crystals60,61 and from the kinetics 
of upconversion luminescence.62 These values are an order of magnitude lower than the value 
that Sui et al. obtain from Judd-Ofelt parameters and an experimental photoluminescence decay 
rate.63,64 Non-radiative processes, indicated by the multi-exponential decay curve, have likely re-
sulted in an overestimation of the spontaneous emission rate and, thus, of the absorption cross 
section. Another method has recently been developed by our group, which extracts σabs from 
the luminescence saturation characteristics.65,66 In contrast to absorption measurements, it works 
well on microcrystalline samples and is thus a suitable alternative for samples that cannot be 
synthesized in nanocrystalline form. This method requires standard spectroscopic equipment, a 
continuous-wave laser, a lens to achieve sufficiently high excitation intensities, and careful charac-
terization of the excitation spot on the sample (Fig. 2.6). We used this method to acquire the 
luminescence of Yb3+-doped NaYF4 microcrystals at various excitation intensities (Iexc), revealing 
clear signs of saturation at 5 kW cm−2 (Fig. 2.5b).67 We fit this trend to the steady-state emission 
intensity of an excited two-level system that suffers from ground-state depletion.

Iss = A σabsIexc/hν
σabsIexc/hν + kdecay

.                                                    (2.10)

Where A is a scaling constant, hν is the energy of an excitation photon, and kdecay is the total decay 
rate of the excited ion.68 We find a σabs value of 7.8×10−21 cm2 at 980 nm, which perfectly matches 
the result of Fig. 2.5a. This demonstrates that the methods presented here provide a reliable σabs. 
Together with existing methods to determine ηPL and Sr, it should now be possible to predict the 
uncertainty of temperature measurements for any particular experimental setting. This shows 
how valuable it is to consider absorption cross sections and the quantum yields in the design of 
future and existing thermometers.
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2.3 Conclusions

We have characterized how experimental conditions affect the uncertainty of temperature 
measurements through (nano)thermometry based on luminescence intensity ratios. We first 
measured all noise sources associated with photon detection and developed statistical models to 
quantitatively predict the temperature uncertainty in a wide range of temperatures and for various 
experimental settings. We observed that enhancement of the luminescence signal by applying 
EM gain significantly reduces the uncertainty until readout noise is overcome. In addition, we 
studied the impact of background emissions, which is a realistic practical issue. Background 
increases the uncertainty of a temperature measurement even if it is properly subtracted from 
the measurement. Our work demonstrates that the temperature uncertainty is not an intrinsic 
property of a luminescent (nano)thermometer, but instead strongly depends on the photodetector 
and measurement conditions. We propose a guideline of how to compare different thermometers 
in a way that is relevant irrespective of the spectroscopic equipment used or of the sample under 
consideration. Such new ways of comparing luminescent (nano)thermometers are essential to 
develop and choose the ideal thermometer for the desired application. 

2.4 Methods

Sample preparation. NaYF4:Er3+(2%),Yb3+(18%) and NaYF4:Yb3+(18%) nanocrystals 
with a spherical shape and a diameter of roughly 30 nm were synthesized using the method of 
Geitenbeek et al.43 The nanocrystals were dispersed in cyclohexane. A droplet of the dispersion of 
upconversion nanocrystals was dried on a cover slip and this was attached to a microscopy slide 
for mechanical strength. For the measurements at elevated temperatures, a droplet of dispersion 
was dried directly on a microscopy slide. For the absorption measurements, the dispersion of 
NaYF4:Yb3+(18%) nanocrystals was further purified with one additional washing step. Residual 
NaF from the synthesis was removed by sedimentation without the addition of anti-solvent.

Figure 2.6. Luminescence saturation setup. (a) Photograph of the setup. (b) Zoom-in of the microcrystalline 
NaYF4:Yb3+(18%) sample attached to microscopy slide in (b) using double-sided scotch tape. (c) Image of 
the 980 nm excitation spot on the glass slide near the sample. The divergence of the laser was larger 
in one direction, which resulted in an elongated shape of the focused laser spot. The white dashed line 
indicates the spot size from which the excitation intensity was determined.
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Spectroscopy experiments. Acquisition of the luminescence was performed on a Nikon Ti-U 
inverted microscope, on which the sample was placed. The microscope contains two levels of 
filter cube wheels. A 50/50 beam splitter was placed in both the upper and the lower level to re-
flect 980 nm excitation light (Coherent OBIS LX, 150 mW) and white lamp light (Halogen Lamp 
12V–100W), respectively. The excitation laser was used at full power to minimize laser instabili-
ties. The excitation light passed though neutral density filters with an optical density of 4. These 
light sources were directed to the sample via an air objective (Nikon CFI S Plan Fluor ELWD 
60XC) to focus the excitation light on the sample. The upconversion luminescence and reflection 
of the lamp light was then guided through both beam splitters and a 775 nm shortpass filter 
(Edmund Optics) towards a spectrograph (Andor Kymera 193i) equipped with an EMCCD detec-
tor (Andor iXon Ultra 888). The measurements in conventional CCD and EMCCD modus were 
acquired with a readout rate of 1 MHZ and 30 MHz, respectively. The spectral acquisition times 
were 1000 ms and 500 ms for the CCD and EMCCD measurements, respectively. The pre-ampli-
fier gain was set to 2 for all measurements. A heating stage (Linkam THMS600) was used to per-
form the measurements at elevated temperatures. The microscopy slide was pressed against the 
heating element to ensure good thermal contact. The front window of the stage was replaced by 
a home-made piece of glassware that enables a working distance of down to 2 mm. A continuous 
flow of nitrogen gas was directed through the stage. 

The absorption spectrum was acquired on a double-beam PerkinElmer Lambda 950 
UV/vis/NIR spectrometer. After the measurement, the dispersion was dried to determine the 
nanocrystal concentration. Thermogravimetric analysis (Q50, TA Instruments) was performed 
to determine the mass fraction of the ligands (4.4%), which was subtracted from the dried mass 
to obtain the NaYF4:Yb3+(18%) concentration. A home-built setup, shown in Fig. 2.6a, was used 
to determine the absorption cross section from the saturation characteristics of NaYF4:Yb3+. Mi-
crocrystalline NaYF4:Yb3+(18%) was prepared via the procedure of Krämer et al.67 A thin layer of 
powder was attached to a microscopy slide using double-sided scotch tape (Fig. 2.6b). To control 
the excitation intensity on the sample, the light output from a continuous wave 2W 980-nm laser 
(MDL-III) was directed through neutral-density filters and a lens. A 1000 nm shortpass filter 
(Thorlabs FESH1000) was used to clean the laser spectrum. Two lenses were used to guide the 
emission to a fiber that was connected to a spectrometer (Andor Kymera 193i) equipped with a 
water-cooled CCD detector (Andor iDus 1.7µm InGaAs). A 1000 nm longpass filter (Thorlabs 
FESH1000) was used to reject the excitation light. The excitation intensity at the sample was deter-
mined by measuring the output power of the laser (2.16 W) and characterizing the spot size with 
a simple CCD camera (Thorlabs DCU223C) (Fig. 2.6c).

2.5 Appendix

Spectral shift thermometers. To predict the uncertainty of thermometers based on a spec-
tral shift Δλ we consider an emission band with a Gaussian shape, which has mean value λ and 
width δ. A recorded photon constitutes a measurement of the emission wavelength λ with an 
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uncertainty of δ. If we use n photons to estimate λ, we achieve an uncertainty of the peak position 
of δ/

√
n. The uncertainty of a measurement based on the spectral shift thus depends on both the 

spectral width and the signal strength. Similar to Eq. 2.3, we can write the temperature uncertain-
ty of these measurements as

σT =

�
���(∂T

∂λ
)
2
σλ2 =

1
Sr

δ
λ
√
n
,                                               (A2.1)

where

Sr =
1
λ
∣∂λ
∂T

∣.                                                               (A2.2)

This allows us to compare the temperature uncertainty as a function of signal strength for measure-
ments based on intensity ratio and spectral shift (Fig. A2.1). We observe that the temperature un-
certainties of both methods show the same scaling with signal strength—the only difference is the 
absolute value. In practice, experimental factors such as the spectral resolution increase the ab-
solute uncertainty of spectral-shift thermometers. The above equations thus only give qualitative 
insight in the relation between spectral width, signal strength, and the temperature uncertainty.

Statistics of electron multiplication. We used the work of Harpsøe et al. to calculate the dis-
tribution of output electrons after the electron multiplication registers of our EMCCD camera45

pEM(k,nout) = ((1 −mps)N (nout, σr) + ps
m
∑
l=1

pgamma(nout, 1,G(m−l)/m))ppoisson(0, k)

+
∞
∑
k=1

pgamma(nout, k,G)ppoisson(k, k).

       (A2.3)

Here, the first term describes readout noise with a Gaussian distribution N (nout, σr) and noise 

Figure A2.1. Calculated temperature uncertain-
ty for intensity-ratio (blue line) and spectral-shift 
thermometers (red lines) with relative sensitivi-
ties of 1% K−1 and 0.1% K−1, respectively. In both 
cases, n is the total counts within the entire spec-
trum. The uncertainty of the ratiometric thermo-
meter is calculated with a 1:1 intensity ratio and 
assuming Poissonian counting noise. Different 
values of the relative spectral width δ/λ were 
used to demonstrate the effect of this parameter 
on the temperature uncertainty.
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due to spurious electrons, which are the unwanted electrons created during shifting of charges 
through the multiplication register with an overall probability ps per readout. This process can 
occur in any of the m multiplication registers (m = 604 for our camera). After creation of such 
an electron in the lth register, it is amplified m−l times. Eq. A2.3 approximates that readout and 
spurious noise are relevant only if zero photoelectrons enter the multiplication register [which has 
a probability ppoisson(0, k)], because amplified photoelectrons otherwise dominate the probability 
distribution pEM. The second term calculates the distribution of output electrons after multiplica-
tion of at least one photoelectron. The probability of obtaining the specific number of photoelec-
trons k is given by the Poisson distribution. 

We derive the expected value (nout) and the variance (σn) of the multiplied photoelectrons as 
follows

nout = ∫
∞

0
nout

∞
∑
k=1

pgamma(nout, k,G)ppoisson(k, k)dn = kG,                        (A2.4)

σn = ∫
∞

0
(nout − kG)

2 ∞
∑
k=1

pgamma(nout, k,G)ppoisson(k, k)dn = 2kG2 − k2G2e−k.       (A2.5)

When k is much smaller or much larger than one, the second term of the variance is negligible 
and the expression simplifies to 2kG2. For k values around 1, this simplification no longer holds, 
leading to a deviation from the full expression of at most 23%. The experimental uncertainties in 
Fig. 2.3b are therefore determined with k values that are much larger than one.
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Figure A2.3. Histogram of temperatures extracted from 104 simulated 
spectra constituting two emission lines. The expected number of photons 
in a spectrum was assumed to follow a Gaussian distribution with a stan-
dard deviation of 25% reflecting fluctuations in excitation intensity. The 
average expected number of photons was set to ⟨nA + nB⟩ = 500 counts and 
Poissonian noise was added to each spectrum. The solid line corresponds 
to the temperature distribution that is calculated using Eq. 2.3 by simply 
replacing the expected photon counts nA,B with the averaged expected 
photon counts ⟨nA,B⟩. The match between the simulation and the model 
indicates that, in the absence of laser-induced heating, the temperature 
distribution is unaffected by an unstable excitation source.

An unstable excitation source.
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Figure A2.2. (a) Upconversion luminescence of dried NaYF4:Er3+(2%),Yb3+(18%) nanocrystals upon 980-nm 
excitation. The excitation laser was used at full power without neutral density filters in the optical path. 
The laser was focused on the back focal plane of the objective to achieve wide-field excitation. (b) Corre-
lation between the measured temperature and the total counts within 516–534 nm and 538–545 nm for 
the 2H11/2 and 4S3/2 emission, respectively. The correlation coefficient (ρ) of the linear regression is much 
larger than zero, indicating that measured temperature and total counts are correlated. This is likely due 
to fluctuations in the intensity of the excitation laser, which cause fluctuations in laser-induced heating 
of the nanocrystals. In our experiments, we prevented such effects by setting the excitation intensity four 
orders of magnitude lower.
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Analog-to-digital conversion factor in electron multiplication mode.

Figure A2.4. (a) The distribution of counts per 100-ms frame, for pixels on our EMCCD camera showing 
an average of 22085 counts / 100 ms when measured over 200 frames. The camera recorded the reflecti-
on of a white lamp on a microscopy slide at an EM gain level of 2. The solid line is a fit of the experimental 
data to the normal distribution (k = 22085, σ2 = 17690) and the dashed line shows the distribution of 
output electrons according to Eqs. A2.4–A2.5 with k = 22085. (b) Plot of the variance against the mean 
(red dots) measured via the procedure in panel (a). The black line is a fit of the experimental data to the 
model σn

2 = 2noutG/f + σr
2, where f = 5.14 is the analog-to-digital conversion factor and σr

2 = 630 is the 
readout variance of one pixel.

Figure A2.5. Temperature uncertainty for a range of total 
EM gains and various probabilities of generating spurious 
electrons ps, covering the range that we expect to encoun-
ter in our EMCCD. We estimate that these probabilities are 
2 to 3 orders of magnitude lower than the probability of 
multiplying a real photoelectron at an EM gain of 1000. The 
uncertainties are calculated from the expected value of the 
output electrons, excluding spurious electrons, and from 
the variance of all output electrons. We use an extremely 
low value of expected photoelectrons k = 0.1 as input and 
observe only a very weak effect of spurious charges on the 
temperature uncertainty. This indicates that for more rea-
listic values of k the impact of spurious charges on the tem-
perature uncertainty is negligible.
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Figure A2.7. Signal-to-noise ratio for a conventional CCD and an EMCCD with a multiplication gain G of 5 
and 50. In all cases, the readout variance σr

2 was set to 100 and the ADC factor was set to 1. Compared 
to the EMCCD, the signal-to-noise ratio of a conventional CCD is poor at a low number of expected pho-
toelectrons k, but it outperforms the EMCCD above 100 photoelectrons.

Conventional CCD versus electron-multiplication CCD.
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Readout noise versus peak ratio. Fig. A2.6 considers the effect of significantly differing 
emission intensities in the two emission bands. Of particular interest is the scenario in which 
the signal in one emission band is weaker than the readout noise, while the other band exceeds 
the readout noise. To understand the impact on the temperature uncertainty we simulate two 
emission bands as Gaussians (Fig. A2.6a). We then calculate the temperature uncertainty of these 
scenarios using Eqs. 2.3 and 2.7 (Fig. A2.6b). EM gain has a stronger beneficial effect on the tem-
perature uncertainty if the emission spectrum is asymmetric (solid lines) and if the readout noise 
is higher (blue lines).

Figure A2.6. (a) Two bands with Gaussian shape and a peak ratio of 1:4 (solid black line) and 1:1 (dashed 
black line). The integrated area below the dashed and solid black lines is equal. The red and blue line 
correspond to readout noise levels of 5 and 10, respectively. (b) Calculated temperature uncertainty for 
the different scenarios in (a). The blue curves show the uncertainty for a readout noise level of 10 and a 
peak ratio of 1:4 (solid line) and 1:1 (dashed line). Same for the red curves but for a readout noise level 
of 5. The uncertainties are calculated from the single-pixel expected values of output electrons, excluding 
spurious electrons, and from the single-pixel variances of all output electrons, followed by summing the 
values for the individual pixels within each emission band. Each curve is individually normalized to its 
minimum uncertainty, which in each case occurs at the highest EM gain.
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Chapter 3

Extending the dynamic temperature range 
of Boltzmann thermometers

Abstract

Lanthanide-doped (nano)crystals are an important class of materials in luminescence thermo-
metry. The working mechanism of these thermometers is diverse but most often relies on vari-
ation of the ratio of emission intensities from two thermally coupled excited states with tempe-
rature. At low temperatures, nonradiative coupling between the states can be slow compared to 
radiative decay, but, at higher temperatures, the two states reach thermal equilibrium due to faster 
nonradiative coupling. In thermal equilibrium, the intensity ratio follows Boltzmann statistics, 
which gives a convenient model to calibrate the thermometer. In this Chapter, we investigate 
multiple strategies to shift the onset of thermal equilibrium to lower temperatures, which enables 
Boltzmann thermometry in a wider dynamic range. We use Eu3+-doped microcrystals as a model 
system and find that the nonradiative coupling rates increase for host lattices with higher vibra-
tional energies and shorter lanthanide–ligand distances, which reduces the onset temperature of 
thermal equilibrium by more than 400 K. We additionally reveal that thermometers with excited 
states coupled by electric-dipole transitions have lower onset temperatures than those with mag-
netic-dipole-coupled states due to selection rules. These insights provide essential guidelines for 
the optimization of Boltzmann thermometers to operate in an extended temperature range.

Based on:
T.P. van Swieten, J.M. Steenhoff, A. Vlasblom, R. de Berg, S.P. Mattern, F.T. Rabouw, M. Suta and A. 
Meijerink, Extending the dynamic temperature range of Boltzmann thermometers, Light: Science 
and Applications, in press.
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3.1 Introduction

Over the last two decades, materials with temperature-sensitive luminescence have been de-
veloped as probes for remote thermometry. In particular, crystals doped with trivalent lanthanide 
(Ln3+) ions have received great interest. The luminescence of these ions is characterized by narrow 
emission lines that cover the deep ultraviolet until the near-infrared regions of the electromagne-
tic spectrum, making them suitable optical probes in various research fields.20,49,69 The emission 
spectra of Ln3+ ions can strongly depend on temperature, which makes Ln3+-doped materials pro-
mising candidates for optical thermometry. The intensity ratio between two emission lines is most 
commonly used as measure for temperature because it is often insensitive to experimental factors 
that affect the integrated intensity such as alignment and the excitation intensity and it allows for 
the use of a simple measurement setup. How strongly the intensity ratio responds to temperature 
is governed by nonradiative transitions between excited states within the thermometer material.

An important class of ratiometric thermometers is based on two thermally coupled excited 
states within a single Ln3+ ion. Thermal coupling involves the interaction with one or multiple 
phonons to bridge the energy gap between the two states, which enables exchange of their popula-
tions. At elevated temperatures, these nonradiative transitions become faster than any other decay 
or feeding pathway and, as a result, the populations of the two states reach thermal equilibrium.29 
In host lattices with similar phonon energies, excited states with smaller energy gaps thermally 
equilibrate at lower temperatures, because fewer phonons are required to bridge the gap resulting 
in faster nonradiative coupling. The luminescence intensity ratio (LIR) of two states in thermal 
equilibrium follows Boltzmann statistics, which serves as a reliable calibration model. The perfor-
mance of Boltzmann thermometers is further quantified by the relative sensitivity ΔE/kBT2 and, 
in some cases, by the absolute sensitivity dLIR/dT. Suta and Meijerink used these parameters to 
propose an optimum temperature window for thermometry experiments based on the energy 
gap (∆E = 2–3.41 kBT), assuming the two emitting states are in thermal equilibrium.29 A stricter 
definition of the dynamic temperature range, in which Boltzmann thermometers have reliable 
performance, should additionally consider the onset temperature of thermal equilibrium. Especi-
ally at the lower temperature limit, Boltzmann equilibrium is not always realized. 

Recent studies have shown that at elevated dopant concentrations cross-relaxation between 
nearby thermometer ions can affect the establishment of thermal equilibrium. For instance, the 
4F3/2 and 4F5/2 levels of Nd3+ experience strong cross-relaxation providing an additional depopula-
tion path that competes with nonradiative coupling and thus causes an undesired increase of the 
onset temperature of thermal equilibrium.70 Cross-relaxation from the 5D1 and 5D0 levels of Eu3+ 

lead to a desirable opposite effect.71 Coupling with 7F0–7F3 and 7F2–7F4 transitions in nearby Eu3+ 
ions that are resonant with the 5D1–5D0 energy gap accelerates nonradiative coupling between the 
states, which shifts the onset of Boltzmann equilibrium to lower temperatures. However, only for 
specific Boltzmann thermometers can cross-relaxation extend the dynamic range and, so far, a 
positive impact is only reported for Eu3+. Universal methods to extend the dynamic temperature 
range of all Boltzmann thermometers are still lacking, which hampers their optimization for spe-
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cific applications.

In this Chapter, we investigate how the host crystal and selection rules affect the dynamic ran-
ge of Boltzmann thermometers. We prepare microcrystalline materials doped with low concentra-
tions of Eu3+, serving as a model system for Boltzmann thermometry, and acquire the steady-state 
luminescence spectra and time-resolved luminescence from 5D1 and 5D0 to understand the im-
pact of the host crystal on the nonradiative coupling rates between these levels. Our results show 
that the coupling rates increase with the maximum vibrational energy of the host crystal, which is 
in qualitative agreement with the energy-gap law. This reduces the onset of thermal equilibrium 
from 750 K for fluorides with maximum vibrational energies of 450 cm−1 to 450 K for complex 
oxides with 1200–1400 cm−1 vibrations. Secondly, we demonstrate that even within a series of iso-
structural fluorides it is possible to control the nonradiative rates via the lanthanide–fluoride dis-
tance and exploit the distance dependence of energy transfer between vibrational modes and the 
Eu3+ ion to shift the onset temperature by more than 100 K. Thirdly, we compare the onset tempe-
rature of Eu3+-doped materials with other Ln3+-based Boltzmann thermometers, which reveals an 
important role of selection rules: thermometers that rely on coupling between the emitting states 
by magnetic-dipole transitions, like Eu3+ and Nd3+, tend to have higher onset temperatures than 
thermometers with electric-dipolar nonradiative transitions. Finally, our results on Y2O2S:Eu3+ 
showed a surprising effect of additional nonradiative pathways on temperature-dependent lumi-
nescence. The new insights presented are essential for a better understanding of the performance 
of Boltzmann thermometers and for the design of thermometers with an optimized dynamic 
temperature range for specific applications.

3.2 Results

We investigated the luminescence of Eu3+ in various host lattices to understand how the on-
set of thermal equilibrium between 5D0 and 5D1 can be controlled. The dopant concentration in 
each host (LaBO3, LaPO4, Y2O3, Y2O2S, NaREF4 (RE = La, Y, Lu)) was below 0.5% to prevent 
an influence (lowering) of the onset temperature by cross-relaxation between Eu3+ ions. Fig. 3.1 
shows the luminescence spectra of Eu3+ in all these materials acquired at room temperature. The 
spectra show characteristic Eu3+ luminescence with bright emission lines at 585–630 nm due to 
the 5D0 → 7F1–2 transitions.71 The spectra show additional lines at 520–570 nm and 510 nm which 
are assigned to 5D1 → 7F0–2 and 5D2 → 7F3 transitions, respectively.20 The intensity of 5D1 and 
5D2 emissions decreases as the maximum vibrational energy of the host lattice increases going 
from β-NaREF4 (450 cm−1), Y2O2S (550 cm−1), Y2O3 (600 cm−1), LaPO4 (1200 cm−1), to LaBO3 

(1400 cm−1).72 This indicates that nonradiative relaxation becomes faster when less phonons are 
required to bridge the gap to the first lower excited state, which is in agreement with the energy-
gap law.73–75 Comparing the spectra of the β-NaREF4, which all have similar vibrational energies, 
the 5D1 and 5D2 emissions show an increasing trend in emission intensity going from a shorter 
(β-NaLuF4) to a longer (β-NaLaF4) lanthanide–ligand distance. This hints towards an inverse sca-
ling of nonradiative coupling rates with the lanthanide–ligand distance, which is the expected 
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trend for energy transfer to lattice vibrations.73,76 Remarkably, the 5D1 and 5D2 emissions in Y2O2S 
are much stronger compared to Y2O3, while the vibrational energies are similar. A plausible ex-
planation is the enhanced admixture of the low-energy Eu3+ ← S2− charge-transfer state in Y2O2S 
with the energy levels of Eu3+, which increases the radiative rates for forced electric-dipole transi-
tions from 5D1 and 5D2 but not for nonradiative magnetic-dipole transitions between 5D1 and 5D0. 
In the following sections, we analyze the time- and spectrally-resolved luminescence acquired at 
7–873 K to further study these observations and, more importantly, determine the influence of the 
host lattice and selection rules on the onset of thermal equilibrium.

The required number of phonons. First, we study the relation between the maximum phonon 
energy of the host lattice and the onset of thermal equilibrium, where we focus on Y2O3, LaPO4, 
and LaBO3. Fig. 3.2a shows the luminescence decay curves of the 5D1 emission for these mate-
rials at various temperatures. We observe single-exponential decay at 78 K, which confirms that 
cross-relaxation is negligible as this would cause highly multi-exponential decay.71 At elevated 
temperatures, decay from 5D1 becomes faster, because the rate of multi-phonon relaxation to 5D0 
increases as phonon modes are thermally occupied. The measurements at elevated temperatures 
additionally show a slow component—in LaPO4 and LaBO3, this is barely distinguishable from 
background signal due to the low amplitude of this component. Fig. A3.1 shows decay curves for 
Y2O3:Eu3+ on an extended time scale, in which the slow component is clearly visible and which 
demonstrate that the decay rate of the slow component matches the population-weighted average 

Figure 3.1. Luminescence of Eu3+. (a) 
Emission spectra of various Eu3+-doped 
host lattices acquired at room temperatu-
re (Fig. 1.3 shows a detailed energy-level 
diagram of Eu3+). The luminescence of 
β-NaREF4:Eu3+ (RE = La, Y, Lu) was excited 
at 395 nm into the 5L6 level, while Eu3+ in 
the other samples was excited into the 
ligand-to-metal charge-transfer band at 
250–310 nm. To prevent cross-relaxation 
low Eu3+ concentrations of 0.4–0.5% were 
used in LaBO3, LaPO4, NaLuF4, NaYF4, 
and NaLaF4, while this required even lo-
wer dopant concentrations of 0.1% and 
0.05% for Y2O2S and Y2O3, respectively. 
The vertical lines mark the wavelength 
range of the 5D1 → 

7F0–3 emissions of 
β-NaREF4:Eu3+ and the 5D1 → 

7F0–2 emissi-
ons of the other materials. The emissions 
were magnified by a factor 10 for Y2O3 
and by a factor 50 for LaBO3 and LaPO4. 
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Figure 3.2. Relation between the maximum phonon energy and the onset of thermal equilibrium. (a) 
Luminescence decay curves of the 5D1 emission for Y2O3 (top), LaPO4 (middle), and LaBO3 (bottom). The 
luminescence was excited at 7F0 → 5D1 and the decay curves were measured at 78 K (dark color, slower 
decay) and 523 K (light color, faster decay). (b) Decay rates of the 5D1 emission at various temperatures. 
The solid line in the top plot and the dashed lines in the middle and bottom plots are fits of the experi-
mental rates (dots) to Eq. 3.1, while the solid lines in the middle and bottom plots are fits to Eq. 3.3. (c) 
Intensity ratios of the 5D1 and 5D0 emissions for various temperatures determined from luminescence 
spectra upon excitation into the charge-transfer states. The solid lines are fits of the experimental ratios 
(dots) to the model of Eq. 3.4 for Y2O3 and of Eq. 3.5 for LaBO3 and LaPO4 (lines). The onset temperatures 
for thermal equilibrium (Tonset) were calculated using Eq. 3.6 for Y2O3:Eu3+ and a numerical solution was 
used for LaPO4:Eu3+ and LaBO3:Eu3+ (see text for further details).

radiative decay rate of the thermally coupled 5D1 and 5D0 levels, in agreement with the work of 
Geitenbeek et al.71 The fast component contains the information on the temperature dependence 
of multi-phonon relaxation and is used to further analyze nonradiative coupling.

The decay rate of the fast component k2 is described as the sum of temperature-independent 
radiative decay with rate kr,2 and a temperature dependent multi-phonon relaxation term29,77

k2 = kr,2 + knr(0)g1(1 + n)p,                                                     (3.1)

where knr(0) is the intrinsic nonradiative rate, g1 is the degeneracy of the lower excited state, p is 
the number of phonons needed to bridge the gap, n is phonon occupation number of the involved 
phonon mode with energy ℏω (Eq. 1.1). Multi-phonon relaxation is thus governed by spontane-
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ous phonon emission that is independent of temperature and by stimulated phonon emission 
that increases with temperature as phonon modes are thermally occupied. We determine kr,2 and 
knr(0) using luminescence measurements at low temperatures with negligible stimulated phonon 
emission. Specifically, we determine k2 from the 5D1 decay curve using a single exponential fit and 
then determine kr,2 and knr(0) using the intensity ratio between the 5D1 and 5D0 emissions in the 
low-temperature luminescence spectrum excited at 7F0 → 5D1 (Eq. A3.1). This yields values for 
knr(0) of 8, 25, and 74 ms−1 for Y2O3, LaPO4, and LaBO3, respectively, which shows an increasing 
trend with the maximum vibrational energy of the host. This is in agreement with the energy-gap 
law, formulated by van Dijk and Schuurmans73–75

knr(0) = A exp(−γp),                                                          (3.2)

where constants A and γ depend on the host lattice and on the dipole moment of the nonradiative 
coupling transition. This indicates that host lattices with higher vibrational energies have fas-
ter nonradiative coupling, which can lower the onset temperatures of thermal equilibrium. The 
energy-gap law as discussed by Van Dijk and Schuurmans also shows that the nonradiative rates 
scale with the (electric-)dipole transition probability between the two levels. 

Next, we determine the rates of the fast component from 5D1 decay curves recorded at various 
temperatures (Fig. 3.2b). At low temperatures, we used a single-exponential fit, while a biexpo-
nential fit was necessary to match the experiments at elevated temperatures. The decay rates in-
crease with temperature, as we observed before in Fig. 3.2a. We first analyze this trend for Y2O3 by 
fitting the experimental rates (dots) to Eq. 3.1 (solid line), where we optimized the phonon energy 
ℏω and order p of the phonon process while keeping kr,2 and knr(0) fixed. For all Eu3+-based ther-
mometers of this study, we fixed the energy gap between 5D1 and 5D0 to 1750 cm−1. The fit is in 
excellent agreement with the experiment and yields values of ℏω = 472 cm−1 and p = 3.7. In this 
case, multi-phonon relaxation is best described by a non-integer number of phonons, which in-
dicates that the process is in reality more complex than described by Eq. 3.1. Where in the simple 
multi-phonon relaxation picture a vibrational overtone of a single phonon mode is considered 
to bridge the energy gap, in reality multiple combinations of vibrational modes with different 
energies can be used to bridge the gap in parallel processes. It is impossible to capture and model 
all these different combinations of vibrational modes that contribute to multi-phonon relaxation. 
We therefore approximate that nonradiative transitions take place via an effective non-integer 
number of phonons. 

To analyze the 5D1 decay rates of Eu3+-doped LaPO4 and LaBO3, we again fit the experimental 
data (dots) to Eq. 3.1 (dashed lines). In this case, the model poorly matches the experiment, so 
multi-phonon relaxation likely involves more than one effective phonon mode. We therefore ad-
just the model to allow one phonon with higher energy ℏω1 and occupation n1 and a non-integer 
number of phonons p2 with lower energy ℏω2 and occupation n2:

k2 = kr,2 + knr(0)g1(1 + n1)(1 + n2)p2 .                                             (3.3)
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We fit the experimental decay rates to Eq. 3.3 and find for both LaPO4 and LaBO3 an excellent 
match between model and experiment. For LaPO4, we find that the transition takes place via one 
phonon of 1252 cm−1 and 1.7 phonons of 286 cm−1, while in LaBO3 one phonon of 1467 cm−1 and 
1.3 phonons of 212 cm−1 give the best fit. At temperatures relevant for thermometry (< 1000 K), 
the occupation of these high-energy modes is negligible compared to the occupation of the low-
energy modes. The high-energy modes that participate in the transition are thus spontaneously 
emitted, while the temperature dependence is determined by the increasing population of the 
low-energy modes.

To monitor and understand the onset temperature for thermal equilibrium we study the lu-
minescence intensity ratio between the 5D1 and 5D0 emission, which is the relevant metric for 
Eu3+-based thermometry. Fig. 3.2c shows the 5D1/5D0 ratios for various temperatures, which pre-
sents a similar trend for the three studied materials. At low temperatures, the ratio remains con-
stant when thermal occupation of phonon modes is still negligible. At higher temperatures, the 
phonon occupation increases, which initially enhances relaxation from 5D1 to 5D0 via stimulated 
phonon emission, and later also boosts excitation from 5D0 to 5D1 via (stimulated) phonon ab-
sorption—the latter depends on temperature as n(T)p. In the region between these regimes, we 
observe a minimum in the intensity ratios, because the phonon emission rate increases faster 
with temperature than the phonon absorption rate (Eqs. A3.2–A3.3). At temperatures beyond the 
minimum, the intensity ratio increases and thermal equilibrium is established, which causes the 
typical Boltzmann behavior: a linear relation between the logarithm of intensity ratio and reci-
procal temperature. 

To further understand the observations in Fig. 3.2c, we consider the analytical intensity ratio 
of two excited states that can decay radiatively and that are thermally coupled via phonon emissi-
on and absorption pathways. The system is excited into a higher-energy auxiliary state from which 
feeding to the two thermally coupled levels takes place. Assuming that one effective phonon mode 
participates in the coupling pathway, the steady-state solution of the rate equations gives the fol-
lowing expression for the intensity ratio29,71

I2
I1

= C kr,1α + knr(0)g2np

kr,2(1 − α) + knr(0)g1(1 + n)p
,                                            (3.4)

where kr,1 and kr,2 are the radiative decay rates from the lower (5D0) and higher (5D1) thermally 
coupled levels, respectively, and pre-factor C is the ratio between the Einstein coefficients for 
spontaneous photon emission from these states (A2/A1) to lower states involved in the determina-
tion of intensity ratio (I2/I1). Feeding factor α gives the fraction of the auxiliary-state population 
that feeds directly into the higher thermally coupled state, while the remaining part (1−α) popu-
lates the lower thermally coupled state. In the three oxide host lattices, feeding is dominated by 
multi-phonon relaxation indicated by the absence of 5D2 emissions, which sets α to 1. We fit the 
experimental ratios of Y2O3:Eu3+ to Eq. 3.4, where we separately determined kr,1 from a decay 
curve of 5D0 at 7 K, leaving C as the only fitting parameter. For LaPO4:Eu3+ and LaBO3:Eu3+, we 
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need a modified expression for the intensity ratio to account for the participation of two different 
phonon modes in the thermal coupling transition

I2
I1

= C kr,1α + knr(0)g2n1n2p2
kr,2(1 − α) + knr(0)g1(1 + n1)(1 + n2)p2

.                                    (3.5)

We fit the experimental intensity ratios of LaPO4:Eu3+ and LaBO3:Eu3+ to Eq. 3.5 with again C as 
the only fitting parameter. For all three materials, we find an excellent agreement between model 
and experiment, which confirms that, in Eu3+-doped Y2O3, LaPO4, and LaBO3, thermal coupling 
determines the temperature-dependence of the intensity ratio between 5D1 and 5D0.

To compare the dynamic range of these thermometer materials we determine the onset of 

Figure 3.3. Tuning the intrinsic nonradiative rate via the lanthanide–ligand distance. (a) Radiative rates of 
5D0 (kr,1) and 5D1 (kr,2) and the intrinsic nonradiative rate between these levels knr(0) for Eu3+ in β-NaLuF4, 
β-NaYF4, and β-NaLaF4. Similar to the procedure described in Eq. A3.1, luminescence measurements at 
7 K were used to determine these rates. The dashed lines serve as guide to the eye. (b) Intensity ratios be-
tween the 5D1 and 5D0 emissions for various temperatures determined from luminescence spectra upon 
excitation at 395 nm in 5L6. The solid lines are the result of a global fit of the experimental ratios (dots) to 
the model of Eq. 3.4 (lines), where one value of pre-factor C, one value of the vibrational energy ℏω, and 
three different values of feeding factor α were used as fitting parameters. The onset temperatures were 
calculated using Eq. 3.6.
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thermal equilibrium. In the absence of additional nonradiative transitions like cross-relaxation, 
thermal equilibrium starts when phonon emission and absorption become faster than radiative 
decay. Since phonon absorption is a purely stimulated process and contains no spontaneous con-
tribution, its rate is always lower than the phonon emission rate. Assuming that the radiative rates 
of the thermally coupled levels are of the same order of magnitude, thermal equilibrium is there-
fore limited by the competition between phonon absorption and radiative decay within the lower 
level. If one effective phonon mode is involved, we can thus derive the expected onset temperature 
from the condition kr,1 = knr(0)g2np:

Tonset =
ΔE/p

kB ln [1 + ( g2knr(0)
kr,1 )

1/p
]
.                                               (3.6)

We find an onset temperature of 559 K for Eu3+ in Y2O3. The above condition changes to 
kr,1 = knr(0)g2n1n2p2 for LaPO4:Eu3+ and LaBO3:Eu3+, which has no simple solution for Tonset but 
can be solved numerically, giving onset temperatures of 396 K and 402 K, respectively. Clearly, 
the onset temperature is lower in host lattices with higher vibrational energies, which is thus an 
important parameter to control and optimize the dynamic range of Boltzmann thermometers.

The lanthanide–ligand distance. We further investigate the impact of the lanthanide–ligand 
distance on the nonradiative transitions using Eu3+-doped β-NaLuF4, β-NaYF4, and β-NaLaF4. 
In these materials the Eu3+–F− distance varies without a change in their hexagonal crystal struc-
ture.78,79 We use crystal structure data (acquired at room temperature) to determine the average 
Eu3+–F− distances in β-NaLuF4 (2.31 Å), β-NaYF4 (2.34 Å), and β-NaLaF4 (2.46 Å). Similar to the 
procedure described in Eq. A3.1, we record the luminescence of these materials at 7 K and deter-
mine knr(0) and kr,2 using the decay curve of the 5D1 emission and the 5D1/5D0 intensity ratio in 
the luminescence spectrum excited at 7F0 → 5D1 (Fig. 3.3a). In addition, we extract kr,1 from the 
decay curve of the 5D0 emission. The analysis clearly reveals that the radiative rates are insensitive 
to the Eu3+–F− distances in this series of isostructural host lattices. This is also expected as the 
Eu3+ ions share the same local site symmetries in β-NaREF4 and selection rules therefore have 
similar impact although slight variations in the crystal field strength could explain small differen-
ces in the radiative rates. In contrast, the intrinsic nonradiative rate knr(0) strongly decreases with 
increasing Eu3+–F− distance from 0.18 ms−1 for β-NaLuF4 to 0.08 ms−1 for β-NaLaF4. Ermolaev 
and Sveshnikova observed a qualitatively similar distance dependence for coupling of excited 
lanthanide and transition-metal ions to solvent vibrations, which they interpreted as dipole–di-
pole energy transfer between the electronic transition dipole moment and the dipole moment 
of the vibrational mode.73,76 If the transitions involved are two localized electric dipoles with a 
distance between the dipoles that is much larger than their spatial extension, the nonradiative 
rate can be described as Förster-type energy-transfer that scales inversely with distance to the 
sixth power. This is a valid approximation for coupling with distant solvent vibrations, which was 
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demonstrated by the analysis of solvent quenching in Er3+-doped NaYF4 nanocrystals.68 However, 
the nonradiative transitions between 5D1 and 5D0 have dominant magnetic-dipole character and 
the lattice vibrations spatially overlap with the transition of the Eu3+ ion. The decreasing trend 
of the intrinsic nonradiative rate with increasing lanthanide–ligand distance is evident and may 
be qualitatively understood as follows: the oscillating charge density due the surrounding lattice 
motion induces an electromagnetic field, which has a gradually weaker amplitude at the position 
of the Eu3+ ions for larger Eu3+–ligand distances. However, further work is required to quantitively 
understand the observed distance dependence.

Fig. 3.3b presents the 5D1/5D0 intensity ratios of the three Eu3+-doped fluorides at various 
temperatures and shows a similar trend as observed in the oxides (Fig. 3.2c). In Fig. 3.1, we noted 
intense 5D2 emissions in the luminescence spectra of the fluorides acquired at room temperature. 
A long-lived 5D2 state does not exclusively relax to the 5D1 state by multi-phonon relaxation but 
allows for substantial radiative feeding from 5D2 to both 5D1 and 5D0 and, thus, no longer allows us 
to set α to 1.80 In addition, we can assume that nonradiative coupling in the three β-NaREF4 hosts 
takes place via one effective vibrational mode with equal energy, since the effective mass of the 
Eu3+–F− units is the same.79 Furthermore, Fig. 3.3a demonstrates that the radiative rates of Eu3+ in 
the β-NaREF4 hosts are very similar and we thus expect that one value of pre-factor C describes all 
intensity ratios. We therefore perform a global fit on the experimental ratios of all three materials 
to Eq. 3.4 to find one value of ℏω and one value of C, where we use three different feeding factors 
α as additional fitting parameters and the values of kr,1 and knr(0) from Fig. 3.3a as input parame-
ters. This yields a value for ℏω of 414 cm−1 and values for α of 0.76, 0.75, and 0.83 for β-NaLuF4, 
β-NaYF4, and β-NaLaF4, respectively, showing no clear trend in α with Eu3+–F− distance. However, 
we would expect a decrease of α with increasing distance due to reduced multi-phonon relaxation 
rates and, therefore, a long-lived 5D2 state with a stronger contribution of radiative feeding to 5D0 
bypassing the 5D1 state. The absence of this trend and the poor quality of the fits indicate that the 
description of feeding by a constant α is not completely correct. Instead, α should likely depend 
on temperature, since feeding of the 5D1 state by multi-phonon relaxation is also temperature-de-
pendent. Designing a model that includes the temperature dependence of feeding is complex and 
beyond the scope of this study. Nevertheless, we can still determine an approximate onset tempe-
rature using the obtained knr(0), kr,1, and ℏω, which are reliable and yield values for Tonset of 720 K, 
758 K, and 828 K for β-NaLuF4, β-NaYF4, and β-NaLaF4, respectively. As expected from the lower 
knr(0) and ℏω, the onset temperatures in the fluorides are much higher than in the oxides. Mo-
reover, these results demonstrate that reducing the Eu3+–F− distance by only 0.15 Å lowers the 
onset temperature by more than 100 K, which confirms the importance of the lanthanide–ligand 
distance in controlling the dynamic range of Boltzmann thermometers.

Selection rules. So far, we have demonstrated how the host lattice affects nonradiative coupling 
for one specific transition, but a more generalized insight requires comparison of different ther-
mometer ions and different pairs of thermally coupled levels. Besides the 5D1–5D0  pair in Eu3+, 
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other popular Boltzmann thermometers use the 4F3/2–4F5/2 pair in Nd3+ (∆E ≈ 1000 cm−1), the 
6P7/2–6P5/2 pair in Gd3+ (∆E ≈ 600 cm−1), the 3P0–3P1 pair in Pr3+ (∆E ≈ 600 cm−1), the 4S3/2–2H11/2 
pair in Er3+ (∆E ≈ 700 cm−1), and the 4F9/2–4I15/2 pair in Dy3+ (∆E ≈ 1000 cm−1). One may expect 
relatively low nonradiative coupling rates between the emitting states in Eu3+, Nd3+, Gd3+, and Pr3+, 
because the transitions have dominant magnetic-dipole character as ∆J = 1 and the reduced ma-
trix elements ⟨∣∣U(2)∣∣⟩2, ⟨∣∣U(4)∣∣⟩2, and ⟨∣∣U(6)∣∣⟩2 describing electric-dipole transitions are small 
for these transitions. In those cases, the reduced matrix element ⟨∣∣L + gSS∣∣⟩2 describing magnetic 
dipolar transitions (with L as orbital and S as spin angular momentum) are relatively large.80 In 
contrast, selection rules predict high coupling rates in Er3+- and Dy3+-based thermometers that 
rely on electric-dipole transitions as is evident from the large,  ⟨∣∣U(2)∣∣⟩2, ⟨∣∣U(4)∣∣⟩2, and ⟨∣∣U(6)∣∣⟩2 
values for the transition between the 4S3/2–2H11/2 levels in Er3+, and the 4F9/2–4I15/2 levels in Dy3+. 
For thermometers with similar energy gaps, it was previously demonstrated that the nonradiative 

Figure 3.4. Normalized onset temperatures for various Boltzmann thermometers. All onset temperatu-
res were calculated using Eq. 3.6 and normalized to ∆E/kB. The results of Figs. 3.2–3.3 were used to calcu-
late the onset temperatures of the Eu3+-based thermometers. Decay rates were extracted from literature 
to calculate the onset temperatures of CsCdBr3:Pr3+ (knr(0) = 1.5×102 ms−1, k1,r = 51 ms−1)81, LaCl3:Pr3+ 
(knr(0) = 3.1×102 ms−1, k1,r = 68 ms−1)82,83, LaPO4:Nd3+ (knr(0) = 57 ms−1, k1,r = 2.3 ms−1)70, LaBO3:Gd3+ 
(knr(0) = 11 ms−1, k1,r = 0.29 ms−1)84, Y2(B2SO4)6:Gd3+ (knr(0) = 8.9 ms−1, k1,r = 0.21 ms−1)84, YVO4:Er3+ 
(knr(0) = 3.0×104 ms−1, k1,r = 5.1 ms−1)85. Decay rates were measured to calculate the onset temperatures 
of NaYF4:Er3+ (knr(0) = 1.9×105 ms−1, k1,r = 1.4 ms−1) and NaYF4:Dy3+ (knr(0) = 2.0×102 ms−1, k1,r = 1.3 ms−1). 
In principle, the energy gap of LaPO4:Nd3+, LaBO3:Gd3+, Y2(B2SO4)6:Gd3+, and YVO4:Er3+ could be bridged 
by one phonon mode, but Fig. 3.2b suggested that more than one mode is typically necessary to realize 
resonance, when the gap is small compared to the phonon energy. We therefore determine the onset 
temperature inserting both 1 and 2 phonons in Eq. 3.6 and use the average p and Tonset.
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rates of magnetic-dipole transitions are typically two to three orders of magnitude lower than of 
electric-dipole transitions.29

To understand how selection rules affect the onset of thermal equilibrium we extract knr(0), kr,1, 
∆E, and p from studies on various Boltzmann thermometers and determine the onset temperature 
using Eq. 3.6. These parameters are available in literature for multiple thermometers with magne-
tic-dipole transitions, but only for one thermometer with electric-dipole transitions (YVO4:Er3+, 
knr(0) = 3.0×104 ms−1). To ensure reliable comparison we measured the luminescence of two addi-
tional thermometers with electric-dipole transitions: β-NaYF4:Er3+ and β-NaYF4:Dy3+. At cryoge-
nic temperatures, nonradiative decay from 2H11/2 in Er3+ and 4I15/2 in Dy3+ is already much faster 
than radiative decay, allowing extraction of knr(0) directly from the corresponding decay curves 
as knr(0) ≫ kr,2 (Table A3.1). We find knr(0) values of 1.9×105 ms−1 and 2.0×102 ms−1 and onset 
temperatures of 75 K and 174 K for Er3+ and Dy3+, respectively. Compared to β-NaYF4:Eu3+, the 
obtained value of knr(0) for β-NaYF4:Dy3+ is indeed three orders of magnitude higher. Interes-
tingly, the value of knr(0) for β-NaYF4:Er3+ is higher than expected. We speculate that in addition 
to a large effect of selection rules also stronger electron–phonon coupling may contribute to the 
high knr(0) value in Er3+.86 To enable fair comparison of different thermometers we normalized 
the obtained onset temperatures to ∆E/kB. Fig. 3.4 reveals that the normalized onset temperature 
generally increases with p as expected from the energy-gap law. More importantly, the norma-
lized onset temperature of thermometers with magnetic-dipole transitions is much higher than 
for thermometers with electric-dipole transitions. For a specific energy gap, experiments at low 

Figure 3.5. The impact of charge-trans-
fer quenching on the onset of thermal 
equilibrium. (a) Decay rates of the 5D1 
emission at various temperatures. The 
dashed black line is a fit of the expe-
rimental rates (blue dots) up to 423 K 
to Eq. 3.1, while the solid blue line is 
a fit to Eq. 3.7. (b) Intensity ratios be-
tween the 5D1 and 5D0 emissions for 
various temperatures extracted from 
luminescence spectra. The dashed 
black line is a fit of the experimental 
ratios (blue dots) to Eq. 3.4, while the 
solid blue line is a fit to Eq. 3.8. (c) Con-
figurational coordinate diagram of the 
5D0–1 and 7FJ levels of Eu3+ including the 
charge-transfer state (CTS) of Y2O2S. 
Coupling between 5D1 and 5D0 takes 
place directly via phonon emission and 
absorption (red arrows) and indirectly 
via crossover to the CTS (green arrows).
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temperatures thus benefit from thermometers with electric-dipole transitions.

An additional quenching pathway. Besides modification of thermal coupling, the host lattice 
can also introduce additional nonradiative relaxation pathways via a higher excited state. Mostly, 
this is studied in relation to luminescence quenching caused by, for instance, thermally activated 
crossover.87 To investigate how this affects thermal equilibrium we acquired the temperature-de-
pendent luminescence of Eu3+ in Y2O2S, which has a low lying S2−-to-Eu3+ charge transfer state 
(CTS) due to the soft, polarizable nature of the S2− ligands.88 The temperature-dependent behavi-
or is remarkably different from the other studied materials. This is already demonstrated by the 
decay rate of the 5D1 emission, which above 423 K drastically increases with temperature, more 
than expected for multi-phonon relaxation (Fig. 3.5a). We attribute this to thermally activated 
crossover from the 5D1 level to the CTS of the host.87 We account for crossover to the CTS by the 
addition of a Mott-Seitz term to the total decay rate of 5D1:

k2 = kr,2 + kCT exp(−Ea,2/kBT) + knr(0)g1(1 + n)p,                                  (3.7)

where Ea,2 is the activation barrier for crossover from 5D1 to the CTS and kCT is the rate con-
stant.89,90 We again acquire the luminescence at 7 K and find an intrinsic nonradiative rate knr(0) 
of 5.6 ms−1 that is similar to Y2O3 as expected from the comparable vibrational energies.72 In 
contrast, the obtained radiative rates kr,1 of 2.3 ms−1 and kr,2 of 1.0 ms−1 are relatively high, which 
is explained by mixing of the CTS into the 5DJ states. Admixture of opposite-parity states into 4fn 
states induces forced electric-dipole transitions and is strongly enhanced if the energy difference 
is reduced, resulting in large Judd-Ofelt parameters Ω2, Ω4 and Ω6.91 This can explain the high 
radiative decay rates. Note that a low-energy opposite-parity state can also enhance the nonradi-
ative coupling rates if the transition has electric-dipole character. However, no enhancement is 
expected for the 5D1–5D0 transitions due to the magnetic–dipole nature of this transition. Using 
knr(0)  and kr,2 as input, we fit the experimental decay rates up to 423 K to Eq. 3.1 and obtain a 
ℏω value of 498 cm−1 (black dashed line). Then, we fit the full range of decay rates to Eq. 3.7 with 
the obtained value for ℏω and the reported value for Ea,2 (6100 cm−1) as additional input to find 
kCT (1.6×108 ms−1).88 The excellent agreement between the data and the model (solid blue line) 
indicates that thermally activated crossover to the CTS is an additional nonradiative path from 
5D1 for Eu3+ in Y2O2S. 

Fig. 3.5b shows the temperature-dependent intensity ratios of Y2O2S:Eu3+, in which we observe 
a much sharper minimum than in the other studied materials. Similar to the fluorides, we also 
observed strong 5D2 emissions in the luminescence spectra of Y2O2S:Eu3+ (Fig. 3.1), indicating 
substantial feeding via radiative decay. We fit the experimental ratios (blue dots) to Eq. 3.4 (black 
dashed line) with α and C as free parameters. The poor quality of the fit demonstrates that ther-
mal coupling in this material cannot be solely described by phonon emission and absorption. 
Instead, the CTS can introduce a second indirect nonradiative coupling pathway. Specifically, the 
CTS can be fed from 5D1 and 5D0, after which it relaxes back to one of these states (Fig. 3.5c). The 
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steady-state solution to the rate equations of this extended system is

I2
I1

= C kr,1α + kCT exp(−Ea,1/kBT) + knr(0)g2np

kr,2(1 − α) + kCT exp(−Ea,2/kBT) + knr(0)g1(1 + n)p
.                        (3.8)

Here, Ea,1 is the activation barrier for crossover from 5D0, which we fix to Ea,2 + ∆E, leaving only α 
and C as free parameters. A fit of the experimental ratios to this extended model (blue solid line) 
perfectly captures the sharp minimum, which confirms that indirect coupling via the CTS modi-
fies the thermal equilibration between 5D1 and 5D0.88,92 At lower temperatures, the quality of the 
fit decreases, which we again attribute to temperature-dependence of the feeding term α. Fig. A3.2 
shows that nonradiative coupling via the CTS dominates over phonon emission and absorption, 
which makes our definition of the onset temperature no longer valid. If we do determine the onset 
temperature using Eq. 3.6, it gives a value of 707 K. This is much higher than the onset in Y2O3, 
because the low-lying CTS causes faster radiative decay from 5D0. An additional disadvantage of 
the low-lying CTS is quenching of the luminescence via crossover to the 7FJ states, which reduces 
the brightness of the thermometer resulting in low measurement precisions.93 These considera-
tions imply that the CTS in Y2O2S:Eu3+ has a negative impact on the performance of Eu3+ as a 
luminescent thermometer.

3.3 Discussion and conclusions

The dynamic temperature range is one of the most important considerations for the selection 
of a thermometer for a specific application. For luminescent Boltzmann thermometers, there has 
been a strong focus on realizing high relative sensitivities, which can be controlled via the energy 
gap. The highest sensitivities are however found for thermometers with large energy gaps, but 
they inherently suffer from high onset temperatures of thermal equilibrium putting a lower limit 
on the dynamic temperature range. This is not always realized and can lead to deviations and 
systematic errors in the lower temperature regime if Boltzmann equilibrium is assumed but not 
yet established. 

Our work highlights three methods to lower the onset temperature and extend the dynamic 
temperature range of Boltzmann thermometers by: i) decreasing the number of required phonons 
to bridge the energy gap, ii) reducing the lanthanide–ligand distances within the host, and iii) 
selecting a thermometer with excited states coupled by electric-dipolar nonradiative transitions. 
All methods rely on maximizing the intrinsic coupling rates between the emitting states, which 
mainly determine the onset of thermal equilibrium. The lanthanide–ligand distance has the smal-
lest, but still significant, effect on this rate, showing an increase of a factor two from β-NaLaF4 to 
β-NaLuF4 resulting in a reduction of Tonset by 100 K. In contrast, the intrinsic coupling rates in-
creased by three orders of magnitude with a decrease in the average number of required phonons 
from 4.2 to 2.3. This caused a difference in the onset temperature of more than 400 K between 
β-NaLaF4:Eu3+ (823 K) and LaBO3:Eu3+ (402 K). We further observed that the intrinsic nonradi-
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ative rate is two to three orders of magnitudes higher in luminescent thermometers, in which the 
excited states are coupled by electric-dipole transitions compared to thermometers with magne-
tic-dipole transitions, indicating an important and so far underestimated role of selection rules. 

We find the lowest onset temperatures for Er3+, as expected from the small energy gap of 
700 cm−1 and the electric-dipole character of the nonradiative transitions. Er3+-based thermome-
ters further benefit from a high oscillator strength of the 4I15/2 ←→ 2H11/2 transition, which leads 
to strong emission from the 2H11/2 state at relatively low thermal population and thus guarantees 
high measurement precisions.93 An additional advantage of Er3+-based thermometers is the pos-
sibility of co-doping with Yb3+ to allow for efficient generation of upconversion luminescence. 
This makes Er3+ the preferred Boltzmann thermometer in many cases. Some specific applications 
however require thermometers with different emission energies or higher sensitivities at eleva-
ted temperatures. For instance, experiments in biological tissue are preferably performed with 
Nd3+ due to the high penetration depth of its infrared emissions, while the large energy gap of 
Eu3+ makes it the preferred thermometer for accurate measurements of elevated temperatures. 
However, the magnetic-dipole character of the nonradiative transitions and the large energy gap 
inherently restrict such experiments to elevated temperatures. The experiments and considera-
tions discussed in this work can aid in the selection of the best host materials to improve the 
dynamic range of these ions for specific applications when no thermometers with electric-dipole 
transitions are available.

We have experimentally demonstrated how the host lattice impacts nonradiative coupling 
between 5D1 and 5D0 in Eu3+-based thermometers and how it controls the onset temperature of 
thermal equilibrium. Higher vibrational energies and shorter lanthanide–ligand distances help to 
lower the onset temperature of thermal equilibrium. Comparing onset temperatures of thermo-
meters based on different lanthanide ions revealed that selection rules modify the intrinsic non-
radiative rate and result in wider dynamic ranges for thermometers with excited states coupled by 
electric-dipolar transitions. These findings not only offer a fundamental understanding of thermal 
equilibrium but also provide design rules for the rational optimization of Boltzmann thermome-
ters.

3.4 Materials and methods

Chemicals. Sodium fluoride (98%, NaF), ammonium fluoride (99.8%, NH4F), yttrium fluo-
ride (99.9%, YF3), yttrium nitrate hexahydrate (99.8%, Y(NO3)3·6H2O), lanthanum nitrate hexa-
hydrate (99.999%, La(NO3)3·6H2O), and europium nitrate pentahydrate (99.9%, Eu(NO3)3·5H2O) 
were obtained from Sigma-Aldrich. Dysprosium fluoride (99.9%, DyF3) and europium fluoride 
(99.99%, EuF3) were purchased from Strem Chemicals. Lanthanum fluoride (99.99%, LaF3) and lu-
tetium oxide (99.99%, Lu2O3) were acquired from ChemPUR. Ammonium oxalate monohydrate 
(99.7%, (NH4)2C2O4·H2O) was obtained from Baker chemicals. Ammonium phosphate mono-
hydrate (99%, (NH4)2HPO4·H2O) was acquired from Merck. Boric acid (99.8%, H3BO3) was 
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purchased from Merck. MilliQ water (H2O) was used for washing and the preparation of aqueous 
solutions. 

Synthesis. Cubic Y2O3:Eu3+(0.05%) was prepared via a co-precipitation procedure. Soluti-
ons of 0.9995 eq. of Y(NO3)3·6H2O and 0.0005 eq. of Eu(NO3)3·5H2O in 10 mL H2O and 3 eq. 
(NH4)2C2O4·H2O in 50 mL H2O were mixed to form a white precipitate, which was washed with 
H2O and placed in a drying oven at 373 K. The dried precipitate was heated in air at 1673 K for 
8 hours. 

Monoclinic LaPO4:Eu3+(0.5%) was prepared via a co-precipitation procedure. Solutions 
of 0.995 eq. of La(NO3)3·6H2O and 0.005 eq. of Eu(NO3)3·5H2O in 15 mL H2O and 1 eq.  
(NH4)2HPO4·H2O in 15 mL H2O were mixed to form a white precipitate, which was washed with 
H2O and placed in a drying oven at 373 K. The dried precipitate was heated in air at 1273 K for 
12 hours. 

Orthorhombic LaBO3:Eu3+(0.5%) was prepared via a two-step procedure. First, 
La2O3:Eu3+(0.5%) was obtained by a co-precipitation procedure, similar to the synthesis of 
Y2O3:Eu3+(0.05%) but with 0.995 eq. of La(NO3)3·6H2O and 0.005 eq. of Eu(NO3)3·5H2O as re-
actants. The product was thoroughly mixed with 2 eq. of H3BO3 and heated in air at 1123 K for 
12 hours.

Hexagonal β-NaLuF4:Eu3+(0.5%) was prepared via a solid-state reaction. First, LuF3 was syn-
thesized by dissolution of Lu2O3 in concentrated hydrogen chloride and precipitation with a con-
centrated aqueous NH4F solution in a Teflon beaker. The precipitated raw fluoride was isolated, 
washed with H2O and ethanol, dried at 393 K, and crystallized at 973 K in a bed of NH4F. A mix-
ture of 0.995 eq. of LuF3, 0.005 eq. of EuF3, and 1 eq. of NaBF4 was thoroughly ground and heated 
in N2 atmosphere at 648 K for 3 hours. Hexagonal β-NaLaF4:Eu3+(0.5%) was obtained using the 
same procedure but with 0.995 eq. of LaF3 and 2 eq. of NaBF4 as reactants and a heating step at 
898 K for 6 hours. 

Hexagonal β-NaYF4:Dy3+(0.4%) was prepared via a solid-state reaction, based on the work of 
Geitenbeek et al.71 A mixture of 0.996 eq. of YF3, 0.004 eq. of DyF3, 1 eq. of NaF, and 0.9 eq. of 
NH4F was thoroughly ground. The ground mixture was placed in the oven in N2 atmosphere with 
a flux of NH4F and it was heated at 573 K for 3 hours followed by a second heating step at 823 K 
for 8 hours.

Hexagonal β-NaYF4:Eu3+(0.4%)71, hexagonal Y2O2S:Eu3+(0.1%)88, and hexagonal 
β-NaYF4:Er3+(0.1%)67 were obtained from previously reported procedures.

Structural characterization and spectroscopic experiments. The crystal structure of the ma-
terials was confirmed with a Philips PW1700 X-ray powder diffractometer equipped with a Cu 
Kα1 (λ = 1.5418 Å) radiation source. All materials were found to be phase pure. The luminescence 
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spectra, from which the data is shown in Fig. 3.1, 3.2c, 3.3b, and 3.5b, were recorded using an 
Ocean Optics QE Pro010451 CCD detector and a 450 W Xe lamp as excitation source. The white 
light from the Xe lamp was passed through the TMS300 double monochromator of an Edinburgh 
Instruments FLS920 spectrofluorometer to select the excitation wavelength. The luminescence 
spectra that were used to determine knr(0) and kr,2 were acquired using a Triax 550 monochro-
mator equipped with a Hamamatsu R928 photomultiplier tube and an Ekspla NT342B OPO laser 
(10 Hz) as excitation source. The line width of the laser was 6 cm−1, which enabled highly selective 
excitation of the 7F0 → 5D1 transition. Luminescence decay measurements were performed using 
the same Triax monochromator and Ekspla laser, but with a Hamamatsu H7422 photomultiplier 
tube as a single-photon counting detector. The laser synchronization and detection signals were 
recorded with a PicoQuant Timeharp 260 time-correlated single-photon counting module. The 
temperature of the samples was controlled between 78 K and 873 K using a Linkam THMS600 
heating stage. Measurements at 7 K were performed with an Oxford Instruments liquid-He 
cold-finger cryostat.

3.5 Appendix

Analysis of the temperature-dependent luminescence. We analyze the temperature depen-
dence of the Eu3+ luminescence using decay curves and emission spectra. The goal of this analysis 
is to verify if the thermometer behaves as a system of two thermally coupled levels by fitting the 
experimental intensity ratios to Eq. 3.4 or 3.5. The number of unknown variables in Eq. 3.4 and 3.5 
is however too large to use all of them as fitting parameters. We therefore separately determine 
kr,1, kr,2, and knr(0) from luminescence measurements at 7 K, where the low temperatures suppress 
stimulated phonon emission and absorption or other undesired nonradiative processes. We use 
the decay rate of the 5D0 emission as value for kr,1, while the decay rate of the 5D1 emission k2 is 
the sum of kr,2 and knr(0), as g1 = 1. Since decay from 5D0 is purely radiative, we can assume that at 
7 K all 5D0  emission upon excitation into 5D1 is the sole result of spontaneous phonon emission 
from 5D1. It is therefore possible to determine kr,2 and knr(0) from k2 using the emission spectrum 
covering all possible 5D0–1 emissions upon excitation in 7F0 → 5D1:

kr,2 =
k2I2
I2 + I1

,

knr(0) =
k2I1
I2 + I1

.

                                                         (A3.1)

Where I2 and I1 are the integrated intensities of the 5D1 and 5D0 emissions, respectively.

There are a few exceptions to this procedure. For Y2O3, we record the decay curve of the emis-
sion 5D1 and the full-range spectrum at 78 K, because in this case the 5D1 decay rate was slightly 
higher than the rate at 7 K, possibly due to differences in the decay rates of the crystal-field levels 
within 5D1. For LaBO3, the decay curve of 5D0 is multi-exponential at both 7 K and 78 K. We fit 
the decay curve measured at 78 K to three exponentials and used the average decay rate as kr,1.
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The minimum in the temperature dependence of the intensity ratios. Assuming that the 
feeding factor α is one and p > 1, the temperature at which Eq. 3.5 goes through a minimum 
simplifies to

Tmin =
ΔE/p

kB ln [1 + ( g2knr(0)
kr,1 )

1/(p−1)
]
.                                          (A3.2)

Solving this for kr,1 gives

kr,1 = knr(0)g2np−1,                                                         (A3.3)

which implies that the intensity ratio reaches a minimum when the absorption rate of the 
higher-order phonons p−1 is equal to kr,1.

Figure A3.1. Luminescence decay of Y2O3:Eu3+(0.05%) 
at 523 K. Decay curves of the 5D1 and 5D0 emission were 
recorded upon excitation into 5D1. The experimental data 
was fitted to bi-exponential decay. Both the rates of the 
fast components and the rates of the slow components 
match, which is clear signature of thermal coupling (but 
not yet thermal equilibrium for which single exponential 
decay with the same decay time for 5D1 and 5D0 emission 
is observed).
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LaBO3:Eu3+(0.5%)

LaPO4:Eu3+(0.5%)

Y2O3:Eu3+(0.05%)

Y2O2S:Eu3+(0.1%)

NaYF4:Eu3+(0.4%)

NaLaF4:Eu3+(0.5%)

NaLuF4:Eu3+(0.5%)

NaYF4:Dy3+(0.4%)

NaYF4:Er3+(0.1%)

Material kr,1 /
ms−1

kr,2 /
ms−1

knr(0) /
ms−1

α C Tonset /
K

Phonon modes /
cm−1 (number p)

0.98* 0.10 74 1.0 0.24 402 1467 (1), 212 (1.3) 

0.28 0.16 25 1.0 0.61 396 1252 (1), 286 (1.7) 

0.98 0.50 8.0 1.0 0.16 559 472 (3.7)

2.3 1.0 5.6 0.87 0.59 707 498 (3.5)

kCT /
ms−1

1.6×108

0.18

0.16

0.18

0.11

0.11

0.10

0.18

0.12

0.08 0.83

0.75

0.76 720

758

828

414 (4.2)

414 (4.2)

414 (4.2)0.57

0.57

0.57

–

–

–

–

–

–

1.3

1.4 1.9×105**

2.0×102** 174

75

417 (2.3)

417 (1.8)

–

–

–

–

–

–

–

–

The decay curve of the 5D0 emission is multi-exponential. We determined the average decay rate from a fit of the data to tri-expponential decay.

Emission from the higher thermally coupled state was very weak, which made integration of the spectral line unreliable. knr(0) was determined 

directly from the decay rate of this emission. 

*
**

Nonradiative coupling via phonons and via the charge-transfer state.
Table A3.1. Experimental parameters of the thermally coupled 5D1 and 5D0 levels of Eu3+ in different 
host lattices. The decay rates kr,1, kr,2, and knr(0) were obtained from luminescence measurements at 7 K 
or 78 K. Fitting procedures of the decay rates and intensity ratios to our analytical models yielded the 
energies of phonon modes, feeding factor α, pre-factor C, and rate constant kCT. The onset of thermal 
equilibrium Tonset was calculated at the temperature, for which the phonon absorption rate is equal to 
the radiative rate from the lower thermally coupled state.

Figure A3.2. Nonradiative coup ling between 5D1 and 5D0 in Y2O2S:Eu3+. (a) Decay rates of crossover and 
phonon coupling from 5D1 and 5D0. (b) Calculated intensity ratios between 5D1 and 5D0 from Eq. 3.8 
(green), without phonon coupling terms (red), and without crossover rates.

Nonradiative coupling via phonons and via the charge-transfer state.
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Chapter 4

A Ho3+-based luminescent thermometer for 
sensitive sensing over a wide temperature 

range

Abstract

Luminescence thermometry is used in a variety of research fields for non-invasive temperature 
sensing. Lanthanide-doped micro-/nanocrystals are exceptionally suitable for this. The popular 
concept of luminescence-intensity-ratio (LIR) thermometry is based on emission from thermally 
coupled levels in a single lanthanide ion, following Boltzmann’s law. These thermometers can 
measure temperature with low uncertainty, but only in a limited temperature range. In this Chap-
ter, we present and quantitatively model a Ho3+-based thermometer with sustained low tempera-
ture uncertainty from room temperature up to 873 K. Our thermometer shows bright green and 
red luminescence with a strong and opposite dependence on temperature and Ho3+ concentra-
tion. This is the result of temperature-dependent competition between multi-phonon relaxation 
and energy transfer, feeding the green- and red-emitting levels, respectively, following excitation 
with blue light. Our simple and quantitative model of this competition predicts the output spec-
trum over a wide range of temperatures (300–873 K) and Ho3+ concentrations (0.1–30%). We can 
thus determine the optimum Ho3+ concentration for reliable measurements over any temperature 
range of interest. Quantitative modeling as presented here is crucial to optimally benefit from the 
potential of energy-transfer thermometers to achieve low measurement uncertainties over a wide 
temperature range.

Based on:
T.P. van Swieten, D. Yu, T. Yu, S.J.W. Vonk, M. Suta, Q. Zhang, A., Meijerink and F.T. Rabouw, A 
Ho3+‐Based Luminescent Thermometer for Sensitive Sensing over a Wide Temperature Range, 
Advanced Optical Materials 9, 2001518 (2021).
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4.1 Introduction

In many research fields, ranging from cell biology to catalysis, the size and invasiveness of 
conventional thermometers hinders accurate temperature sensing.34,94 Remote temperature sen-
sing based on luminescence thermometry offers an alternative that is capable of measuring heat 
generation and diffusion on the microscopic scale.95 Among the various choices of luminescent 
systems,96–101 crystals doped with lanthanide (Ln3+) ions represent a particularly promising class 
of luminescent thermometers, because their dimensions can be tuned from a few nanometers to 
several micrometers and their photoluminescence spectrum is sensitive to temperature. A charac-
teristic feature of Ln3+ ions is their rich energy level structure, which results in emission spectra 
with well-separated lines. Typically, the luminescence intensity ratio (LIR) between two of these 
emission lines is used as a sensitive measure for the temperature of the Ln3+-doped crystal. After 
insertion of these ratiometric thermometers into a system of interest, remote operation simply 
involves excitation by light and detection of the luminescence with standard spectroscopic equip-
ment.

The performance of a ratiometric thermometer is determined by how sensitively the LIR reacts 
to temperature. In general, the performance at a given temperature (T) is quantified in terms of 
the relative sensitivity (Eq. 1.3). A high relative sensitivity allows for accurate probing of small 
temperature differences.102 In addition, a reliable temperature measurement requires high precisi-
on, which depends on the signal-to-noise ratio of the measurement.103,104 The precision improves 
with longer acquisition time and higher brightness of the thermometer. The multitude of tempera-
ture-dependent emission lines from Ln3+ ions offers many possibilities to optimize sensitivity and 
precision for the temperature range of interest. The search for superior accuracies have already led 
to the development of a large variety of ratiometric thermometers.102

A popular class of ratiometric thermometers relies on thermal coupling between two excited 
states of individual Ln3+ dopants. The LIR of the emission lines from the two states follows 
Boltzmann statistics, as long as thermal coupling between them is much faster than radiative de-
cay.71 The relative sensitivity for such “Boltzmann thermometers” follows a simple analytical de-
pendence on temperature of Sr = ΔE/kBT2, where ∆E is the energy separation between the coupled 
states. This relation reveals a fundamental limitation of the Boltzmann thermometer: they offer 
low relative sensitivities at high temperatures (kBT > ∆E) because the Boltzmann populations of 
the two coupled states are nearly equal. On the other hand, the measurement precision is low at 
lower temperatures (kBT < ∆E) because the population of the upper level is negligible. Accurate 
and precise temperature sensing over a wide range thus requires a ratiometric thermometer with 
an alternative working mechanism.105,106

Alternative ratiometric thermometers typically consist of a material doped with different Ln3+ 
ions, e.g. Eu3+ and Tb3+, that are connected by energy-transfer pathways with a strong tempe-
rature dependence.54,107,108 This operating mechanism does not lead to a thermal equilibrium 
of excited-state populations, which makes higher relative sensitivities with yet appreciable lu-
minescence intensities from the different ions possible.49,109 Recently, Ximendes et al. reported a 
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similar concept using LaF3 nanoparticles doped with high concentrations of Tm3+, which showed 
cross-relaxation (i.e. partial energy transfer between two identical ions).110 However, the working 
mechanism of energy-transfer thermometers is complicated because it does not only depend on 
relaxation processes within an ion but also involves interactions between different ions. Conse-
quently, it has not yet been possible to develop a quantitative method that predicts the accuracy 
and the precision of energy-transfer thermometers. 

In this Chapter, we introduce a Ho3+-based cross-relaxation thermometer, measure its tem-
perature-dependent luminescence, and quantitatively model its performance. Our thermometer 
operates via the competition between a temperature- and a doping-concentration-dependent de-
cay pathway that lead to green and red emission, respectively. We construct a quantitative model 
for the rates and efficiencies of the complex set of decay pathways involved as a function of tem-
perature and Ho3+ concentration. This model successfully predicts the red-to-green LIR as well 
as the accuracy and the precision of temperature measurements. It can thus serve as a design tool 
to calculate the Ho3+ concentration that enables the most reliable temperature measurements for 
any temperature regime of interest. Our method of thermometer evaluation is an important step 
for the design of new energy-transfer thermometers focused on and optimized for the desired 
application.

4.2 Results

Fig. 4.1a demonstrates the potential of our Ho3+-based thermometer, reflected by the strong 
color shift with increasing temperature going from red through white to green.111–114 Specifically, 
we prepared microcrystalline fluoride compounds doped with different concentrations of Ho3+, 
i.e. β-NaY0.75–xGd0.25HoxF4 (Fig. 4.1b).115 Excitation of these samples with 450 nm light results in 
a blue, a green, and a red emission band, which are due to the 5F3 → 5I8, 5S2 → 5I8 + 5F4 → 5I8, and  
5F5 → 5I8 + 5F3 → 5I7 radiative transitions, respectively.116 Competition between different tem-
perature-dependent decay pathways of an excited Ho3+ ion, including energy-transfer pathways 
between neighboring Ho3+ ions, controls the relative intensity of these emission lines. To quanti-
tatively understand and predict the performance of our Ho3+-based thermometer, we performed 
a systematic analysis of these various decay pathways and their temperature dependence.

First, we analyze the luminescence at low Ho3+ concentration, at which the ion-to-ion dis-
tances in the crystal are large and energy-transfer interactions between ions are thus negligible. 
In this concentration regime (≤ 0.5%), relaxation from the blue- (5F3), green- (5F4 + 5S2), and 
red-emitting (5F5) levels of Ho3+ takes place only via radiative decay or multi-phonon relaxation, 
i.e. coupling to phonons of the host lattice to bridge the energy gap between levels. Phonon-mode 
occupations increase with increasing temperature, which results in faster multi-phonon relaxa-
tion. In the emission spectra of the 0.5%-doped Ho3+ sample following excitation at 450 nm 
(Fig. 4.1c) we observe intense luminescence at 540 nm, indicating that multi-phonon relaxation to 
the green-emitting level followed by radiative decay is the dominant relaxation process (Fig. 4.1d). 
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Figure 4.1. Ho3+ as a thermometer based on cross-relaxation. (a) Photographs of the Na(Y,Gd)F4 ther-
mometer material doped with 12%-doped Ho3+ sample at various temperatures upon excitation with 
358 nm. (b) Scanning electron micrographs of the 12%-doped Ho3+ sample. The scale bar corresponds 
to 10 µm. (c) Emission spectra of the 0.5%-doped Ho3+ sample at various temperatures upon excitation 
with a 450 nm laser. The dominant green luminescence around 540 nm is due to the 5S2 → 5I8 + 5F4 → 5I8 

transition. The blue emission around 485 nm is due to 5F3 → 5I8 transition and the red emission centered 
around 640 nm is due to the overlapping 5F5 → 5I8 + 5F3 → 5I7 transitions. (d) Energy level diagram of a 
single Ho3+ ion.80 The wavy arrows represent multi-phonon relaxation and the straight arrows corres-
pond to radiative decay (see Fig. A4.1 for more details on the energy level structure of Ho3+ in Na(Y,Gd)F4, 
including the energy gaps between the different levels). (e) Emission spectra of the 12%-doped Ho3+ 
sample at various temperatures. (f) Energy level diagram of an excited and a ground-state Ho3+ ion. The 
dashed arrows represent cross-relaxation from the blue- or the green-emitting level of an excited Ho3+ 
ion, populating the 5I7 level in a nearby Ho3+ ion that was initially in the 5I8 ground state.

The small energy gap ∆E between the blue- and the green-emitting level (2000 cm−1) already 
suggested that emission of only 4–6 phonons in a hexagonal fluoride host can effectively bridge 
this gap.80,117,118 Besides a weak blue emission, we notice a weak red emission that results from a 
combination of multi-phonon relaxation from the green- to the red-emitting level over a larger 
3000 cm−1 energy gap, cross-relaxation from the blue- to the red-emitting level, and red emission 
from the blue-emitting level to the first excited Ho3+ level 5I7 (Ref. 113; Fig. A4.2). Increasing tem-
perature causes only a slight change of the luminescence spectrum (Fig. 4.1c), reflecting poor ther-
mometer performance at low Ho3+ concentration. At the same time, this confirms that our ther-
mometer is stable at elevated temperatures up to 873 K, as changes of the host crystal structure 
would affect emission peak positions and line shapes.

An increase of the Ho3+ concentration decreases the distance between ions and thus makes 
ion–ion interactions such as cross-relaxation more likely. The red color in the photographs of 
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the 12%-doped Ho3+ sample at room temperature (Fig. 4.1a) already hinted towards an efficient 
pathway to populate the red-emitting level in samples with higher Ho3+ concentrations. Instead 
of a dominant green luminescence observed at low Ho3+ concentrations (Fig.4.1c), the emission 
spectra of the 12%-doped Ho3+ sample (Fig. 4.1e) indeed show a strong red emission as com-
pared to the blue and green emissions, at low temperature. Based on the energy level structure 
of Ho3+ (Fig. 4.1f),119 cross-relaxation from the blue- to the red-emitting level can explain the 
strong red emission. The drastic increase of the green luminescence at elevated temperatures is 
due to faster blue-to-green multi-phonon relaxation competing with temperature-independent 
cross-relaxation that feeds the red-emitting level, as we quantify in detail below (Fig. 4.2). Such a 
temperature-dependent change of the dominant decay pathways is beneficial for a high relative 
sensitivity of the thermometer. An increase of the Ho3+ concentration from 12% to 30% further 
changes the luminescence and its response to temperature (Fig. A4.3). Overall, these observations 
clearly indicate that the Ho3+ concentration is the key parameter to optimize the thermometer 
performance for the temperature range of interest.

Rational optimization of the Ho3+ concentration for a specific temperature range requires a 
quantitative model that accounts for the efficiencies of radiative decay, multi-phonon relaxation, 
and cross-relaxation. Our first step in the development of such a model was to analyze the ef-
fect of temperature on the decay pathways in isolated ions, i.e. radiative decay and multi-pho-
non relaxation. Figs. 4.2a–4.2c show decay curves at a Ho3+ concentration of 0.1% for the red-, 
the green-, and the blue-emitting level, respectively. The curves follow single-exponential decay 
at all temperatures. This is a clear indication for the absence of interactions between Ho3+ ions, 
since this would lead to multi-exponential decay. The total decay rate k depends on the radia-
tive rate kr, which is assumed constant with temperature, and on the nonradiative contribution 
knr(1 + n)ΔE/ℏω, where knr is the zero-temperature multi-phonon relaxation rate and n is the oc-
cupation number of the involved phonons with effective energy ℏω (Eq. 1.1 and Eq. 3.1).120–122 
In the inset of Fig. 4.2a, we fit the temperature dependence of the decay rates from the red-emit-
ting level to Eq. A4.1. The fit matches the data well, yielding a fitted phonon energy of 360 cm–1, 
which corresponds well to the expected value for hexagonal fluoride lattices.117 Notably, we in-
cluded a decay measurement at 4 K in the fitting procedure to ensure reliable values for kr and 
knr. Similar procedures yield models for radiative decay and multi-phonon relaxation from the 
green- and the blue-emitting levels (Figs. 4.2b–4.2c and Eqs. A4.2–A4.3).71,82,121 Multi-phonon 
relaxation from the blue- and from the red-emitting level are both fast. Multi-phonon relaxation 
from the green-emitting level is slower, sets in at higher temperature, and shows a sharper onset 
than multi-phonon relaxation from the blue- and red-emitting level. This difference is caused by 
the larger energy gap that the green-emitting level must bridge in multi-phonon relaxation and 
explains the dominant green luminescence in samples with a low Ho3+ concentration (Fig. 4.1c). 
Besides this qualitative observation, our analysis also enabled a quantitative description of the 
temperature-dependent decay pathways in individual Ho3+ ions.

The next step is the quantification of cross-relaxation in samples with higher Ho3+ concentration. 
In general, cross-relaxation is a type of Förster resonance energy transfer via electric dipole to 
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Figure 4.2. Quantification of radiative decay, multi-phonon relaxation, and cross-relaxation. (a) Decay 
curves of the red-emitting level (5F5) measured at 645 nm upon resonant excitation at 638 nm of the 
0.1%-doped Ho3+ sample, at two different temperatures chosen to illustrate the effect of multi-phonon 
relaxation. The solid lines are fits to a model of single-exponential decay. The inset shows the decay rates 
obtained from the fits at various temperatures. The black line is a fit to a model of temperature-depen-
dent multi-phonon relaxation. (b) Same as in panel (a) but for the green-emitting level (5S2 + 5F4) measu-
red at 542 nm upon excitation at 535 nm. The black line is a fit to a model of temperature-dependent 
multi-phonon relaxation and thermal equilibrium between 5S2 and 5F4 populations. (c) Same as in panel 
(b) but for the blue-emitting level (5F3) measured at 487 nm upon excitation at 447 nm and with thermal 
equilibrium between the 5F3, 5F2, and 3K8 populations. (d) Decay curves of the red-emitting level measu-
red at room temperature upon resonant excitation of samples with different Ho3+ concentrations (1%, 
3%, 5%, 12%, 20%, and 30% with decreasing darkness of the color). The solid lines show the results of a 
global fit of all decay curves to a model of cross-relaxation providing one value for the “cross-relaxation 
strength” Cx (dashed line in the inset). The Cx values in the inset are the result of fits of the individual 
decay curves to the cross-relaxation model. (e) Same as in panel (d) but for the green-emitting level. (f) 
Same as in panel (d) but for the blue-emitting level.
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electric dipole coupling. The cross-relaxation rate kx scales with the distance R between an excited 
Ho3+ donor ion and a ground-state Ho3+ acceptor ion as kx = CxR−6. Herein Cx is the “cross-relaxa-
tion strength” that depends, among other parameters, on the spectral overlap between the donor 
and acceptor transitions.120 Figs. 4.2d–4.2f show the effect of cross-relaxation on the decay dyna-
mics from the red-, green-, and blue-emitting levels, respectively. At a fixed temperature (298 K), 
decay becomes faster with increasing Ho3+ concentration. The decay curves of the green- and 
blue-emitting levels are multi-exponential at high concentrations, which is a signature of ion–ion 
interactions over a distribution of distances R. While these observations are a clear demonstration 
of cross-relaxation, the strength of cross-relaxation is different for the three levels. Specifically, the 
decay of the green- and blue-emitting levels (Figs. 4.2e–4.2f) accelerates much more strongly with 
increasing Ho3+ concentration than that of the red-emitting level (Fig. 4.2d). Close resonance of 
the 5I8 → 5I7 acceptor transition with donor transitions from the green- and blue-emitting levels 
(Fig. 4.1f) explains this observation. No such resonance is present for cross-relaxation from the 
red emitting level resulting in a ~103 times lower value of Cx.

To model cross-relaxation quantitatively, we explicitly account for the distribution of discrete 
ion-to-ion distances R that occur when Ho3+ ions randomly occupy lattice sites of the host crystal 
at a certain doping concentration using our shell model (Eqs. A4.4–A4.5 and Fig. A4.4).27,68,123 
The only free parameter in our model is the cross-relaxation strength Cx, the value of which we 
determine by fitting the experimental data for varying Ho3+ concentration (Figs. 4.2d–4.2f). The 
photoluminescence decay curves of the blue-emitting level contain a weak slow component that 
we excluded from the fitting procedure (Fig. A4.5). For our analysis, we first fitted the individual 
curves separately, which resulted in a separate estimate for Cx for each Ho3+ concentration. In the 
insets of Figs. 4.2d–4.2f, we compare these separate estimates for Cx with a global fitting procedure 
that includes all decay curves at different Ho3+ concentrations, yielding a single value for Cx. The 
solid black lines through the decay curves show the results of the global fits. Our model captures 
how cross-relaxation causes faster decay for increasing Ho3+ concentration. A similar analysis at 
elevated temperatures indicates that the rates of cross-relaxation from the three levels are insen-
sitive to temperature (Fig. A4.6). Therefore, we use the Cx values from the global fits to describe 
cross-relaxation interactions between Ho3+ ions at all temperatures.

Our cross-relaxation thermometer relies on the effect of temperature on the blue, the green, 
and the red luminescence intensities (Fig 4.3a and Fig. A4.7). The analysis of the decay dynamics 
showed that the blue-emitting level undergoes fast depopulation by two competing processes. 
One of them is multi-phonon relaxation to the green-emitting level, which is sensitive to tempe-
rature. The other process is cross-relaxation to the red-emitting level, which depends on the Ho3+ 
concentration. The green-emitting level is relatively unaffected by multi-phonon relaxation but 
experiences fast decay via cross-relaxation to the 5I4 level.119 However, this does not influence the 
population of the blue- or the red-emitting level. The red-emitting level is only weakly affected 
by multi-phonon relaxation and cross-relaxation. Competition between multi-phonon relaxation 
and cross-relaxation from the blue-emitting level is thus the most important contribution to color 
changes with temperature and Ho3+ concentration (Fig. A4.8). This determines the working me-
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chanism of our thermometer.

To evaluate the performance of our thermometer we first construct a model that calculates 
the relative emission intensities of the blue-, green-, and red-emitting level. This model takes all 
relevant decay pathways into account (Fig. 4.3a) to determine the efficiencies of radiative decay 
and combines these with the branching ratios of the transitions to the ground state (5I8). These ef-
ficiencies depend on the rates of radiative decay, temperature-dependent multi-phonon relaxation, 
and the Ho3+-concentration-dependent cross-relaxation. We obtained these parameters, which 
we need as an input for our model, from the analysis of Fig. 4.2 (Eqs. A4.6–A4.12).124 In this way, 
we are able to predict the emission color of our thermometer for any arbitrary temperature and 

Figure 4.3. Comparison of the calculated and the expe-
rimental emission intensities. (a) A simplified schema-
tic of the relevant feeding mechanisms to calculate the 
efficiency of radiative decay (solid colored arrows) from 5F3 
(B), 5S2 + 5F4 (G), and 5F5 (R) levels. Multi-phonon relaxation 
(solid black arrow) and cross-relaxation (dashed black 
arrow) connect these levels (see Fig. A4.7 for the complete 
scheme). Comparison of the experimentally measured 
(dots) and the calculated (lines) relative intensities of (b) the 
blue, (c) the green, and (d) the red emissions as a function 
of temperature for three different Ho3+ concentrations. 
The experimental relative intensities were determined by 
integrating the emission spectra between 460–500 nm, 
515–575 nm, and 625–670 nm, respectively. (e) The CIE 
1931 diagram plotted with the experimentally measured 
(dots) and the calculated (lines) color coordinates at various 
temperatures for three different Ho3+ concentrations.
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Ho3+ concentration.

As a test of our model, Figs 4.3b–4.3e compare the calculated blue, green, and red emission 
intensities with the experimentally measured intensities. We observe an overall match between 
the calculated and the measured intensities, which validates this model as a basis for quantitative 
thermometer evaluation. As observed in the experimental spectra (Figs. 4.1c, 4.1e, and A4.3), the 
blue intensity is weak over the whole temperature range and for all concentrations due to strong 
competition of multi-phonon relaxation and cross-relaxation with radiative decay. The effect of 
temperature and concentration is more pronounced for the green and the red intensity—they 
even follow opposite trends. At low temperatures, high Ho3+ concentrations cause a weak green 
emission and a strong red emission, because cross-relaxation dominates over multi-phonon re-
laxation within the blue level. Elevated temperatures compensate this effect, since they enhance 
multi-phonon relaxation leading to an increase of the green intensity and a decrease of the red in-
tensity. We attribute the small difference between the measured and calculated intensities for the 
30%-doped Ho3+ sample to an overestimation of multi-phonon relaxation from the blue-emitting 
level in the model (Fig. 4.2c). In addition, thermal excitation of the 5I4 population might also lead 
to an increase of the red emission. Using the sensitivity curves of the human eye, we convert each 
combination of red, green, and blue intensity to a coordinate in the CIE diagram (Fig. 4.3e), which 
shows a similar match between model and experiment.125

Based on the models of the blue, green, and red intensities (Fig. 4.3), we can calculate the re-
lative sensitivities of our thermometer as a function of temperature and Ho3+ concentration. The 
LIR between the red and the green emission has the largest potential for achieving a high sensi-
tivity, since these two emissions show a strong and opposite temperature dependence at higher 
Ho3+ concentrations (Figs. 4.3c–4.3d). The potential of the red-to-green LIR becomes evident 
when we plot it against temperature (Fig. 4.4a). For high Ho3+ concentrations, this LIR changes 
by approximately two orders of magnitude in the evaluated temperature range, corresponding to 
a relative sensitivity (Eq. 1.3) of Sr = 1.0% K−1 at 300 K.49,109 Comparison of the calculated and the 
experimental ratios again confirms that our model predicts the effect of temperature and dopant 
concentration well with only a limited number of input parameters. 

Fig. 4.4b shows that our Ho3+-based cross-relaxation thermometers offer the highest re-
lative sensitivities at high Ho3+ concentrations. In fact, we achieve a superior relative sensi-
tivity over a much wider temperature range compared to the typical Boltzmann thermometer 
β-NaYF4:Er3+.43,126 Arguably more importantly than a high sensitivity, reliable temperature 
measurements require high precision, i.e. low temperature uncertainty (Eq. 1.2 and Eq. A4.13–
A4.14).102 Fig. 4.4c demonstrates how the Ho3+ concentration affects the temperature uncertainty. 
While the relative sensitivity consistently increases with increasing Ho3+ concentration (Fig. 4.4b), 
the lowest temperature uncertainty is achieved at different Ho3+ concentrations depending on 
the temperature. The trend in temperature uncertainty of our cross-relaxation thermometers 
becomes clearer in the color map of Fig. 4.4d. This figure can serve as a clear guide to achieve 
an optimized performance of the Ho3+-based luminescent thermometer over a range of 300–
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873 K. Around 300 K, the lowest temperature uncertainties are achieved at a Ho3+ concentra-
tion of 4%. At higher temperatures, a minimum temperature uncertainty requires higher Ho3+ 
concentrations, increasing by approximately 1% for every 30-K step in temperature. Importantly, 
by choosing the optimal Ho3+ concentration for the temperature regime of interest, our cross-re-
laxation thermometers can cover the temperature range between 300 and 900 K with a consistent-
ly low temperature uncertainty, increasing by no more than a factor 2.5 over the entire range. This 
is a clear advantage of our temperature-sensing concept compared to Boltzmann thermometers 
like β-NaYF4:Er3+, for which the temperature uncertainty increases by as much as a factor 8.5 over 

Figure 4.4. Evaluating thermometer performance. (a) Temperature dependence of the experimentally 
measured (dots) and the calculated (lines) red-to-green LIR for different concentrations. The experimen-
tal red-to-green LIR was determined using the same integration boundaries as in Figs. 4.3c–4.3d. (b) Cal-
culated relative sensitivities for a Ho3+ concentration of 4% (red), 8% (orange), 12% (yellow), 20% (green), 
and 30% (blue), as a function of temperature. The black solid line is the relative sensitivity of the widely 
used Boltzmann thermometer, based on the 4S3/2 and 2H11/2 levels of Er3+ ions in the β-NaYF4 host. (c) 
Calculated temperature uncertainties (σT). The same color scheme applies as in (b). All σT values were 
normalized to the minimum of the curve referring to 4% Ho3+. While comparing thermometers with 
different Ho3+ concentration, we account for the higher emission intensity per amount of thermometer 
material at higher Ho3+ concentrations (Eq. A4.14). (d) 3D plot of the normalized temperature uncertainty 
for the Ho3+ fractions and temperatures within the range of this study. The dashed line traces the mini-
mum achievable σT as a function of temperature. The contour lines correspond to normalized σT values 
of 1.3, 1.9, 2.5, and 10.
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this temperature range. 

4.3 Conclusions

Our results have revealed that quantitative modelling of the decay pathways is a unique and 
powerful tool to evaluate the performance of luminescent thermometers based on cross-relaxa-
tion. An understanding of their concentration-dependent luminescent properties helps to adjust 
the design of such thermometers to the temperature regime of interest for minimum temperature 
uncertainty. While this Chapter focused on cross-relaxation between Ho3+, our type of modelling 
provides a universal tool to quantify, predict, and tune the performance of many other types of 
energy-transfer thermometers. This enables the rational design of new Ln3+-based thermometers, 
but it is also indispensable in the optimization of existing energy-transfer couples. 

4.4 Methods

Chemicals. YF3 (99.99%), HoF3 (99.9%), and GdF3 (99.99%) were purchased from ChemPUR. 
NaF (≥ 98%) and NH4F (≥ 98%) were purchased from Sigma-Aldrich. All chemicals were dried in 
the oven and used without further purification.

Sample preparation. The solid-state procedure of Aarts et al.115 was adjusted for the synthesis 
of NaY0.75−xGd0.25HoxF4. As starting materials, 0.25 eq. GdF3, 0.75−x eq. YF3, x eq. HoF3, 1 eq. 
NH4F, and 1.2 eq. NaF were mixed with a pestle and mortar. The ground mixture was added to 
an alumina crucible and placed in a tube oven, which was fired in N2 atmosphere in an excess of 
NH4F. The mixture was first heated to 300 °C for 2 hours followed by an additional 10 hours at 
600 °C. After cooling the samples to room temperature, the powders were crushed. 

Structural characterization. XRD patterns were recorded with a Philips PW1700 X-ray pow-
der diffractometer using Cu Kα1 (λ = 1.5418 Å) radiation. The measurement range in terms of 2θ 
was 10° to 80° with a step size of 0.02°. Using the XRD patterns, the sole presence of the hexagonal 
phase in the samples was confirmed and the lattice parameters (a = b = 0.5973 nm, c = 0.3549 nm) 
were extracted (Fig. 4.5). Only minor variations in the lattice parameters were observed for sam-
ples with different Ho3+ concentrations. Scanning electron microscopy images were obtained 
using a Phenom ProX microscope with an acceleration voltage of 10 kV. 

Spectroscopy experiments. Emission spectra were measured with an Edinburgh Instruments 
FLS920 spectrophotometer equipped with TMS300 monochromators, a R928 photomultiplier 
tube (PMT), and a 450 nm CW laser (1 W) or a Xe lamp (450 W) as excitation source. All emis-
sion spectra were corrected for the spectral response of the detector, monochromator, and long-
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pass filter. Photoluminescence decay curves were recorded using an Ekspla NT342B OPO laser 
(10 Hz), a Triax 550 monochromator, and a Hamamatsu R928 PMT. Depending on the decay rate, 
the average count rate was kept at 1–50 counts per pulse to prevent detector saturation. Heating 
and cooling of the samples was achieved with a Linkam THMS600 microscope stage and a liquid 
He cooled cryostat, respectively. 

4.5 Appendix

Analysis of the decay dynamics. All luminescence decay curves from the 0.1%-doped Ho3+ 
samples were fitted to a model of single-exponential decay to obtain decay rates at 4 K and 
300–873 K. The experimental background was included in this model. The temperature depen-
dence of the decay rates of the red level (R, 5F5), blue level (B, 5F3), and green level (G, 5S2 + 5F4) 
was fitted to three different multi-phonon relaxation models assuming coupling to a single effec-
tive phonon mode.
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Figure 4.5. XRD patterns of β-NaY0.72Gd0.25Ho0.03F4. (a) The blue vertical lines mark the positions of the 
Bragg reflections from a reference pattern of β-NaYF4. The significant deviation between the reflections 
in the reference and the measured pattern indicate that the lattice parameters a and c in this case are 
different from β-NaYF4. We want to plug the actual lattice parameters a and c into our shell model for 
energy transfer. (b) The red line shows a fit of the measured diffraction pattern to a model that the re-
lates the reflections in a diffraction pattern to the lattice parameters of a hexagonal crystal structure. The 
reflections between 40 nm−1 and 50 nm−1 are used for fitting, since their positions show the strongest 
dependence on the crystal structure. (c) The red vertical lines mark the peak positions that were calcula-
ted from the fitted lattice parameters of a = 0.5973 nm, and c = 0.3549 nm found in (b).
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Figure A4.1. Energy level diagram of Ho3+ that defines the mathematical notations of the relevant pa-
rameters and gives the values of the fixed parameters. The values of ∆EG1 and ∆EB1 are obtained using 
Eqs. A4.2–A4.3.

kR(T) = kr-R + knr-R[1 + n(T)]ΔER/h̵ωvib ,                                       (A4.1)

kB(T) =
gB1 {kr-B + knr-B ([1 + n(T)]ΔEB1/h̵ωvib + gB1

gG2 n(T)
ΔEB1/h̵ωvib)}

gB1 + gB2e−ΔEB2/kBT + gB3e−(ΔEB2+ΔEB3)/kBT
,              (A4.2)

kG(T) =
gG1 (kr-G1 + knr-G[1 + n(T)]ΔEG1/h̵ωvib) + gG2kr-G2e−ΔEG2/kBT + gB1kr-Be−(ΔEG2+ΔEB1)/kBT

gG1 + gG2e−ΔEG2/kBT + gB1e−(ΔEG2+ΔEB1)/kBT
.

(A4.3)

In the above equations, kr-R,G,B is the radiative decay rate from the red, green, or blue level. 
Following similar definitions, knr-R,G,B is the zero-temperature rate of multi-phonon relaxation 
from these levels to the level below. The Boltzmann constant is kB and T is the absolute tempera-
ture. The gap between energy level i and the first lower lying level is defined as ∆Ei. Each gi term 
denotes the degeneracies of the level i, where i = R, G1, G2, B1, B2, or B3 for 5F5, 5S2, 5F4, 5F3, 5F2, 
or 3K8, respectively (Fig. A4.1). In all fitting and color-modelling procedures, gi, ∆EB2, ∆EB2, ∆EG2, 
and ∆ER were fixed.80

For decay from the red level, we can use the simplest model (Eq. A4.1), since thermal excitation 
from the red level to the next-higher-energy level (5S2) is negligible because of the large energy 
gap (3000 cm−1).80,118 Following the same reasoning, we neglect thermal equilibrium between 5I4 
and 5F5. The only nonradiative decay pathways from the red-emitting level are thus spontaneous 
and stimulated phonon emission, for which the [1 + n(T)]ΔER/h̵ωvib term accounts. The values that 
we find from this procedure are kr-R = 1.6 ms−1, knr-R = 3.5 ms−1, and ℏωvib = 360 cm−1. The latter 
is fixed in following fitting procedures.

Unlike the red level, decay from the blue level is influenced by occupation of higher lying 
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Figure A4.2. Emission spectra of the 0.1%-doped Ho3+ sample 
at various temperatures upon excitation at 450 nm. Division 
of the integrated intensity of the blue- and red-shaded area by 
the total integral for the measurement at 4 K provides the ratio 
between radiative decay and multi-phonon relaxation from the 
blue level. The red integral was corrected for emission from the 
5F5 level following multi-phonon relaxation from the green level. 
Multiplication of this ratio with the decay rate of the blue level 
at 4 K (69.6 ms−1) gives the radiative decay rate from the blue 
level (kr-B = 4.17 ms−1). Division of the integrated intensity of the 
blue-shaded area by the sum of the blue and red area for the 
measurement at 4 K provides the branching ratios of blue emis-
sion from the blue level (βB-B = 0.65). Similar analyses give the 
branching ratio of red emission from the blue level (βB-R = 0.35) 
and the branching ratio of green emission from the green level 
(βG-G = 0.85), which showed insensitivity towards temperature in 
the range 298–873 K. A value of βR-R = 0.80 was estimated based 
on a literature value for a similar host material.118 At 298 K and 
0.1% Ho3+, we calculate that 77% of the red emission originates 
from the 5F3 level and only 23% from the 5F5 level.

levels (5F2 and 3K8). According to the work of Sytsma et al. the decay rate from 5F3 then becomes 
a Boltzmann-weighted average of the decay rates from 5F3, 5F2, and 3K8.121 Decay from these 
levels is dominated by multi-phonon relaxation from 5F3, so we approximate that the decay rate 
from 5F2 and 3K8 are negligible (Eq. A4.2). We also include thermal equilibrium between 5F3 and 
5F4. Following the rate-equation solution of two thermally coupled excited levels with similar 
radiative decay rates, we add a stimulated phonon absorption term n(T)ΔEB/h̵ωvib accounting for 
thermal excitation from 5F4 to 5F3.71,82 The effect of this thermal equilibrium is only minor on 
the decay rate of 5F3. However, these subtle differences are important for correct color model-
ling, since competition between multi-phonon relaxation and cross-relaxation from this level 
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Figure A4.3. Emission spectra of the 30%-doped Ho3+ sample at 
various temperatures upon excitation with a 450-nm laser.
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Ho3+

Y3+,Gd3+

0.5Y3+,Gd3+/0.5Na+
Figure A4.4. 2D representation of 
the hexagonal β-Na(Y,Gd)F4 lattice. 
Multiple cationic sites surround a 
central Ho3+ ion with equal interion 
distances. Occupation of Y3+ and 
Gd3+ sites by Ho3+ ions depends on 
the Ho3+ concentration.

predominantly determines the emission color. Fitting the temperature dependence of the blue 
decay rates to Eq. A4.2 is performed with fixed kr-B determined from the emission spectrum at 4 K 
(kr-B = 4.17 ms−1, Fig. A4.2). The values that we find from this procedure are knr-B = 68.6 ms−1, and 
ΔEB1 = 1965 cm−1. The latter is fixed in following fitting procedures.

The decay rate from the green level is affected by the thermal populations of the two close 
energy levels 5S2 and 5F4, as well as thermal occupation of the blue-emitting 5F3 level at higher 
temperatures. Multi-phonon relaxation to the red-emitting 5F5 level is relatively slow, so the total 
decay rate is in large part determined by the Boltzmann-weighted radiative decay rate. Our fitting 
function for the decay rate from the green-emitting level, Eq. A4.3, explicitly accounts for this 
Boltzmann weighting of the radiative decay rates of the 5S2 (kr-G1), 5F4 (kr-G2), and 5F3 (kr-B) levels. 
The values that we find from this procedure are kr-G1 = 2.4 ms−1, kr-G2 = 3.7 ms−1, knr-G = 2.3×10−2 
ms−1, and ΔEG1 = 2897 cm−1.

Cross-Relaxation. To analyze cross-relaxation between Ho3+ ions in the hexagonal β-NaREF4 
lattice (RE = Y, Gd, Ho), we can use our previously presented shell model that separates decay 
processes in isolated ions [described as exponential contribution e−kx-R,G,B(T)t to the decay] from 
decay due to interactions between ion [described as a non-exponential contribution X(t)].

I(t) = X(Cx-R,G,B,φ, t)e−kR,G,B(T)t.                                              (A4.4)

Here, X(Cx-R,G,B,φ, t) accounts for the distribution of cross-relaxation rates (kx-R,G,B) between a 
central donor Ho3+ ion and all nearby acceptor Ho3+ ions for the red-, green-, or blue-emitting 
level. These rates depend on the distance R between an excited Ho3+ donor ion and a ground-state 
Ho3+ acceptor ion as kx-R,G,B = Cx-R,G,BR−6. Here, Cx-R,G,B is the “cross-relaxation strength”, which is 
a constant independent of the fraction of Ho3+ dopants (φ). Before quantifying Cx, we first calcu-
late the distances between a central donor and all rare-earth cationic sites using the crystal struc-
ture and lattice parameters of NaY0.75−xGd0.25HoxF4 obtained from the XRD analysis in Fig. 4.5. 
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Figure A4.5. (a) Luminescence decay curves from the blue level in the 12%-doped Ho3+ sample for va-
rious temperatures. The data is fitted to the cross-relaxation model with an additional decay component 
included and with a constant cross-relaxation strength obtained by the global fitting procedure at 298 K. 
The solid black line shows the fit of the additional decay component. (b) The decay rates of the additional 
component for the analysis of (a). (c) The decay rates of the additional component for various Ho3+ con-
centrations at room temperature. (d) Decay curves from the blue level in the 12%-doped Ho3+ sample 
for different excitation powers. Neutral density filters with an optical density (OD) of 5 and 6 provided 
control over the excitation power.

The periodic nature of this lattice makes only a discrete set of donor–acceptor distances possible, 
forming a shell-like structure (Fig. A4.4). Assuming a statistical distribution of dopant ions, the 
expression for X(Cx-R,G,B,φ, t) can be written as:68

X(Cx-R,G,B,φ, t) =
2
3∏i

(1 − φ + φ e−Cx-R,G,Bt/Ri
6
)
ni
×∏

i
(1 − φ/2 + φ/2 e−Cx-R,G,Bt/R∗6

i )
n∗i

+1
3∏i

(1 − φ/2 + φ/2 e−Cx-R,G,Bt/Ri
6
)
ni
×∏

i
(1 − φ + φ e−Cx-R,G,Bt/R∗6

i )
n∗i
,

(A4.5)

where ni is the number of acceptor ions in shell i surrounding a donor ion with a distance Ri. Half 
of the unit cells in a hexagonal β-NaREF4 crystal contains one RE site that is filled by Na+. The 
expression for X(Cx-R,G,B,φ, t) includes four terms to account for this complex structure.
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Figure A4.6. (a) Division of the luminescence decay from the red level for the 12%-doped Ho3+ sample 
by the decay at 0.1% Ho3+ for equal temperatures shows the contribution of cross-relaxation to the 
total decay. Plotting this for temperatures between 293 K (blue) and 873 K (red) reveals the absence of 
a temperature-dependent effect on cross-relaxation. (b) Same as in (a) but for the green level and the 
1%-doped sample. (c) Same as in (a) but for the blue level. From this analysis, the effect of temperature 
on cross-relaxation is less evident for the blue level due to the additional decay component. (d) Fitting 
the decay to the cross-relaxation model with a constant Cx indicates that temperature has no effect on 
cross-relaxation from the blue level.

With a global-fit procedure of Eq. A4.4 to the decay curves measured at constant temperature (298 K) 
and various concentrations (0.1%, 1%, 3%, 5%, 12%, 20%, and 30%), we extracted the values of 
Cx-R,G,B. The Ri

−6 dependence of the cross-relaxation rate allowed us to only include acceptor ions 
within 2.2 nm from the donor ion. The intrinsic single-ion decay rates kR,G,B(T) were first fixed 
based on a single-exponential fit to the decay curves of the 0.1%-doped sample. The decay curves 
of the blue level contain a slow component (Fig. A4.5), which we excluded from the fitting pro-
cedure. At the end of this section, we will discuss the possible origin of the slow component in 
more detail. Besides an amplitude and a background level (only for the red and the green level) for 
each decay curve, the only free variable in our global fit procedure was Cx-R,G,B, since the dopant 
fraction and the distances between the donor and the rare-earth cations are known. In addition to 
the global-fit procedure, we fitted each individual decay curve to Eq. A4.4 and obtained indepen-
dent values for Cx-R,G,B from each decay curve. The comparison between global fit (dashed line) 
and individual fits (points) is included in Figs. 4.2d–4.2f as insets. Finally, an effect of temperature 
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Figure A4.7. Schematic of the decay channels in Ho3+-doped materials. 
Radiative decay (solid colored arrows) occurs to the ground state (5I8) 
or to the level above the ground state (5I7). Cross-relaxation (dashed 
black arrows) and multi-phonon relaxation (solid black arrows) enable 
transitions between the energy levels.

B

BG

R

IR

on cross-relaxation was excluded by the analysis in Fig. A4.6.

The slow component in the decay curves of the blue level can have multiple origins. First, we ana-
lyzed the temperature dependence of this slow component (Figs. A4.5a–A4.5b) and observed an 
increase of its rate with temperature. Geitenbeek et al. also observed biexponential decay from the 
5D1 level of Eu3+ in NaYF4. Here, the fast component was ascribed to a combination of radiative 
decay and multi-phonon relaxation to the lower-lying 5D0 level, while the slow component was 
due to thermal back-excitation from 5D0. The slow decay component of the blue emission may 
have a similar origin. Another possible origin of the slow component would be upconversion 
excitation followed by slow nonradiative relaxation from a level above the blue level. This would 
cause a change in the decay dynamics for different Ho3+ concentrations or excitation powers, but 
we do not observe this in Figs. A4.5c–A4.5d.

Color modelling. A model based on the decay rates was constructed to calculate the efficiencies 
of blue, green, and red emission under 450 nm excitation (Fig. A4.7). For the red- and blue-emit-
ting levels, the internal efficiencies of radiative decay (ηr-i), multi-phonon relaxation (ηnr-i), and 
cross-relaxation (ηx-i) are easily calculated by integrating the theoretical decay curves provided by 
our model:124

ηr−i = kr−i ∫
∞

0
X(Cx-i,φ, t) e−ki(T)t dt

ηnr−i = [ki(T) − kr−i]∫
∞

0
X(Cx-i,φ, t) e−ki(T)t dt

ηx−i = 1 − ηnr−i − ηr−i,

                             (A4.6)     

where i = R or B. Next, the non-negligible thermal coupling between the blue- and green-emitting 
levels (Eq. A4.3) has to be taken into account. In line with the procedures of Eq. A4.6, we calculate 
the efficiencies of different radiative decay processes j from the green/blue thermally equilibrated 
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states as

ηBGr−j = Bj(T) kr−j ∫
∞

0
X(Cx-BG,φ, t) e−kG(T)t dt                                  (A4.7)

where j = G1,G2, or B1 and Bj(T) is the Boltzmann factor with ∆Ej = 0, ∆EG2, or ∆EG2 + ∆EB1, 
respectively:

Bj(T) =
gj e−ΔEj/kBT

gG1 + gG2 e−ΔEG2/kBT + gB1 e−(ΔEG2+ΔEB1)/kBT
.                             (A4.8)

Using these factors, we also calculated the cross-relaxation strength from the green/blue thermally 
equilibrated states (Cx-BG):

Cx-BG = [BG1(T) + BG2(T)]Cx-G + BB1(T)Cx-B                                   (A4.9)

The efficiency of multi-phonon relaxation from the green/blue thermally equilibrated states to the 
red-emitting level is calculated as

ηBGnr = [kG + BG1(T)kr-G1 + BG2(T)kr-G2 + BB1(T)kr-B]∫
∞

0
X(Cx-BG,φ, t) e−kG(T)t dt        (A4.10)

Finally, we determine the efficiency of cross-relaxation from the blue-emitting level 5F3. This also 
depends on temperature via a Boltzmann factor:

ηBGx-B =
BB1(T)Cx-B

[BG1(T) + BG2(T)]Cx-G + BB1(T)Cx-B
(1 − ηBGr-G1 − ηBGr-G2 − ηBGr-B − ηBGnr ).        (A4.11)

Next, from the internal efficiencies of the different levels we obtain expressions for the normalized 
luminescence intensities of red, green, and blue emissions IR,G,B. These are the probabilities that 
excitation of Ho3+ at 450 nm results in emission of a red, green, or blue photon, respectively. We 
use that the intensity emitted due to a set of sequential decay steps (Fig. A4.7) is proportional to 
the product of the individual efficiencies. We also take into account the branching ratios of the vi-
sible emissions. Importantly, the blue-emitting level emits both blue (5F3 → 5I8) and red (5F3 → 5I7) 
photons, with branching ratios βB-B and βB-R, respectively, determined from Fig. A4.2:

IB = βB-B(ηr-B + ηnr-B η
BG
r-B)

IG = βG-G ηnr-B(η
BG
r-G1 + ηBGr-G2)

IR = βR-R ηr-R[ηx-B + ηnr-B(η
BG
nr + ηBGx-B)] + IB(βB-R/βB-B).

                      (A4.12)
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Using Eq. A4.12, the luminescence intensities were numerically calculated from 280 to 900 K for 
Ho3+ concentrations between 0% and 30%. Dividing each of these calculated intensities by the 
sum of the all three intensities, yields the calculated relative intensity as a function of temperature 
and Ho3+ concentration. We determine the experimentally measured relative intensities by inte-
grating the emission spectra with the following integration boundaries: 460–500 nm, 515–575 nm, 
and 625–670 nm for the blue, the green, and the red intensity, respectively.

The coordinates in the 1931 CIE color diagram were determined at every 25 K in the 298–873 K 
temperature range. This is a straightforward procedure for the experimentally measured spectra, 
since it only requires multiplication of the spectrum with the sensitivity curves of the human eye, 
followed by integration.125 It is slightly more complex to obtain the CIE coordinates from the 
calculated intensities, since our model does not predict the full shape of the emission spectrum 
explicitly. For each temperature, the blue, green, and red peak shapes were therefore extracted 
from the emission spectrum using the above integration boundaries. The peak shapes were scaled 
according to the calculated intensities (Eq. A4.12) to obtain calculated spectra, which were then 
converted into the CIE coordinates. Moreover, we calculate the quantum yield by summing the 
blue, green, and red emission intensities. For the 0.5%-, 12%-, and 30%-doped sample, this results 
in quantum yields of 49.5%, 7.8%, and 8.1% at 298 K, which decrease to 22%, 0.8%, and 0.3% at 
873 K, respectively.

The temperature uncertainty of a Ho3+-based thermometer. The calculated intensities of 
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Figure A4.8. The efficiencies of radiative decay (ηr-B), multi-phonon relaxation (ηnr-B), and cross-relaxati-
on (ηx-B) from the blue-emitting level. Multi-phonon relaxation from the blue- to the green-emitting level 
can be followed by a second multi-photon relaxation step to the red-emitting level. The probability of this 
two-step process is denoted as ηnr-B-R. Panel (a) shows these efficiencies for the 0.5%-doped, panel (b) for 
the 12%-doped sample, and panel (c) for the 30%-doped Ho3+ sample. These plots illustrate the working 
mechanism of our thermometer: cross-relaxation (ηx-B) from the blue to the red level is strong at high 
Ho3+ concentration and low temperature, while multi-phonon relaxation (ηnr-B) is dominant at high tem-
perature or low Ho3+ concentration. Note that the rate of cross-relaxation is constant with temperature 
(Fig. A4.6) but the efficiency of cross-relaxation goes down with increasing temperature, as a result of the 
accelerating rates of multi-phonon relaxation (Figs. 4.2a–4.2c).



A Ho3+-based luminescent thermometer for sensing over a wide temperature range

83

green and red luminescence were translated to relative sensitivities and temperature uncertainties. 
The derivative of the red-to-green LIR with respect to temperature was calculated numerically and 
used to obtain the theoretical relative sensitivity Sr as a function of temperature and Ho3+ con-
centration, using Eq. 1.3. The temperature uncertainty σT then follows from Sr and the statistical 
uncertainty σLIR on the LIR. We assume that the uncertainty on the green (σG) and red intensity 
(σR) is only due to the shot noise of the detector. This means that the errors σG and σR directly 
follow from Poissonian statistics, which states that σG,R = 

√
IG,R . We thus obtain a lower limit for 

the statistical temperature uncertainty:

σLIR =

�
���∣dLIR

dIR
∣
2

σR2 + ∣dLIR
dIG

∣
2

σG2 = IR
IG

√
1
IR

+ 1
IG

σT = ∣ dT
dLIR

∣σLIR = 1
Sr

σLIR
LIR

=

√
1
IR +

1
IG

Sr
.

                       (A4.13)

Eq. A4.13 shows that variation of the Ho3+ concentration not only changes σT via the red-to-green 
ratio, but also via the absolute intensity of the green and red emission. We thus need to include a 
term in the expression for the temperature uncertainty that accounts for the increased number of 
Ho3+ ions in the excitation spot, assuming that the excitation fluence and spot size are constant for 
different Ho3+ concentrations.

σT(φ) =

√
1

φ IR +
1

φ IG

Sr
= σT√φ

                                               (A4.14)
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Mapping elevated temperatures with 
a micrometer resolution using the 
luminescence of chemically stable 

upconversion nanoparticles

Abstract

The temperature-sensitive luminescence of nanoparticles enables their application as remote ther-
mometers. The size of these nanothermometers makes them ideal to map temperatures with a 
high spatial resolution. However, high-spatial-resolution mapping of temperatures above 373 K 
has remained challenging. In this Chapter, we realize nanothermometry with high spatial resolu-
tions at elevated temperatures using chemically stable upconversion nanoparticles and confocal 
microscopy. We test this method on a microelectromechanical heater and study the temperature 
homogeneity. Our experiments reveal distortions in the luminescence spectra that are intrinsic to 
high-resolution measurements of samples with nanoscale photonic inhomogeneities. Specifically, 
the spectra are affected by the high-power excitation as well as by scattering and reflection of 
the emitted light. The latter effect has an increasing impact at elevated temperatures. We present 
a procedure to correct for these distortions. As a result, we extend the range of high-resolution 
nanothermometry beyond 500 K with a precision of 1–4 K. This work will improve the accura-
cy of nanothermometry, not only in micro- and nanoelectronics, but also in other fields with 
photonically inhomogeneous substrates.

Based on:
T.P. van Swieten,  T. van Omme, D.J. van den Heuvel, S.J.W. Vonk, R.G. Spruit, F. Meirer, H.H.
Pérez Garza, B.M. Weckhuysen, A. Meijerink, F.T. Rabouw and R.G. Geitenbeek, Mapping ele-
vated temperatures with a micrometer resolution using the luminescence of chemically stable 
upconversion nanoparticles. ACS Appl. Nano Mater. 4, 4208–4215 (2021).
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5.1 Introduction

Thermometry on the microscopic scale is an essential characterization tool for the development 
of nano- and microelectronic devices.127–130 However, conventional thermometers like thermo-
couples are often unable to reliably measure the temperature on this length scale due to their size. 
An additional drawback is the requirement of direct contact between the sensing element and the 
temperature-registration instrument. The development of remote temperature sensing by optical 
thermometry techniques partially solved this issue. These techniques rely on temperature-depen-
dent blackbody radiation (infrared thermography),131 Raman scattering,132,133 reflectance,134 lu-
minescence,102 or other optical properties.135 Thermometry based on luminescence is particularly 
interesting since it is easily implemented, requiring only the deposition of a luminescent material 
in or on a sample of interest and the detection of its luminescence. The development of bottom-up 
synthesis methods for luminescent materials with nanoscale dimensions opened the field of lu-
minescence nanothermometry with dramatically enhanced spatial resolution.97 Luminescence 
nanothermometry is therefore currently developing into the method of choice for temperature 
measurements in microscopy.34,42,136–138

Several luminescence properties of a nanothermometer can serve as a measure for tempera-
ture. The luminescence intensity ratio (LIR) between two emission bands is a popular choice, be-
cause it is generally considered insensitive to experimental parameters such as excitation intensity, 
alignment, or the amount of deposited thermometer material. Typical nanothermometers used in 
LIR thermometry consist of an inorganic host crystal doped with lanthanide (Ln3+) ions, which 
are luminescent due to 4f–4f transitions. The minor spectral overlap between these transitions 
and their narrow linewidth prevent systematic errors and allow high accuracy in determination of 
the LIR. An additional advantage of Ln3+-doped nanocrystals is the possibility to efficiently gene-
rate upconversion luminescence, i.e. the emission of one high-energy photon after the absorption 
of at least two low-energy photons.43,139 Via this process infrared excitation can lead to visible 
luminescence. While detection of visible luminescence is straightforward with a standard camera 
or photodiode, excitation with infrared light prevents background fluorescence, a common issue 
of conventional down-shifting luminescence, i.e. excitation with one high-energy photon resul-
ting in the emission of one low-energy photon. These properties of upconversion nanoparticles 
guarantee accurate determination of the LIR and thus reliable temperature measurements. 

Typical applications of upconversion nanoparticles in thermometry on the microscopic scale 
are in cell biology and microelectronics. Upconversion luminescence from Er3+/Yb3+-doped 
nanoparticles is well-known for temperature mapping in these fields,34,42,138 but Eu3+/Tb3+- and 
Eu3+/Sm3+-doped systems have also been used.136,137 With these nanoparticles a high spatial re-
solution is achieved by spatially mapping the LIR using either wide-field or confocal microscopy. 
Thermometry via wide-field microscopy is a fast technique, as it directly images the intensity maps 
of two emission bands using bandpass filters. Dividing the two images yields the spatially resolved 
LIR, which easily translates to a temperature map. Confocal microscopy is a slower technique, as 
a laser spot scans the sample to construct an image. However, it can provide a spectrum for every 
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pixel enabling a more reliable determination of the LIR. Both techniques are mainly used to probe 
temperatures up to ~350 K. Recent work from our group demonstrated that it is possible to extend 
the temperature range to 873 K using luminescent microcrystals.129 In this Chapter, deposition of 
the microcrystals on a microheater designed for in situ transmission electron microscopy (TEM) 
experiments revealed the temperature profile with a spatial resolution of roughly 10 µm. However, 
these microheaters and other microelectromechanical systems (MEMS) contain structures with 
dimensions smaller than 1 µm.140 A higher spatial resolution of luminescence thermometry at 
elevated temperatures is thus crucial for its implementation in MEMS technology.

In this Chapter, we develop a combined microscopy and data-analysis approach to map ele-
vated temperatures with high spatial resolution. Specifically, we measure the local temperatures 
on a MEMS-based microheater using confocal-microscopy mapping of the two green emission 
bands of NaYF4:Er3+,Yb3+ upconversion nanoparticles. The demand for a high spatial resolution 
comes with intrinsic challenges due to the higher excitation powers necessary to obtain suffi-
cient signal30,40 and due to inhomogeneities of the optical environment of nanothermometers. 
We characterize both phenomena and develop data analysis procedures to correct for them. This 
enables a quantitative study of the temperature profile generated by the microheater at elevated 
temperatures up to 523 K.

5.2 Results

The microheater consists of a spiral-shaped metal that is embedded between two layers of sili-
con nitride that form a membrane (Fig. 5.1a–5.1b).141 A silicon substrate supports the membrane 
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Figure 5.1. The microheater for in situ TEM. (a) Magnification of the microheater design. The metal 
heating spiral (orange) is embedded in a silicon nitride membrane (blue). Electron microscopy users 
place their samples on the electron-transparent silicon-nitride windows in the center of the heater. The 
scale bar represents 1 cm, 1 mm, and 175 μm for the bottom, middle, and top magnification, respectively. 
(b) Side view of the microheater. A silicon substrate supports the silicon nitride membrane, with the en-
capsulated molybdenum heating spiral. Due to its low thermal conductivity, the silicon nitride acts as a 
thermal insulator between the heater and the silicon substrate. This way a steep temperature gradient is 
realized between the edge of the heating spiral and the 400 μm thick silicon substrate, which remains at 
room temperature. (c) Temperature profile across the membrane and microheater for a center tempe-
rature of 523 K simulated with finite element analysis. The scale bar represents 175 μm.
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with the microheater and enables loading into a dedicated TEM holder. Four metal needles con-
nect the holder with the metal contacts of the microheater. By applying a voltage across two of the 
contacts, a current flows, which induces Joule heating. The two other contacts are used to measure 
the resistance. The metal has a linear relationship between resistance and temperature, which is 
exploited to measure and control the temperature. Fig. 5.1c shows the temperature profile at a cen-
ter temperature of 523 K as predicted by a finite element model.141 The geometry of the metal spi-
ral was designed to generate a homogeneous temperature in the center area where the electron mi-
croscopy users place their samples. Outside this area, over a distance of 175 μm between the heater 
spiral and the silicon substrate, the temperature shows a steep gradient to room temperature at the 
edges of the membrane. This is explained by the low thermal conductivity of the silicon nitride, 
which minimizes heat loss through the membrane. The much higher thermal conductivity of the 
silicon substrate ensures that the substrate remains at room temperature. Measuring the gradient 
requires a thermometry technique with a high spatial resolution.
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Figure 5.2. Upconversion nanoparticles: their fabrication and luminescence. (a) Schematic of the two-
step synthesis of the nanoparticles: small cubic α-NaLnF4 (Ln3+ = Y3+, Er3+, or Yb3+) particles form at room 
temperature followed by growth to larger β-NaLnF4 particles at 573 K. These particles are deposited 
on the microheater by drop-casting. (b) TEM image of NaYF4:Er3+(2%),Yb3+(18%) nanoparticles with a 
diameter of 32 ± 1 nm. The scale bar represents 50 nm. (c) Green upconversion luminescence of the 
nanoparticles upon 980 nm excitation (1.0 kW cm−2) at various temperatures ranging from 303 K (dark 
red) to 573 K (yellow). (d) The logarithm of the ratio between the integrated intensities from (c) versus 
the reciprocal temperature (colored dots). The integration boundaries for the 2H11/2 and 4S3/2 emissions 
are 510–530 nm and 537–560 nm, respectively. The blue line is a fit of the experimental ratios to the 
Boltzmann model of Eq. 5.1.
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Calibrating the resistance–temperature relation of the heater is currently done using Raman 
spectroscopy. Silicon particles are deposited on the microheater, which is inserted into a vacuum 
chamber to imitate the conditions of an electron microscopy experiment. The position of the 
silicon peak in the Raman spectrum around 520 cm−1 is used as a measure for temperature.132,142 
Although the size of the Raman laser spot (1 µm) guarantees a high spatial resolution, the tempe-
rature uncertainty can be as high as 13 K at 523 K.141 The aim of our luminescence thermometry 
technique is thus to measure temperature with a similar spatial resolution but a lower temperature 
uncertainty. 

The discussion of our technique starts with the characterization of the luminescent thermo-
meters. We use hexagonal NaYF4 nanoparticles doped with 2% Er3+ and 18% Yb3+. The choice 
for this specific composition is motivated by its relatively high upconversion quantum yield.143 
Using a colloidal synthesis procedure,43 we first produce cubic α-NaYF4:Er3+(2%),Yb3+(18%) 
nanoparticles and further heat these to 573 K to obtain hexagonal β-NaYF4:Er3+(2%),Yb3+(18%) 

Figure 5.3. Multi-photon upconversion. (a) Green upconversion luminescence of the nanoparti-
cles at different excitation intensities of the 980 nm laser. (b) Emission spectra of microcrystalline 
NaYF4:Er3+(2%),Yb3+(18%) at different excitation wavelengths recorded with a high spectral resolution 
using a spectrofluorometer. (c) Simplified energy level diagrams for three different excitation wavelengths 
with the absorption, emission, and energy-transfer transitions indicated by solid black, solid colored, and 
dashed black arrows, respectively. (d) Emission spectra of the upconversion nanoparticles (measured) 
and a microcrystalline NaYF4:Er3+(2%),Yb3+(18%) sample (reference). Subtracting the reference spectrum 
from the nanoparticle spectrum gives the difference spectrum revealing the spectral shape of the 2H9/2 
emission.
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nanoparticles with a diameter of 32 ± 1 nm (Fig. 5.2a–5.2b). Excitation with 980 nm light yields 
bright green upconversion emission due to the radiative transitions in Er3+ from the thermally 
coupled 2H11/2 and 4S3/2 levels to the 4I15/2 ground state (Fig. 5.2c). Thermal coupling between 
these levels leads to stronger luminescence from the higher-excited level upon a temperature (T) 
increase, following Boltzmann statistics (Eq. 2.4):29

I2
I1

= A2g2
A1g1

exp(− ΔE
kBT

) = C exp(− ΔE
kBT

) ,                                           (5.1)

where kB is the Boltzmann constant and ∆E is the energy difference between the thermally coupled 
levels. Ii and Ai are the integrated luminescence intensity and the spontaneous emission rate from 
excited state i to the ground state with degeneracy gi, respectively. If ∆E is known (e.g. from li-
terature), one could extract the exponential pre-factor C from the intensity ratio in an emission 
spectrum. However, such a ‘calibration-free’ procedure introduces an additional error. We there-
fore fit the LIR between the 2H11/2 and 4S3/2 emissions at various temperatures to the Boltzmann 
model in Eq. 5.1 and find a ∆E of 759 cm−1 (Fig. 5.2d), which is in agreement with ∆E values 
from literature.43 This model can thus serve as a calibration for our thermometers to accurately 
measure temperature. 

As nanothermometry requires high excitation intensities to obtain sufficient signal, we must 
understand how not only temperature but also intense excitation changes the upconversion emis-
sion spectrum (Fig. 5.3a). We observe an upconversion emission band at 555 nm that becomes 
stronger with increasing excitation intensity. With reference measurements, exciting into (404 nm) 
or just below (448 nm) the 2H9/2 state of Er3+ (Fig. 5.3b), we can show that the 555-nm emission 
must be due to radiative relaxation from the 2H9/2 state to the first-excited state (4I13/2) of Er3+. 
The 2H9/2 emission becomes stronger in the upconversion spectrum at higher excitation intensity. 
This is consistent with a 2H9/2 population mechanism requiring upconversion of three 980-nm 
photons, compared to the two photons that were needed to populate the 4S3/2 and 2H11/2 levels 
(Figs. 5.3c and A5.2). As the 2H9/2 → 4I13/2 upconversion emission partially overlaps with the emis-
sion from the 4S3/2 state, we must take care when integrating the spectral bands to determine the 
LIR. If we naively integrated between the wavelength boundaries of the 2H11/2 and 4S3/2 emissions 
(Fig. 5.2d), we would overestimate the 4S3/2 intensity at higher excitation powers and therefore, via 
Eq. 5.1, underestimate the temperature. A possible solution would be to only integrate the part of 
the 4S3/2 band without overlap with the 2H9/2 emission, effectively excluding data points. As the 
relative error on a measurement of photon counts reduces with higher total counts,29 a narrow 
integration boundary would thus result in a larger relative error on the LIR, leading to a higher 
temperature uncertainty. To maintain a low uncertainty on the measured temperature we design 
a correction procedure that removes the 2H9/2 emission.

The first step of this correction procedure is to separate the shapes of the 2H11/2 + 4S3/2 and 
the 2H9/2 emission via a similar approach as presented in the recent work of Rühl et al.40 Here, we 
use a microcrystalline NaYF4:Er3+(2%),Yb3+(18%) as a reference. This sample shows negligible 
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Figure 5.4. Temperature mapping. (a) Map of the integrated green luminescence from a microheater 
coated with upconversion nanoparticles at a set temperature of 303 K measured in ambient atmosphere. 
The intensity of the 980 nm excitation light was 1.0 kW cm−2. The measurement provides a spectrum for 
every pixel. The scale bar represents 50 μm. (b) Converting the ratio of the emission peaks using the 
calibration of Fig. A5.1d yields a temperature map.

2H9/2 emission upon 980 nm excitation at an intensity of 0.3 kW cm−2 (Fig. 5.3d),67 because the 
surface-to-volume ratio is much smaller compared to the nanoparticle samples. This results in 
weaker coupling of 4S3/2 with vibrations in surface species, which leads to a reduced population 
of 4F9/2 and thereby results in less upconversion from 4F9/2  to 2H9/2.144 The spectral difference 
between the reference and the luminescence that is measured from the nanoparticles then gives 
the shape of the 2H9/2 emission. Using these spectral shapes, we fit a linear combination of 4S3/2 
emission and 2H9/2 intensity to each experimental spectrum of a confocal map. Here, we used the 
same spectral range for the 4S3/2 and 2H9/2 emission. Finally, we integrate the 2H11/2 + 4S3/2 emis-
sion between the appropriate boundaries to determinate the LIR. We record reference spectra at 
various temperatures to apply this procedure to the calibration spectra (Fig. A5.1) and all spectra 
of the temperature mapping experiments. Noticing and correcting this effect of the excitation 
intensity is straightforward with confocal microscopy, since a measurement provides a spectrum 
per pixel. This is less straightforward with wide-field techniques, as it would require a very narrow 
and selective bandpass filter for the 4S3/2 emission. 

To acquire temperature-dependent luminescence from the microheater we cover it with a layer 
of upconversion nanoparticles. Using a confocal microscope, we scan a 980-nm excitation laser 
over the microheater to acquire an array of emission spectra, which we correct using the above 
procedure. Integration of the 2H11/2 + 4S3/2 emission at each pixel yields an intensity map at a set 
temperature of Tset = 303 K (Fig. 5.4a). Notably, the integrated luminescence is stronger on the 
heating spiral, indicating that the collection and/or excitation efficiency of the luminescence is 
higher on the metal due to its higher reflectivity. The objective used has a relatively low numerical 
aperture (NA) of 0.3, corresponding to a poor detection efficiency. However, its long working 
distance makes a large number of measurement geometries possible, including measurements 
on a microheater inserted into a vacuum chamber (Figs. A5.3a–A5.3b). To demonstrate the com-
plete potential of this setup we mapped the center of a microheater at 523 K in vacuum with 
a high pixel density (Fig. A5.3c). In this intensity map, we can clearly distinguish the edges of 
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Figure 5.5. Artefacts in luminescence thermometry on the microscopic scale. (a) Schematic of Er3+-doped 
nanoparticles on a mirror. Interference of the direct and the reflected 2H11/2 (green) and 4S3/2 (yellow) 
emission changes the spectrum that is collected by the microscopy objective. (b) Histograms of the 
measured temperatures from 1849 pixels in the center of temperature maps that were obtained with 
numerical apertures of 0.3 and 0.6 at room temperature (Fig. A5.6). (c) Intensity of the reflected light 
from a halogen lamp that illuminated a location on and off the spiral of a bare microheater. The spectra 
were recorded with an NA of 0.75. (d) Temperature difference between locations on and off the spiral 
(∆T), as a function of the set temperature. The green dots show the average of the experimental ∆T values, 
determined from 40 pixels both on spiral and off spiral. The bars indicate the propagated errors on ∆T 
values, determined from the standard deviation of the average readout temperatures on and off the spi-
ral. The solid line is a fit of the experimental ∆T values to a model that calculates the temperature-depen-
dence of the temperature error ∆T(T) from Boltzmann thermometers due to the photonic environment 
(Eq. 5.2). (e) Temperature map of the microheater at a set temperature of 523 K measured in ambient 
atmosphere (left). The intensity of the 980 nm excitation light was 1.0 kW cm−2. Correction of the left map 
using Eq. 5.2 yields the temperature map on the right. The scale bars represent 50 μm.

the silicon-nitride windows with an accuracy of ~1 µm. 

Next, we convert the LIR from each corrected emission spectrum to construct a temperature 
map (Fig. 5.4b). At first sight, the temperature values in the map seem in agreement with the set 
temperature. However, we notice a systematic deviation of the readout temperature on the heating 
spiral—it is approximately 4 K lower. This likely is an artefact of our nanothermometry technique, 
because the heating element cannot be colder than its surroundings. We exclude the correction 
procedure for multi-photon upconversion as potential origin, since the uncorrected temperature 
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maps show a similar trend (Fig. A5.4). In addition, the readout temperature did not change at dif-
ferent excitation intensities (Fig. A5.5). Laser heating could therefore not be the cause of the lower 
readout temperature on the heating spiral. This phenomenon thus requires further investigation 
to allow for reliable temperature mapping.

We propose that the systematic deviation of the readout temperature between the spiral and 
the membrane is an intrinsic challenge of nanothermometry, related to inhomogeneities of the 
photonic environment of the nanothermometers at the nanoscale.31 Drexhage was the first to 
demonstrate how the emission of fluorescent molecules depended on the photonic environment, 
in particular on the vicinity of a reflective mirror at a distance of up to a few times the emission 
wavelength.21,145 This dependence can be explained as interference of the reflected emission with 
direct emission of the molecules, affecting the emission pattern (i.e. the directions into which 
emission is strongest) and the overall spontaneous emission rate.146 The same interference phe-
nomenon must affect the readout temperatures in our system. Indeed, the thickness of both the 
nanoparticle layer (a few µm) and the silicon nitride membrane are on the order of the emission 
wavelength and the microheater can act as a mirror.20 The emission wavelengths of 4S3/2 and 2H11/2 
are slightly different, so interference affects the emission patterns in different ways. This changes 
the LIR of the emission collected by our objective (Fig. 5.5a). The different components of the 
microheater (metal spiral versus silicon nitride membrane) have different reflectivities, explaining 
why the interference effect depends on the location of the nanoparticles on the microheater. 

The effect of the photonic environment becomes evident when we compare luminescence 
spectra acquired using objectives with different numerical apertures. We measure temperature 
maps of the same sample using microscopy objectives with a NA of 0.3 and 0.6. Fig. 5.5b shows 
histograms of the readout temperatures in the center of these maps, both recorded at room tem-
perature. For a NA of 0.3, the center of the histogram is at 296 K. This completely changes when 
we collect emission over a wider angle with a NA of 0.6, showing a shift to 290 K. Clearly, the 
dependence of the readout temperature distributions on the NA confirms modification of the 
luminescence spectrum by the photonic environment.

Further evidence of the irregular photonic environment on the microheater follows from re-
flectance measurements. Here, we study a bare microheater by separately illuminating the heating 
spiral and a location next to it. The intensity of the reflected light is roughly 2 times higher on 
the heating spiral (Fig. A5.7), which is consistent with the observations in Fig. 5.4a. In addition, 
normalization demonstrates a higher relative reflectivity on the heating spiral in the range of the 
2H11/2  emission, i.e. 510–535 nm (Fig. 5.5c). Interference between reflected and direct 2H11/2 emis-
sion is thus stronger on the heating spiral than off spiral. 

Finally, we examine how the temperature error due to the photonic environment depends on 
the actual temperature in a pixel. We first determine the difference in readout temperature bet-
ween locations on and off spiral (∆T) and observe an increase at higher temperatures (Fig. 5.5d). 
The relation between the readout temperature and the spontaneous emission rates explains this 
observation (Eq. 5.1). For the nanoparticles on the microheater, we must interpret the sponta-
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neous emission rates Ai in Eq. 5.1 as the rates of spontaneous emission under angles that can be 
collected by our instrumentation. This specification requires no special attention if the emission 
is approximately isotropic, such as in thermometry on the millimeter scale where any photonic 
effects average out. However, nanoscale photonic heterogeneities lead to a locally different ratio 
A2/A1. The constant C of Eq. 5.1 should therefore be multiplied by a correction factor Cp that ac-
counts for the effect of the photonic environment on the emission rates. The readout temperature 
Tp of a nanothermometer with anisotropic emission depends on its actual temperature T as well 
as on this correction factor Cp. This yields a temperature error of (Eqs. A5.1–A5.4):

ΔT = T − Tp = T − ΔE
ΔE/T + kB ln(Cp)

.                                           (5.2)

Higher actual temperatures thus lead to an increase of ∆T for Cp < 1, which matches the trend in 
Fig. 5.5d. We further confirm this by fitting the experimental ∆T values to Eq. 5.2. This gives us 
a method to correct for the systematic deviation in measured temperatures on the microheater. 

This second correction starts with the determination of Cp for each location on the microheater. 
Here, we assume that the temperature distribution is homogeneous for the map recorded at a 
set-temperature of 303 K (Figs. 5.4b and A5.8). For every pixel, Cp is then the only unknown in 
Eq. 5.2, which makes it possible to construct a map of Cp values. In this case, this ‘calibration-free’ 
procedure is necessary to correct for the position-dependent photonic effects. We find values 
around 0.95 on the spiral, while Cp is around 1 off the spiral. Indeed, the photonic effects on A2/A1 
are expected to be subtle as the 2H11/2 and 4S3/2 emissions have nearly the same wavelength. To 
correct the maps at elevated temperatures we plug these values and the readout temperatures off 
the spiral into Eq. 5.2 to obtain the actual temperatures. The average temperature in the center 
of the heating spiral was lower at elevated set temperatures, up to approximately 10 K at 523 K. 
We attribute this deviation to a temperature gradient through the layer of nanothermometers, 
leading to a lower temperature near the nanothermometer–air interface than on the surface of 
the microheater. A potential origin of this gradient is the poor thermal conductivity of the nano-
thermometer layer compared to Si particles that were used for calibration of the microheater.147 
A thinner layer of nanothermometers would reduce this gradient, but resulted in incomplete co-
verage of the microheater and it thereby complicated the analysis of the temperature homogeneity. 
To correct for the photonic artefact, we use the readout temperature in the center of the heating 
spiral as input for the physical temperature in Eq. 5.2. After correction (Fig. 5.5e), the microheater 
shows a homogeneous temperature distribution at elevated set temperatures, which matches the 
simulations presented in Fig. 5.1c. This clearly demonstrates the effectiveness of our correction 
procedure in removing temperature artefacts due to the photonic environment.

Finally, we use the fully corrected temperature maps to study the temperature homogen-
eity of the microheater. Fig. 5.6 shows horizontal traces through the center of these maps. The 
temperature is nearly constant in the center of these traces, followed by a decrease at the edges. We 
compare this with temperature profiles simulated using the finite element model (Fig. 5.1c). As in-
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Figure 5.6. Mapping elevated temperatures. 
The dots show the average of seven horizon-
tal line traces through the center of the tem-
perature maps at elevated temperatures. The 
lines represent the temperature profiles as 
simulated using the finite element model.
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put for the simulation, we use the measured temperature at the center of the fully corrected maps. 
The simulated temperature profiles (lines) show an excellent match with the experimental traces 
(dots). We determine the standard deviation of the temperature in the center to quantify the accu-
racy of this thermometry method and find values of 1 K at 323 K increasing to only 4 K at 513 K. 
This confirms both the reliability of finite element analysis as design tool and the strength of our 
temperature mapping technique as a characterization tool, achieving a high accuracy and a spatial 
resolution of ~1 μm. This makes nanothermometry using confocal luminescence spectroscopy a 
promising method to map temperature profiles in other fields such as biology34 and catalysis,148 

where temperature variations are important but hard to monitor with conventional methods. 

5.3 Conclusions

We have mapped the luminescence of upconversion nanoparticles and designed an analysis 
procedure to accurately measure the temperature profile of a MEMS-based microheater. To en-
sure high temperature accuracy it is crucial to correct each emission spectrum for complications 
that are inherent to luminescence nanothermometry (but often ignored): additional emission 
lines at high excitation intensity and spectral variations induced by the photonic environment of 
the nanoparticles. A reliable correction procedure was developed and enabled the experimental 
assessment of the temperature homogeneity at the surface of the microheater. The combination of 
luminescence thermometry and confocal microscopy not only allows for temperature mapping of 
this specific microheater, but can also be applied to visualize temperature variations with micro-
meter resolution and superior accuracy up to high temperatures in many other fields. This makes 
our thermometry technique a valuable new tool in characterizing temperature distributions on 
the micrometer scale, which becomes increasingly important with the ongoing trend towards 
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further miniaturization of devices.

5.4 Methods

Sample preparation. The synthesis procedure of Geitenbeek et al. was used to obtain multiple 
batches of NaYF4:Er3+(2%),Yb3+(18%) nanoparticles dispersed in cyclohexane.43 Deposition of the 
nanoparticles was achieved by drop casting on the microheater (Wildfire Nano-Chips, commer-
cially available from DENSsolutions). The thickness of the dried nanoparticle layer (a few micro-
meter) was estimated using the concentration of the nanoparticle dispersion. Microcrystalline 
NaYF4:Er3+(2%),Yb3+(18%) was obtained following the procedure of Kramer et al.67

Spectroscopy experiments. The particle size and morphology were investigated with a FEI 
Tecnai 12 transmission electron microscope operating at 120 keV. Samples were prepared by 
drying the diluted nanoparticle dispersion onto carbon-coated copper grids. The luminescence of 
the dried nanoparticle layer was mapped using a Nikon TE2000-S inverted microscope fitted with 
a C1si confocal scanner.149 A 980 nm laser diode was connected to the confocal scanner-head 
via a single-mode fiber. The laser light was reflected by a 680 nm short-pass dichroic mirror and 
focused on the nanoparticle layer using a 10× CFI Plan Fluor (NA = 0.3) air objective or a 40× 
CFI S Plan Fluor ELWD (NA = 0.6) air objective. The luminescence was directed back into the 
confocal scanner head via the same objective, passed through the dichroic, coupled into a 50 µm 
multi-mode fiber, passed through a 680 nm shortpass filter, dispersed by an equilateral SF10-glass 
prism (Linos) and finally detected using a back illuminated CDD (Princeton Instruments, 
NTE/CCD-1340). All maps were obtained with a pixel dwell time of 100 ms. For the calibration 
of the luminescence a powder of dried nanoparticles was heated with a Linkam THMS600 micro-
scope stage. Selective excitation of the microcrystalline NaYF4:Er3+(2%),Yb3+(18%) sample with 
404 and 448 nm light was achieved with an Edinburgh Instruments FLS920 spectrofluorometer 
equipped with TMS300 monochromators, a R928 photomultiplier tube, and a Xe lamp (450 W). 
The reflection measurements were performed on a Nikon Ti-U inverted microscope. The micro-
heater was illuminated in wide-field with a broad-spectrum LED (Lumencor Sola) through a 40× 
Nikon CFI Plan Fluor (NA = 0.75) air objective. The reflected light was collected through the 
same objective and collimated outside of the microscope using a relay lens system. The light was 
focused on a mechanical slit at the entrance of a spectrometer Andor Kymera 193i and dispersed 
with a 150 lines/mm grating on an Andor iXon EMCCD.

Simulation. Finite Element simulations were carried out using COMSOL Multiphysics. 
The electric currents and heat transfer modules were two-way coupled to include the 
temperature-dependent resistivity. The model assumes a vacuum environment. Convective heat 
transfer through air is not taken into account, but radiation is included. The validity of the model 
was shown in our previous work.141



Mapping elevated temperatures with micrometer resolution

97

ΔE = 741 / cm−1

500 525 550 575
Wavelength / nm

In
te

ns
ity

 / 
no

rm
.

c
Nanoparticles (corrected)

2.0 2.5 3.0 3.5
1000/T /K−1

ln
(I 2

 /I
1)

d

1.5
−2.0

−1.0

0.0

1.0

500 525 550 575
Wavelength / nm

In
te

ns
ity

 / 
no

rm
.

b
Microcrystals

500 525 550 575
Wavelength / nm

In
te

ns
ity

 / 
no

rm
.

a

303

573

T / K

Nanoparticles 

Figure A5.1. (a) Copy of Fig. 5.2c : Upconversion luminescence of NaYF4:Er3+(2%),Yb3+(18%) nanoparticles 
upon 980 nm excitation measured at various temperatures and an excitation intensity of 1.0 kW cm−2. (b) 
Same as in (a) but for microcrystalline NaYF4:Er3+(2%),Yb3+(18%) and an excitation intensity of 0.3 kW cm−2. 
(c) Same as in (a), but each spectrum is corrected for the 2H9/2 emission via the procedure that is depicted 
in Fig. 5.3d using the spectra in (b). (d) The logarithm of the ratio between the integrated intensities from 
(c) versus the reciprocal temperature (black dots). The integration boundaries for the 2H11/2 and 4S3/2 
emissions are 510–530 nm and 537–560 nm, respectively. The green line is a fit of the experimental ratios 
to the Boltzmann model of Eq. 5.1. The ∆E value obtained from the fit is slightly lower compared to the 
fit of the uncorrected data. We can explain this difference with temperature-dependent multi-phonon 
relaxation from 2H9/2. Faster multi-phonon relaxation at higher temperatures reduces the contribution 
of the 2H9/2 emission (overlapping with 4S3/2) giving an apparent faster decrease of the relative intensity 
of the 4S3/2 emission, which translates into a higher ∆E than the actual ∆E determined from the spectra 
after correction.

Temperature-dependence of the upconversion luminescence.

5.5 Appendix
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Excitation-intensity dependence of the upconversion luminescence.

Figure A5.2. Peak intensities of the 2H11/2, 4S3/2, and 2H9/2 emissi-
ons for various excitation intensities determined at 527 nm, 540 
nm, and 550 nm, respectively.

Possible applications of the temperature-mapping technique.

Figure A5.3. (a) Photograph of the set-up that was used for measurements at reduced pressure 
(10−5 mbar). The set-up consists of two metal tubes attached to a vacuum chamber containing a trans-
parent window. One end of the metal tube is connected to a vacuum pump, while a microheater loaded 
into an electron-microscopy holder is inserted through the other end. The distance between the window 
and the microheater is large (more than 5 mm). This demonstrates the need for long-working distance 
objectives in some applications, inevitably leading to a lower NA. (b) Map of the integrated green lumi-
nescence from a microheater coated with upconversion nanoparticles at a set temperature of 373 K 
and a pressure of 10−5 mbar. The intensity of the 980 nm excitation light was 1.0 kW cm−2. The scale bar 
represents 50 μm. (c) Same as in (b) but recorded with smaller a field-of-view, higher pixel density, and 
at a set temperature of 523 K. The scale bar represents 10 μm.
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Figure A5.4. Temperature map of the microheater at a set temperature of 303 K (same data as Fig. 5.4b). 
The integration ranges of the 4S3/2 emission are 537–560 nm for (a) and (c) and 537–539 for (b). The data 
of panel (c) was corrected for multi-photon upconversion. The scale bars represent 50 μm
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Mapping temperature at different excitation intensities.

Figure A5.5. (a) Map of the integrated green luminescence from a microheater coated with upconver-
sion nanoparticles, recorded at an excitation intensity of 1.0 kW cm−2 and a set temperature of 303 K 
measured in ambient atmosphere. The scale bar represents 50 μm. (b) Converting the ratio of the emis-
sion peaks using the calibration of Fig. A5.1d yields a temperature map. Notably, the readout tempe-
rature on the heating spiral is higher than on the membrane, while Fig. 5.4b and Fig. A5.4 showed the 
opposite trend. We attribute this to a subtle difference in the thickness of the membrane that covers the 
microheater. (c) Average temperature on and off the heating spiral for various intensities of the 980 nm 
laser. The average temperature was determined from the pixels inside the black rectangles in (b).

Temperature maps corresponding to the histograms of Fig. 5.5b.
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Figure A5.6. Temperature map of 
the microheater at room tempera-
ture recorded with (a) a 10× objec-
tive (NA = 0.3) and (b) a 40× objec-
tive (NA = 0.6), both measured in 
ambient atmosphere. The intensity 
of the 980 nm excitation light was 
1.0 kW cm−2. The scale bars repre-
sent 50 μm.

On spiral
Off spiral

500 525 550 575
Wavelength / nm

I re
fle

ct
ed

 / 
10

4  c
ou

nt
s

1.0

0.0

0.5

Non-normalized reflectivity.

Figure A5.7. Non-normalized intensity of the reflected light from 
a halogen lamp that illuminated a location on and off the spiral of 
a bare microheater.
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Figure A5.8. Horizontal line trace through the center of Fig. 5.4b. 
The measured temperatures in the center and on the sides of the 
heater are approximately similar, which enables determination of 
Cp for every pixel using the map in Fig. 5.4b.

Temperature profile at a set temperature of 303 K.
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The photonic correction factor. For a nanoparticle that experiences a different photonic en-
vironment than during the calibration, Eq. 5.1 is written as:

I2
I1

= CCp exp(−
ΔE
kBTp

) .                                                       (A5.1)

Here, C is obtained with the calibration and Cp is a correction term that accounts for a variation 
in collection efficiencies of the two emission lines due to the photonic environment. We can 
re-arrange the above equation to find an expression for Tp.

Tp = − ΔE/kB
ln(I2/I1) − ln(CCp)

.                                                 (A5.2)

From Eq. 5.1 we know that

ln(I2/I1) − ln(C) = −ΔE/kBT,                                                (A5.3)

and therefore

Tp = − ΔE
kB(−ΔE/kBT) − kB ln(Cp)

= ΔE
ΔE/T + kB ln(Cp)

.                          (A5.4)
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Chapter 6

Enormous photonic artifacts in 
luminescence nanothermometry

Abstract

In this Chapter, we experimentally demonstrate enormous systematic errors for luminescence 
thermometry in nanostructured environments. We place lanthanide-based luminescent nano-
thermometers at controlled distances up to 600 nm from a Au surface. Although this geometry 
supports no absorption nor scattering resonances, distortion of the emission spectra of the ther-
mometers due to the modified density of optical states results in temperature readout errors of up 
to 100 K. Our simple analytical model explains the effects of thermometer emission frequencies, 
experimental equipment, and sample properties on the magnitude of the errors and inspires stra-
tegies to correct for them.

Based on:
T.P. van Swieten, S.J.W. Vonk, A. Cocina and F.T. Rabouw, Enormous photonic artifacts in lumi-
nescence nanothermometry, submitted
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6.1 Introduction

The emission of nanocrystals is often sensitive to temperature, which makes them ideal as re-
mote thermometers. Recent applications in physics, chemistry, and biology exploit this to measure 
heat generation and thermal diffusion, for instance, during laser absorption in nanoplasmonics or 
exposure of living cells to photothermal therapy.34,147,150 In most cases, the temperature is extrac-
ted from the emission spectrum of semiconductor, noble metal, or lanthanide-doped nanocrys-
tals.151 However, the community has recently come to realize that the recorded emission spectrum 
may be distorted by wavelength-dependent transmission by the sample or wavelength-dependent 
self-absorption by the thermometer material.31,33,152

More generally, the effect of the local density of optical states (LDOS) on luminescence 
thermometry has not yet been investigated. This is somewhat surprising, as the entire field of 
nanophotonics revolves around modulating light–matter interaction using the LDOS. For 
instance, photonic structures that guide, reflect, or scatter light, shape the LDOS at the position 
of an emitter and thereby steer spontaneous emission in certain directions.21,153,154 The strongest 
light–matter interactions are achieved with structures that have a resonant response at the elec-
tromagnetic frequency of interest. For instance, cavities enable strong localization of light and 
antennas direct light of specific wavelengths.155–157 Many sensing methods, including surface-en-
hanced Raman scattering and cavity-based immunoassays, rely on these resonances to improve 
the signal-to-noise ratio and measure small amounts of analyte molecules.158–160 Placing an emit-
ter or scatterer in the hotspot of a resonant photonic structure also modifies its output spectrum. 
This modification is intentional in some cases, such as for the suppression of phonon sidebands 
in the nitrogen-vacancy emission of diamond, but can also be an undesired distortion.161,162 Lin 
et al. recently demonstrated how to correct for photonic distortions in plasmon-enhanced Raman 
scattering using the background fluorescence of plasmonic particles.159 One should expect any 
inhomogeneous optical environment, i.e. a sample containing materials with different refractive 
indices, to feature a wavelength- and position-dependent LDOS that affects the signal from an 
embedded sensor. Indeed, our recent temperature-sensing experiments on a nonresonant mi-
croelectronic heater have shown temperature readout errors of more than 10 K (Chapter 5).35 The 
potential impact of an inhomogeneous optical environment on sensing is often however neglec-
ted.30,152,163–166

This Chapter studies luminescent nanothermometers in different optical environments and 
quantifies photonic artifacts in the temperature readout. Specifically, we place a monolayer of 
Er3+- and Ho3+-doped nanocrystals at controlled distances from a planar Au mirror. This creates 
an open nonresonant geometry with no absorbing material between the nanothermometers and 
the detector, but the LDOS experienced by the emitters varies. The recorded emission spectra, 
from which the temperature is determined, depends strongly on the distance from the Au. This 
leads to errors in the temperature readout of up to 100 K using the Er3+-based thermometer and 
up to 250 K using the Ho3+-based thermometer, at a constant set temperature of 373 K. A simple 
self-interference model reproduces the experiment and explains the difference in readout error 
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between Er3+ and Ho3+ from the energy separation of their emission lines. The model further 
shows how the magnitude of the errors depend on the thermometer sensitivity, the numerical 
aperture (NA) of the microscope objective used, and on the sample properties. These insights can 
guide the optimized selection of the luminescent probe and the experimental setup to minimize 
photonic artifacts in luminescence thermometry and other optical sensing methods.

6.2 Results

We prepared lanthanide-doped colloidal nanocrystals as thermally and photo-stable sources 
of temperature-sensitive emission. The nanocrystals consist of crystalline NaYF4, in which a frac-
tion of the Y3+ ions is substituted by either 2% Er3+ and 18% Yb3+ or by 13.1% Ho3+ (Fig. A6.1). 
Fluoride-based materials are a popular choice due to their low vibrational energy, resulting in slow 
nonradiative relaxation and therefore high luminescence quantum yields.143 In the Er3+-doped 
nanocrystals, the luminescence is generated via an upconversion mechanism, where the Yb3+ ions 
transfer multiple 980-nm excitations to nearby Er3+ ions populating states that emit in the visible 
(Fig. 6.1a). The emission spectra of the nanocrystals in homogeneous optical environment show 
green emissions at 520 nm and 540 nm, which are due to radiative decay from the excited 2H11/2 

Figure 6.1. (a) Energy level 
diagram of Er3+ with the relevant 
emissions as colored arrows. (b) 
Luminescence spectrum of the 
NaYF4:Er3+(2%),Yb3+(18%) nano-
crystals excited at 980 nm in 
homogeneous environment. At 
elevated temperature, the rela-
tive intensity of the 2H11/2 → 4I15/2 
emission increases. (c) Same as 
in (a) but for Ho3+. (d) Same expe-
rimental procedure as in (b), but 
for the NaYF4:Ho3+(13.1%) nano-
crystals excited at 445 nm. The 
blue and green emission lines 
are magnified by a factor 5. At 
elevated temperature, the red-to-
green ratio decreases. (e) Sche-
matic illustration of the substrate 
with controlled photonic environ-
ment. The ramped alumina spa-
cer (Al2O3) systematically varies 
the distance between the Au mir-
ror and a sub-monolayer of nano-
crystals doped with lanthanide 
ions (Ln3+).
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and 4S3/2 states, respectively (Fig. 6.1b). Boltzmann-type coupling between these states changes 
the luminescence intensity ratio (LIR) with temperature, making it a useful measure for tempe-
rature. We excite the Ho3+-doped nanocrystals with 445-nm light to obtain blue, green, and red 
emissions (Figs 6.1c–6.1d). The luminescence intensity ratio between green emission from the 
5S2 state and red emission from the 5F5 and 5F3 states is determined by the competition between 
temperature-sensitive multi-phonon relaxation and temperature-independent Förster resonance 
energy-transfer.77 We calibrate the thermal response of the Er3+ and Ho3+ luminescence in homo-
geneous optical environment using an external temperature controller (Fig. A6.2).

We deposited the lanthanide-doped nanocrystals on a Au mirror that is covered by an alumina 
spacer of variable thickness to create a continuous range of emitter–mirror distances (Figs. 6.1e 
and A6.3). The sputter-coated alumina spacer has a thickness increasing from 0 to 600 nm over 
a distance of 7 mm167 and is covered with a monolayer of nanocrystals by spin-coating a dilute 
dispersion. A 40× air objective (NA = 0.75) was used to focus the excitation light and collect the 
luminescence of the nanocrystals at several locations on the substrate, corresponding to 10–15 
nm steps in the emitter–mirror distance. The substrate was loaded on a heating stage for the 
measurements at controlled elevated temperatures.

Figs. 6.2a–6.2b compare the Er3+ emission spectra recorded from nanothermometers at room 
temperature and placed at two distances d from the planar Au mirror. Clearly, the spectra are dif-
ferent from each other and from the room-temperature emission spectrum of nanothermometers 
in a homogeneous environment (dashed lines; reproduced from Fig. 6.1b). The luminescence 
intensity ratio 2H11/2/4S3/2 is higher at d = 310 nm (Fig. 6.2a) resembling a temperature higher than 
room temperature, and lower at d = 450 nm (Fig. 6.2b) resembling a lower temperature.

The distortions in the recorded spectra can be understood in terms of the LDOS at the lo-
cation of the nanothermometers. We model the Er3+ ions as sources of isotropic electric-di-
pole emission in a planar-mirror geometry with an alumina spacer of variable thickness d 
(Eqs. A6.1–A6.10).20,168–170 In the nanocrystals of this study, the excited-state dynamics that po-
pulate the emitting excited states are much faster than radiative decay, which makes the relative 
populations of these states almost independent of the optical environment.29,77 Hence, the photon 
emission rate into direction Ω is directly proportional to the differential LDOS dρ/dΩ—i.e. the 
density of states propagating into direction Ω—at the relevant photon energy. Fig. 6.2c presents 
calculated emission patterns for the green emissions of Er3+. The patterns overlap differently with 
the range of collection angles, that is the NA, of our microscope objective (yellow cone). We define 
the density of photon modes within this range as the collected LDOS,

ρcol(d,ω) = ∫
col

∂ρ
∂Ω

dΩ,                                                       (6.1)

where the integration runs over the NA of our microscope objective. We then predict the re-
corded luminescence spectrum I(d,ω) at distance d from the Au mirror by scaling the reference 
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Figure 6.2. (a) Luminescence of the Er3+-doped nanocrystals at an emitter–mirror distance of d = 310 nm, 
recorded using focused 980-nm excitation. The dashed line is the reference spectrum recorded from a 
homogeneous environment. (b) Same as in (a) but for d = 450 nm. (c) Calculated radiation patterns of 
emissions at 520 nm (dark green) and 540 nm (light green), for d = 310 nm (top) and d = 450 nm (bottom). 
The objective collects the fraction of the pattern that is within the NA (yellow area). (d) Experimental 
ratios between the 2H11/2 and 4S3/2 intensities, integrated between 519–537 nm and 537–544 nm, res-
pectively, as a function of d (blue dots). Solid lines: intensity ratios calculated from the collected LDOS 
averaged over the emission lines (Eqs. A6.1–A6.10). Blue square at d = ∞: intensity ratio in homogeneous 
environment. Dashed: intensity ratio calculated using our simplified model (Eq. A6.17). The bars at d = ∞ 
are the maximum distortions encountered in the experiments. (e) Experimental readout temperatures 
of the Er3+-doped nanocrystals as a function of d measured at set temperatures of 298 K (blue dots), 
323 K (orange dots), and 373 K (red dots). The colored solid lines are the readout temperatures calculated 
using the collected LDOS and the calibration based on the Boltzmann model.

spectrum of emitters in homogeneous optical environment I(∞,ω) with the calculated collected 
LDOS:

I(d,ω) = I(∞,ω)ρcol(d,ω).                                                    (6.2)

This expression holds only approximately if the LDOS affects feeding of the emitting levels 
(Eqs. A6.1–A6.5).

Fig. 6.2d shows the experimental intensity ratios between the two green Er3+ emission lines 
as a function of the emitter–mirror distance d, obtained by integrating the experimental spectra. 
The intensity ratio oscillates with d and the amplitude increases as a function of d. Qualitati-
vely, this is explained by the collected LDOS at the individual emission energies that oscillate 
with slightly different periodicities, producing a beating wave for the recorded intensity ratio. We 
convert the ratios to readout temperatures using the calibration based on the Boltzmann model 
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(Figs. 6.2e and A6.2a). Readout errors are as large as 50 K when the substrate is at room tempera-
ture. Heating the substrate to 373 K increases the errors to up to 100 K as a result of the reduced 
sensitivity of Boltzmann thermometers at elevated temperatures (Eq. A6.31). The calculated in-
tensity ratios based on Eq. 6.2 (solid line in Fig. 6.2d) match the experimental ratios. Converting 
them to expected readout temperatures using the calibration (solid lines in Fig. 6.2e) reproduces 
the experimental temperature errors. Our analysis thus demonstrates how the LDOS in a nonre-
sonant optical environment can distort the emission spectrum of nanothermometers, translating 
into significant errors in temperature readout.

To investigate the impact of the emission energies we measure the luminescence of Ho3+-doped 
nanocrystals on the ramped reflector. Compared to Er3+, the energy difference between the tem-
perature-sensitive emission lines of Ho3+ is larger by a factor seven. Figs. 6.3a–6.3b show that this 
causes a stronger modification of the emission spectrum. The radiation patterns presented in 
Fig. 6.3c further illustrate how the completely different collection of the green and red emissions 
distorts the spectrum. Consequently, the experimental red-to-green intensity ratios heavily oscil-
late with emitter–mirror distance (Fig. 6.3d; note the logarithmic y-scale). Translating the ratios to 
temperatures produces readout errors of more than 250 K (Fig. 6.3e and Fig. A6.2b). Remarkably, 
readout is impossible at the minima of the oscillations, because here the recorded intensity ratio is 
lower than possible in a homogeneous environment at any temperature. Conveniently, the green-
to-green ratio of Er3+ and the red-to-green ratio of Ho3+ have a similar sensitivity to temperature.77 
This allows us to identify the energy of the two emission lines as one of the key parameters that 
determines the photonic distortions.

What is the relevance of our experiments for luminescence (nano)thermometry in applications? 
The large errors we found, in excess of 10% in absolute temperature, are unacceptable in most cases. 
Similar errors may be encountered for relevant samples with highly reflective interfaces, such as 
microelectronic devices. Smaller errors may be expected for dielectric or biological samples with 
lower reflectivities. To predict the magnitude of photonic distortions in different sample environ-
ments we consider the following simple geometry: a source of isotropic electric-dipole emission 
in a homogeneous medium at a distance d from an interface with reflectivity R that is independent 
of polarization, incidence angle, or energy of the emission (Eqs. A6.11–A6.18). Considering a mi-
croscope objective collecting all emission, the ratio of the collected LDOS at two emission lines 
with energy difference ∆ω and average energy ω

1

 is

ρ2
ρ1

≈ 1 + c
ωd

2
√
R

1 + R
sin(Δωd/c) cos(2ωd/c),                                      (6.3)

where c is the speed of light. As a function of d, the ratio behaves as a beating wave with enve-
lope periodicity ∆ω and carrier-wave periodicity 2ω

1

. Eq. 6.3 can be adapted slightly to account 
for a finite NA in the experiment (Eq. A6.17). Figs. 6.2d and 6.3d compare the experimental 
luminescence intensity ratios (dots) with the ratios of our simplified model (dashed lines), which 
gives approximately matching maximum distortions. We therefore use this model to estimate the 
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Figure 6.3. (a) Luminescence of the Ho3+-doped nanocrystals at an emitter–mirror distance of d = 400 
nm, recorded using focused 445-nm excitation. (b) Same as in (a) but for d = 450 nm. The dashed line is 
the reference spectrum recorded from a homogeneous environment. (c) Calculated radiation patterns of 
emissions at 535 nm (green) and 650 nm (red), for d = 400 nm, (top) and d = 450 nm (bottom). The objec-
tive collects the fraction of the pattern that is within the NA (yellow area). (d) Experimental ratios of the 
red-to-green intensities, integrated between 632–670 nm and 532–560 nm, respectively, as a function of 
d (blue dots). Solid lines: intensity ratio as a function of d calculated using the collected LDOS averaged 
over the emission lines (Eqs. A6.1–A6.10). Blue square at d = ∞: intensity ratio in a homogeneous environ-
ment (d = ∞). Dashed line: approximate intensity ratio using a simplified model (Eq. A6.17). The bars at 
d = ∞ represent the maximum distortions found experimentally. (e) Experimental readout temperatures 
of the Ho3+-doped nanocrystals for various emitter–mirror distances measured at set temperatures of 
298 K (blue dots), 323 K (orange dots), and 373 K (red dots). Solid lines: readout temperatures calculated 
using the collected LDOS and the shell model for a Ho3+ concentration of 13.1%.

maximum errors in temperature readout near an interface with arbitrary reflectivity R:

ΔTmax ≈
1
Sr

Δω
ω

2
√
R

1 + R
1 + cos3θm
1 − cosθm

.                                                (6.4)

Here Sr is the relative sensitivity of the thermometer and θm is the highest collection angle 
of the microscope objective. The weak dependence of ∆Tmax on interface reflectivity, due to the 
factor 2

√
R/(1 + R) in Eq. 6.4, indicates that photonic artifacts are important even for samples 

with minor refractive-index contrasts. For example, thermometry in biological samples near a 
water–glass interface (R = 0.004) would show maximum readout errors as large as 12% of those we 
found here near a mirror (R ≈ 1).171 Eq. 6.4 further shows that thermometers with high ∆ω/ω

1

 are 



Chapter 6

110

particularly vulnerable to photonic artifacts. Infrared-emitting thermometers with small ω

1

, which 
are the preferred choice in biological systems because of the large penetration depth of near-infra-
red light,33,152,172 may thus not be the ideal choice when it comes to minimizing photonic artifacts. 
Our model predicts lower readout errors if a high-NA microscope objective (θm) collects the 
luminescence. Careful selection of the thermometer and the experimental equipment could thus 
minimize the distortions that are inherently induced by reflective interfaces in the sample.

Other practically relevant samples could contain metallic or dielectric scattering particles with 
dimensions on the nano- to micrometer scale instead flat reflective surfaces.151 If the two emission 
lines of the thermometer have a different overlap with the frequency-dependent polarizability of 
the particle, scattering can distort the recorded intensity ratio and therefore cause readout errors. 
To further understand this we consider an electric-dipole emitter on the surface of a particle with 
a polarizability that is given by the Lorentz oscillator model (Eqs. A6.19–A6.28). We find that a 
strongly polarizable particle with a resonance close to the emission energies also causes tempera-
ture errors scaling linearly with ∆ω/ω

1

, similar to a reflective interface. Fig. 6.4 plots the predicted 
maximum readout errors for the three discussed samples geometries. This highlights that various 
photonic structures encountered in thermometry experiments can cause errors of at least a few 
kelvin.

6.3 Discussion and conclusions

Our experimental observations and theoretical derivations show that photonic distortions in 
the spectrum of luminescent thermometers have serious implications for the accuracy of tem-
perature measurements. These effects can be minimized by tuning the emission energies of the 
thermometer to low ∆ω/ω

1

 values or by collecting the luminescence with a high-NA microscope 
objective (Eqs. 6.3–6.4). However, even with an optimized experimental design the errors in 
temperature readout inevitably amount to a few kelvin (Fig. 6.4). A simple solution would be to 
quantify the frequency-dependent collected LDOS inside the sample environment, for instance 
with a reference measurement at room temperature, and use this to correct the recorded spec-
trum.35 However, this solution would work only in static samples, because changes in the opti-
cal environment during the actual experiment would otherwise affect the LDOS dynamically. A 
strategy applicable to dynamic samples is the acquisition of real-time information of the LDOS 
at the position of the thermometer, as Lin et al. previously demonstrated for plasmon-enhanced 
Raman spectroscopy.159 Applied to luminescence thermometry, this would require embedding a 
reference emitter with a broad and temperature-insensitive emission spectrum into the sample, 
whose spectrum would provide real-time information on the LDOS during the experiment.151 
Strategies such as these make sample preparation, experiments, and analysis more cumbersome, 
but enhance the accuracy of luminescence thermometry.

Our work highlights the pitfalls of luminescence (nano)thermometry that are induced by in-
homogeneous optical environments, and it provides strategies to minimize them. The conclusions 
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are not only relevant for thermometry but are also important for other optical sensing methods.

6.4 Methods

Sample preparation. A four-inch Si wafer was diced into 1×1 cm2 chips. Each chip was 
cleaned by ultrasonication for 2 minutes in acetone and in isopropylalcohol, and blown dry 
with N2. Then, a layer of 280-nm-thick positive electron-beam resist (Allresist, CSAR AR-P 
6200.09) was spincoated on the chip. Reference marks were etched using electron-beam litho-
graphy. After electron-beam exposure (Vistec Lithography, EBPG 5200+), the resist was deve-
loped (Allresist, AR 600-546) for 1 minute. The marks were etched into Si using a HBr-based 
inductively-coupled-plasma reactive-ion etching procedure. The resist was removed by exposing 
the surface to an oxygen plasma (PVA TePla, GIGAbatch 310M) at 600 W for 5 minutes. Finally, 
the chip was cleaned in a piranha solution, consisting of a 1:1 mix of sulfuric acid (Sigma-Aldrich, 
95.0–97.0%) and hydrogen peroxide (VWR Chemicals, 30%), for 15 minutes.

The silicon substrates were loaded into a thermal evaporator (Kurt J. Lesker, Nano 36). 
Approximately 200 nm of Au (Umicore pellets) was evaporated onto the substrate at a rate of 
1 nm s−1. The sample consisting of a Si substrate coated with Au layer was then transferred to the 
vacuum chamber of a magnetron sputterer (PVD75, Kurt Lesker) and mounted on a four-inch 
rotating holder for deposition of Al2O3. The evaporator chamber was evacuated to a pressure 
below 8×10−6 Torr. A custom-built metallic shadow mask was then mounted on a non-rotating 
support at close distance from the substrate, partially covering the sample from the sputtered 
material. Al2O3 was deposited via reaction of Al sputtered from an Al target (2.00 inch diameter 
× 0.125 inch thick, 99.999% purity, Kurt Lesker) and partial O2 injection in addition to Ar during 
the deposition. The volumetric flow ratio O2/Ar was kept to 20%, which gave an overall Al2O3 

evaporation rate of 7 nm min−1. By rotating the holder with respect to the fixed shadow mask 
during deposition, the area of the sample covered by the mask was gradually decreased such to 
expose fresh Au areas to the material flux. The sample holder was rotated during the deposition 
every 8 minutes by 0.6 degrees for 14 times.

The procedure of Geitenbeek et al. was used to prepare lanthanide-doped nanocrystals.43 A 
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monolayer of nanocrystals was deposited on the ramped reflector by spincoating from a diluted 
dispersion (concentration ~ 5 mg mL−1).

Spectroscopy experiments. All photoluminescence measurements were performed using a 
home-built optical setup based on a Nikon Ti-U inverted microscope body. For the upconversion 
NaYF4:Er3+(2%),Yb3+(18%) nanocrystals, a 980-nm laser (OBIS LX 980 nm) was guided to the 
sample by a 50/50 beamsplitter (Thorlabs, BSW26R) and focused by a 40× Nikon CFI Plan Fluor 
(NA = 0.75) air objective. The 2H11/2 + 4S3/2 → 4I15/2 emission lines were selected using a band-pass 
filter (Chroma, ET535/70M). For the NaYF4:Ho3+(13.1%) nanocrystals, a 445-nm laser (OBIS 
LX 445 nm FC) was guided to the sample by a long-pass dichroic (Semrock, FF01-468/SP-25) in 
combination with a short-pass filter (Semrock, FF01-468/SP-25) to reject the long-wavelength 
tail of the laser line. A long-pass filter (Semrock, BLP01-458R-25) was used to block the reflected 
excitation light.

All lanthanide emission was collected by the same objective and collimated outside of the mi-
croscope using a relay lens system and subsequently focused on a mechanical slit (200 μm) at the 
entrance of an Andor Kymera 193i spectrometer and dispersed with a 150 lines/mm grating blazed 
at 500 nm on an Andor iXon EMCCD. All emission spectra were corrected for the wavelength-de-
pendent collection and detection efficiency using an Ocean Optics HL-3 calibration lamp.

6.5 Appendix

LDOS-dependence of the luminescence intensity ratio. In this work, we characterize the in-
fluence of the photonic environment on the LIR of two emission lines from a luminescence ther-
mometer. We will show that there is a fundamental but subtle difference of the LDOS dependence 
on the LIR for Boltzmann thermometers and energy-transfer thermometers.

We start by considering a Boltzmann thermometer with energy levels A and B. B is higher in 
energy than A by an amount ∆E. If the population exchange between the two levels by phonon 
absorption/emission is much faster than decay from the levels, then their fractional populations 
pA, pB are in a quasi-Boltzmann equilibrium. We approximate in our work that the Er3+-based 
thermometer remains a Boltzmann thermometer in all photonic environments since the LDOS 

a bNaYF4:Yb3+,Er3+ NaYF4:Ho3+

100 nm100 nm

Figure A6.1. (a) Electron-microscopy image of 
NaYF4:Er3+(2%),Yb3+(18%) nanoparticles. The par-
ticles have a diameter of 46.3 ± 3.3 nm (mean 
± standard deviation). (b) Same as (a), but for 
Ho3+-doped nanocrystals with a diameter of 22.4 
± 1.8 nm (mean ± standard deviation). The elec-
tron microscopy images were acquired with a 
Tecnai 20 transmission electron microscope.
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does not boost the radiative decay rate to values comparable with (or faster than) the nonradiative 
coupling rate between the levels. The total photon emission rate ktot,i from level i is then given by

ktot,i(ωi,T) = pi(T)ρtot(ωi)kr,i,                                              (A6.1)

where the rate constant for radiative decay in a homogeneous environment kr,i is distorted by the 
photonic environment via the total LDOS ρtot,i  (normalized to the LDOS in a homogeneous en-
vironment) at the emission frequency ωi.

In an experiment, not all photon modes can be collected by the microscope objective. The 
collected photon emission rate

kcol,i(ωi,T) = pi(T)ρcol(ωi)kr,i                                               (A6.2)

accounts for the experimental collection efficiency ρcol/ρtot at the emission frequency ωi and is 
proportional to the recorded signal strength at frequency ωi. The LIR of a Boltzmann thermome-
ter with two infinitely narrow emission lines equals the ratio of collected photon emission rates 
of the lines:

YBM(T) =
kcol,B(ωB,T)
kcol,A(ωA,T)

= kr,B
kr,A

ρcol(ωB)
ρcol(ωA)

e−ΔE/kBT,                               (A6.3)

which only depends on ρcol at the two emission frequencies, not on ρtot.

Next, we consider an energy-transfer thermometer with energy levels A and B where the po-
pulations are fed from some higher energy level on a time scale comparable to radiative decay 
from A and B. Here, the population of the energy levels is, in general, determined by competition 
between temperature-dependent nonradiative processes, temperature-independent nonradiative 
processes, and LDOS-dependent radiative processes. Following the same derivation as for the 
Boltzmann thermometer, but with LDOS-dependent fractional populations of the energy levels, 
we obtain a general expression for the LIR from a thermometer with infinitely narrow emission 
lines:

YET(T) =
pB[ρtot(ωB)kr,B;T]

pA[ρtot(ωA)kr,A; ρtot(ωB)kr,B;T]
kr,B
kr,A

ρcol(ωB)
ρcol(ωA)

.                        (A6.4)

We describe here that the populations of the levels depend on the total LDOS at the emission fre-
quencies ωA and ωB and the LIR, additionally, on the collected LDOS. However, in the limit that 
radiative processes are slow compared to nonradiative processes, the dependence on total LDOS 
drops out and we can approximate that

YET(T) ≈
pB(T)
pA(T)

kr,B
kr,A

ρcol(ωB)
ρcol(ωA)

.                                               (A6.5)
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Modelling the intensity ratio from a self-interference model. To calculate the luminescence 
intensity ratio of the lanthanide-doped nanoparticles in our experiments, we model our sample 
as a four-layer mirror geometry (Fig. 6.1e). All optical transitions of Er3+ and Ho3+ studied in this 
work are electric-dipole transitions.173 In our model, layer 1 is the central layer containing the 
emitters with constant thickness h, layer 2 is the top semi-infinite layer with dielectric constant ε2, 
layer 3 is the layer below the emitter with variable thickness d and dielectric constant ε3, and layer 
4 is the semi-infinite bottom layer. We assume a fixed distance between the emitters and the top 
layer s12 = h such that the emitters are located on the interface between layers 1 and 3 and the se-
paration between the emitters and interface 3/4 is varied with the thickness d of the spacer layer 3. 
In this geometry, the polarization-averaged LDOS for an electric-dipole transition is given by:168

ρ
ρ0

= ∫
um

0
Im{[(1 + r12s e−2k0

√ε1l1s12)(1 + r134s )
1 − r12s r134s e−2k0

√ε1l1s12

+
(1 + r12p e−2k0

√ε1l1s12)(1 + r134p ) − 2u2(r12p e−2k0
√ε1l1s12 + r134p )

1 − r12p r134p e−2k0
√ε1l1s12

] u
l1
}du,

        (A6.6)

where ρ0 is the radiative transition rate of the nanocrystal in a homogeneous optical environment 
with dielectric constant  ε1, k0 = 2π/λ is the vacuum wave vector, lj = −i

√
εj/ε1 − u2 , and u = k∥/k

the fractional in-plane momentum of electromagnetic radiation. From this expression we can cal-
culate the total LDOS ρtot using um =∞ and the collected LDOS ρtot using um = NA/

√
ε1 , where 

NA is the numerical aperture of the microscope objective. The collected LDOS is dependent on 
the spacer thickness d via the three-layer Fresnel coefficients r134s,p , given by

r134s,p =
r13s,p + r34s,pe−2k0

√ε1l3d

1 + r13s,pr34s,pe−2k0
√ε1l3d

,                                                 (A6.7)

where r13s,p and r34s,p are the Fresnel coefficients for reflection of s-and p-polarized light on the in-
terface between layers 1/3 and 3/4, respectively. The Fresnel coefficient for the interface between 
medium i and j is given in terms of the dielectric constants ε1 and the emission direction u by:

rijs =
li − lj
li + lj

, rijp =
εjli − εilj
εjli + εilj

.                                                   (A6.8)

In our experiments, layer 1 consists of NaYF4 nanoparticles (ε1 = 2.2)169 with fixed thickness 
s12 = h = 20 nm, layer 2 is air with dielectric constant ε2 = 1, layer 3 is an Al2O3 spacer with variable 
thickness d (ε3 = 2.78) and the bottom layer 4 is a reflective Au surface (wavelength-dependent 
dielectric constant ε4 obtained from McPeak et al.170

In a homogeneous optical environment, all lanthanide ions in a nanocrystal have the same 
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emission spectrum. Most emission peaks in the spectrum of a lanthanide are due to a set of tran-
sitions between the excited-state multiplet and the ground-state multiplet. Both multiplets can be 
split by the crystal field of the host lattice, which gives rise to the distinct lineshape of lanthanide 
emission. The splitting of the excited-state multiplet due to the crystal field is typically much 
smaller than the thermal energy, and thermal population exchange is therefore much faster than 
radiative decay. The population distribution within a crystal-field-split multiplet is therefore un-
affected by the total LDOS. The population distribution between different multiplets relevant for 
thermometry may or may not depend on LDOS, as discussed above (Eqs A6.1–A6.5). 

Er3+ used in this work acts as a Boltzmann thermometer and the multiplet populations are 
independent of LDOS. The emission spectrum I(d, ω) collected from nanocrystals at a distance d 
from the reflector is easily calculated from the emission spectrum in a homogeneous environment 
I(∞,ω) and the collected LDOS ρcol(d,ω) (Eq. 6.1). We measured the homogeneous emission 
spectrum I(∞,ω) of a film of nanocrystals embedded between a glass coverslip and PMMA (all 
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Figure A6.2. Calibration of the luminescence thermometers. (a) Intensity ratio of 2H11/2 and 4S3/2 emis-
sion lines (red dots) of the NaYF4:Er3+,Yb3+ nanocrystals in a homogeneous optical environment (film of 
nanocrystals embedded between PMMA and glass coverslip) for set temperatures between 303 K and 
393 K. We fit the data points using the Boltzmann model in homogeneous optical environment (red solid 
line, Eq. 5.1), which yielded ∆E = 81 meV. We use the fitted line to convert the measured intensity ratio Y 
on the ramped reflector to readout temperatures T ' in Fig. 6.2e. (b) Photoluminescence decay curves of 
the blue energy level (445 nm excitation) of Ho3+-doped microcrystalline NaYF4. The Ho3+ concentration in 
the studied samples is 0.1% (dark blue), 5% (blue), and 12 % (light blue). We use a global-fitting procedure 
based on a microscopic cross-relaxation model and find a cross-relaxation constant Cx = 6.9 nm6 ms−1. 
(c) Same as (a), but for the Ho3+-doped nanocrystals. The solid red line is an analytical calculation of the 
red-to-green intensity ratio as a function of temperature using the radiative rates, energy-transfer rates, 
multi-phonon relaxation rates of the energy levels in the visible and a statistical distribution of local-ion 
environments in NaYF4 (doping concentration 13.1%).77 We adapted the cross-relaxation constant of the 
blue energy level (b) to account for a slighter higher intensity ratio Y over the entire temperature range 
for doped NaY1−xHoxF4 (this work) versus NaY0.75−xGd0.25HoxF4. Again, the solid line is used to convert the 
intensity ratio Y measured on the ramped reflector to a readout temperature in Fig. 6.3e. We observe 
that intensity ratios Y > 160 are unphysical since they exceed the highest possible red-to-green ratio in a 
homogeneous optical environment posed by the radiative decay rates and the steady-state populations 
of the emitting levels at zero kelvin.
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refractive indices n ~ 1.5). We then calculate the expected intensity ratio Y between the two emis-
sion lines of the Er3+-based thermometer (Fig. 6.2d) as a function of emitter–mirror separation d 
by integrating Eq. 6.1 over the emission lines:

Y(d) = CR

CG

∫ωR
I(∞,ω)ρcol(d,ω)dω

∫ωG
I(∞,ω)ρcol(d,ω)dω

.                                         (A6.9)

where ωG1 and ωG2 denote the range of emission frequencies corresponding to the two transitions.

For Ho3+, Eq. A6.9 holds only approximately, because Ho3+ is an energy-transfer thermometer 
and the populations of the multiplets emitting green, and red light depend weakly on ρtot. We 
account for this with correction factors CR and CG in the calculation of expected intensity ratio Y 
from the experimental spectrum I(∞,ω) in the homogeneous environment:

Y(d) = CR

CG

∫ωR
I(∞,ω)ρcol(d,ω)dω

∫ωG
I(∞,ω)ρcol(d,ω)dω

.                                      (A6.10)

To calculate CR and CG, we use the full model for the excited-state dynamics of the Ho3+-based 
thermometer,77 but with increased/decreased radiative rates kr,i → ρtot(ωi)kr,i  depending on the 
thermometer–reflector separation d. Here ρtot is calculated at the center emission frequencies of 
the Ho3+ emission lines: {2πc/ωB, 2πc/ωG, 2πc/ωR} = {485, 540, 650} nm. The altered radiative 
decay rates change the photon emission yields from the red- and green-emitting levels by an 
amount CR and CG, respectively. Both correction factors are approximately equal to unity for all 
values of d, so the photonic distortions of the Ho3+ can still be understood conceptionally from 
the simple Eq. 6.1.

Intensity-ratio distortions for emitters near reflective surfaces. Here, we derive a simplified 
model for the photonic artifacts in luminescence thermometry to gain insights into the effects of 
various experimental parameters. 

We consider an isotropic electric-dipole source in a homogeneous medium with dielectric 
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Figure A6.3. Measurements of the Al2O3 ramp on 
the silicon–Au sample using a stylus profilometer 
(DektakXT, Bruker). The distance between the star-
ting position of the profile scan and an engraved 
marking on the sample was measured to determine 
the spacer thickness for all optical measurements at 
different positions.
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constant ε1 with z-coordinate z = d above a reflective 2D interface at z = 0 (Fig. A6.4a). By re-
ciprocity, the electric-field strength of light emitted into direction (θ, φ) is proportional to the 
electric-field strength of a plane wave coming from (θ, φ) on the position of the emitter. This is 
equal to

Ep,s = E0
p,s + rp,s ⊙ E0

p,se
2ikd cosθ,                                              (A6.11)
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Figure A6.4. Intensity-ratio oscillations near an interface. (a) Source of electric-dipole radiation in me-
dium 1 with permittivity ε1 at distance d from an interface with reflectivity R. (b) Collected intensity ratio 
versus emitter–interface separation for two emission lines at 520 nm and 540 nm near a perfect mirror 
(R = 1) for the analytical model (blue line, Eq. A6.17) and the approximation (red line, Eq. A6.18) for a 
numerical aperture NA = 0.75. The dashed lines show the maximum distortion factors κ± calculated with 
reflectivity R = 1, numerical aperture NA = 0.75, and relative frequency difference Δω/ω = 0.038. (c) Same 
as (b), but for a glass–air interface (R = 0.04). The amplitude of the oscillations is approximately 40% of the 
amplitude for the perfect mirror. (d) Maximum distortion factor κ± versus NA = sin θm for two emission 
lines at 520 nm and 540 nm from the analytical model (Eq. A6.17, dots) and the approximation (Eq. A6.18, 
solid lines). (e) Maximum distortion factor κ± for an emission line at 520 nm and a redshifted emission 
line with wavelength difference ∆λ, from numerically optimizing the analytical model (Eq. A6.17, dots) 
and evaluating the approximation (Eq. A6.18, solid lines).
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for s and p-polarized light, where k =
√
ε12π/λ. Here, E0

p,s are electric-field vectors for s/p-polarized 
plane waves coming from (θ, φ), and rp,s takes into account the amplitude and direction of the 
electric field of the reflected plane wave given by

E0
p =

⎛
⎜
⎝

cosθ cosφ
cosθ sinφ

sinθ

⎞
⎟
⎠
,E0

s =
⎛
⎜
⎝

− sinφ
cosφ
0

⎞
⎟
⎠
, rp = rp

⎛
⎜
⎝

1
1
−1

⎞
⎟
⎠
, and rs = rs

⎛
⎜
⎝

1
1
1

⎞
⎟
⎠
.               (A6.12)

We will make the approximation that the Fresnel coefficients are angle- and polarization-indepen-
dent, rs(θ) = rp(θ) = r, and purely real. The emission intensity Itot into a direction (θ, φ), equal to 
the incoherent sum of s- and p-polarized light, is given then by

Itot(θ) =
1
2
(∣Ep∣2 + ∣Es∣2) = 1 + R + 2r(1 − u2) cos (2kd cosθ) ,                  (A6.13)

We can calculate the maximum collected LDOS ρcol,max, achieved in the limit that the microscope 
objective collects all light propagating in the positive z-direction, by integrating the emission in-
tensity Itot over all possible emission angles θ ∈ [0,π/2] into the half-space of the microscope 
objective

ρcol,max = ∫
π/2

0
Itot(θ) sinθdθ ≈ 1 + R + r

kd
sin(2kd),                         (A6.14)

where in the second step we have neglected terms of order kd−2 and higher since these terms do 
not significantly contribute in our experiments (kd > 1 for 540-nm emission and emitter–mirror 
separations > 100 nm). We observe that the maximum collected LDOS has a constant offset and 
term that oscillates with emitter–interface separation d at a frequency 2k. At large kd, the ampli-
tude of the oscillation is small with respect to the constant offset. 

We can account for the finite NA of microscope objectives by integrating Eq. A6.14 over the 
range of emission angles θ ∈ [0, θm] that can be collected. We obtain a modified expression for the 
collected LDOS

ρcol ≈ (1 + R)(1 − cosθm) +
r
kd

[ sin(2kd) − cosθm sin (2kd cosθm) ],            (A6.15)

where again we neglected terms of order kd−2 and higher. We see that ρcol now has two terms that 
oscillate with d at slightly different frequencies 2k and 2k cosθm. At large kd, the amplitude of the 
oscillation is still small with respect to the constant offset. 

To illustrate the effect of reflectivity R, NA, and frequency difference ∆ω on the intensity-ratio 
distortions, we calculate the collected LDOS ratio ρcol,2/ρcol,1 between two emission lines at fre-
quencies ω1 = k1c and ω2 = k2c . We use that, for large values of d, the amplitude of the oscillating 
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terms in ρcol (Eq. A6.15) is much smaller than the constant offset. This allows us to expand 
ρ−1col,1 = [a + f(kd)]−1 = a−1 + a−2f(kd) +O[f(kd)2], where a and f(kd) denote the constant and 
oscillating terms in ρcol,1. We arrive at the expression

ρcol,2
ρcol,1

≈ 1+

c
ωd

2
√
R

1 + R
[cos(2ωd/c) sin(Δωd/c) − cos2 θm cos(2ωd cosθm/c) sin(Δωd cosθm/c)

1 − cosθm
],

       (A6.16)

using sin(2ω1d/c) − sin(2ω2d/c) = 2 cos(2ωd/c) sin[(ω1 − ω2)d/c] to express the sum of sines as 
a beating wave with envelope frequency Δω = ω1 − ω2 and modulation frequency 2ω ≈ ω1 + ω2, 
and similarly for the terms containing cosθm.

The function ρcol,2/ρcol,1 oscillates rapidly with d within an envelop function that varies more 
slowly. We obtain an expression for the envelope of [ρcol,2/ρcol,1]env by setting the value of the two 
rapidly oscillating cosine factors at ± 1:

[
ρcol,2
ρcol,1

]
env

≈ 1 ± c
ωd

2
√
R

1 + R
[ sin(Δωd/c) + cos2 θm sin(Δωd cos θm/c)

1 − cos θm
].           (A6.17)

This slowly oscillating function approaches unity for d→∞, corresponding to an effectively ho-
mogeneous optical environment. The extreme point, deviating maximally from unity, is at d→ 0. 
At this point, we define the maximum possible distortion factor κ±

κ± = 1 ± Δω
ω

2
√
R

1 + R
1 + cos3 θm
1 − cos θm

,                                            (A6.18)

which depends on the relative frequency difference ∆ω, the reflectivity R of the interface, and the 
NA = sinθm of the microscope objective.

To visualize the effect of the reflectivity on the intensity-ratio distortions of the two emission 
lines ρcol,2/ρcol,1, we calculate the distortions as a function of emitter–interface separation for a 
mirror–air (Fig. A6.4b, R = 1) and a glass–air interface (Fig. A6.4c, R = 0.04) using a NA = 0.75 
and for emission lines at 2πc/ω2 = 520 nm and 2πc/ω1 = 540 nm (approximately the two emission 
lines of Er3+). We observe that evaluating the full model (blue lines, Eq. A6.15) and the simplified 
model (red lines, Eq. A6.16) give approximately the same collected LDOS ratio as a function of 
emitter–interface separation. Also, the dashed lines in Figs. A6.4b–c show that Eq. A6.18 approxi-
mately gives the maximum distortions of the intensity ratio.

Perhaps surprisingly, we observe that the maximum distortion factor κ± due to a glass–air inter-
face (R = 0.04) is as high as 40% of the distortion factor due to a perfect mirror (R = 1), while 
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Figure A6.5. Intensity-ratio distortions on a polarizable particle. (a) We consider an isotropic emitter in 
medium 1 (ε1) on a polarizable particle with polarizability α and radius R. (b) |α|2 from a simple Lorentz 
oscillator model with resonance wavelength 2πc/ω0 =  500 nm and a damping rate γ of 1014 Hz. For low 
emission frequencies with respect to the resonance frequency ω ≪ ω0, |α|2 is frequency independent 
and photonic artifacts on the emission spectrum of the thermometer of emitter are absent. For high 
emission frequencies compared to the resonance frequency ω ≫ ω0, |α|2 decreases rapidly with fre-
quency ω−4. (c) Maximum distortion factor κ of the luminescence intensity ratio between one emission 
line at 520 nm and one redshifted emission line at 520 nm + Δλ far red-detuned from the particle re-
sonance (dark red line, Eq. A6.26), at the resonance frequency (red line, Eq. A6.27), and blue-detuned 
emission frequencies from the particle resonance (orange line, Eq. A6.28).

the reflectivity R is smaller by a factor 25. This can be understood from Eq. A6.18, which shows 
a weaker than square-root dependence of the distortion factor on R. This highlights that reliable 
temperature readout is difficult, even near interfaces that are barely reflective, such as in biological 
environments. Fig. A6.4d shows the maximum distortion factor κ± as a function of the NA = sinθm 
by numerically optimizing the analytical model ρcol,2/ρcol,1 (dots, Eq. A6.15) and evaluating the 
approximation (solid lines, Eq. A6.18) near a mirror–air interface. The distortions diverge for 
θm → 0, which shows the importance of maximizing the collection angle θm to minimize distorti-
ons. In Fig. A6.4e, we investigated the distortions for one emission line at 520 nm and a redshifted 
emission line 520 nm + ∆λ near a mirror–air interface (NA = 0.75) for the analytical model (dots) 
and the approximation (solid lines). We observe that the maximum distortion factors increase/
decrease approximately linearly with the wavelength shift ∆λ.    

Readout temperature for emitters on a polarizable particle. We consider an isotropic emit-
ter in medium 1 with dielectric constant ε1 directly on a polarizable particle with polarizability 
α and radius a that sits in the origin of the coordinate system (Fig. A6.5a). The emitter is located 
between the objective and the polarizable particle. By reciprocity, the electric-field strength of the 
light emitted by the emitter into direction (θ, φ) is proportional to the electric-field strength of a 
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plane wave coming from the z-direction on position r = a(sin θ cosφ, sin θ sinφ, cos θ)T. Here, we 
model the particle as a polarizable dipole source driven by the plane wave. For x- and y-polarized 
light the total electric field on the position of the emitter is given by

E(x) = E0
(x)e

ikz +
↔

GNF ⋅ (αE0
(x))

E(y) = E0
(y)e

ikz +
↔

GNF ⋅ (αE0
(y))

                                             (A6.19)

where we use the near-field Green's function

↔

GNF =
eika

4πε0ε1a3

⎡⎢⎢⎢⎢⎣
3( r⊗ r

a2
) −

↔

I
⎤⎥⎥⎥⎥⎦

                                           (A6.20)

to calculate the electric-field strength on the position of the emitter in the near field of the po-
larizable particle. Using reciprocity, we calculate the intensity of isotropic emission into (θ, φ) 
by the incoherent sum of x- and y-polarized light intensities on the position of the emitter. The 
maximum collected LDOS ρcol,max is equal to the total intensity integrated over all emission angles 
θ ∈ [0,π/2] into the half-space of the microscope objective:

ρcol,max =
1

2∣E0∣2 ∫
π/2

0
(∣E(x)∣2 + ∣E(y)∣2) sinθ dθ,                             (A6.21)

which can be evaluated analytically to

ρcol,max = 1 + ∣α∣2

8π2ε20ε21a6
−

Re(α)
⎡⎢⎢⎢⎢⎣

6ka − (6 + k2a2) sinka
4πε0ε1k3a6

⎤⎥⎥⎥⎥⎦
+ Im(α)

⎡⎢⎢⎢⎢⎣

2(k2a2 − 3) − (6 + k2a2) coska
4πε0ε1k3a6

⎤⎥⎥⎥⎥⎦
.

         (A6.22)

We use a simple Lorentz oscillator model for the frequency-dependence of polarizability α of 
a particle with resonance frequency ω0:

α = α0
(ω2 − ω2

0) + iγω
,                                                     (A6.23)

where γ is the damping rate and α0 is a prefactor. Fig. A6.5b shows |α|2 for resonance wave-
length 2πc/ω0 = 500 nm  and γ = 1014 Hz. We consider the limit of strong polarizability 
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α ≫ 4πε0R3, where the |α|2 term of Eq. A6.24 dominates. In this limit, the maximum distortion 
factor κ = [ρcol,max,2/ρcol,max,1]max can be simplified for two emission lines of the thermometer 
centered around ω

1

, at ω1,2 = ω(1 ± Δ/2) with relative frequency difference Δ = Δω/ω to

κ(ω) = ∣α[ω(1 + Δ/2)]∣2

∣α[ω(1 − Δ/2)]∣2
.                                                (A6.24)

To investigate the dependence of the maximum distortion factor κ on the relative frequency 
difference ∆, we expand Eq. A6.24 around ∆ = 0 up to first order

κ(ω) = 1 + 2ω
∣α(ω)∣

(d∣α∣
dω

)
ω=ω

Δ +O(Δ2).                                 (A6.25)

For thermometer emission strongly red-detuned from the particle resonance ω ≪ ω0, |α|2 is 
frequency-independent (Fig. A6.5b) and the maximum distortion factor κ is unity (Fig. A6.5c)

lim
ω→0

κ(ω) ≈ 1.                                                          (A6.26)

For two emission lines with average frequency ω

1

 very close to the resonance frequency ω0, we 
find

lim
ω→ω0

κ(ω) ≈ 1 − 2Δω
ω

,                                                   (A6.27)

which gives a linearly increasing/decreasing distortion factor κ as a function of the relative fre-
quency difference  ∆ω/ω

1

 (Fig. A6.5c). Lastly, we investigate the regime where the average emission 
frequency of a thermometer is strongly blue-detuned from the resonance frequency ω ≫ ω0. Here, 
|α|2 scales very strongly with frequency ω−4 (Fig. A6.5b). In this limit, we find a distortion factor

lim
ω→∞

κ(ω) ≈ 1 − 4Δω
ω

,                                                    (A6.28)

which also gives a linearly increasing/decreasing distortion factor κ (Fig. A6.5c), but with a larger 
pre-factor compared to the resonant regime.

Readout errors for an arbitrary intensity-ratio near a reflective surface. We can calculate 
the readout temperature T ′ near a reflector at temperature T with absolute distortion on the in-
tensity ratio Y(κ± − 1). To first order, the readout temperature T ′ is given by

T ′ ≈ T + Y(κ± − 1)dT
dY

.                                                  (A6.29)
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Using the definition of relative sensitivity Sr = Y −1dT/dY , which is a commonly accepted parame-
ter to characterize thermometer performance, and filling in Eq. A6.18, we obtain

ΔTmax ≈
1
Sr

Δω
ω

2
√
R

1 + R
1 + cos3θm
1 − cosθm

                                           (A6.30)

for the maximum temperature error ΔT = T ′ − T  due to photonic effects of a reflective surface. 
We see that the readout temperature differences are minimized by minimizing the relative fre-
quency difference between the emission lines ∆ω/ω

1

 and the reflectivity R of the nearby reflective 
surface, and maximizing the NA (small cosθm). For a Boltzmann thermometer, we can calculate 
the readout error analytically using the expression for the relative sensitivity Sr = ΔE/kBT 2

ΔTmax ≈
kBT2

h̵ω
2
√
R

1 + R
1 + cos3θm
1 − cosθm

.                                          (A6.31)

We observe the quadratic temperature dependence of the temperature error ∆T on the set tempe-
rature T, which explains the larger temperature error of the Boltzmann thermometer in Fig. 6.2 at 
elevated set temperatures.
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Summary and outlook

Materials with temperature-sensitive luminescence are becoming the desired probes for ther-
mometry experiments in many research disciplines. Unlike conventional techniques that rely on 
physical contact between temperature probe and readout instrument, luminescent thermometers 
can be operated remotely, requiring only an excitation source, a light dispersion element, and a 
photodetector. An additional advantage is that modern synthesis procedures can control the size 
of luminescent materials from several micrometers to a few nanometers. Luminescent materials 
are therefore readily inserted into microscopic systems, like living organisms, catalyst particles, 
and electronic devices, and enable temperature measurements with high spatial resolutions. 

As described in Chapter 1, several characteristics of the luminescence can serve as a measure 
for temperature. The luminescence intensity ratio (LIR) between two emission lines is however 
the most popular metric, because it is generally insensitive to sample alignment, excitation in-
tensity, and other experimental parameters. Materials based on trivalent lanthanide ions are ex-
ceptionally suited as ratiometric thermometers due to their narrow emission lines that reduce 
systematic errors caused by spectral overlap of the two relevant emissions. An important metric to 
quantify the performance of ratiometric thermometers is the relative sensitivity, which quantifies 
how strongly the LIR responds to temperature variations. However, the reliability of a thermome-
try experiment not only depends on the relative sensitivity, but also on the signal-to-noise ratio 
in the emission spectrum and on the susceptibility to systematic errors. In this thesis, we have 
investigated the parameters that determine the performance of luminescent thermometers in the 
actual application and, based on our results, propose guidelines to optimize thermometer design. 

In Chapter 2, we have studied how different sources of noise in photon detection experiments 
translate to the uncertainty of temperature readout. We characterized the noise on the recorded 
luminescence signal at various background levels and in different photon counting modes of the 
CCD detector. As expected, the probability distribution of photon detection before conversion 
to photoelectrons follows Poisson statistics, but the detector adds various types of noise, depen-
ding on the settings. Furthermore, background signal introduces additional photon and detection 
noise, which even after background subtraction cannot be removed and increases the tempera-
ture uncertainty. We showed that such experimental factors strongly affect the temperature un-
certainty and the uncertainty is therefore an undesired parameter to compare the performance 
of luminescent thermometers. Instead, we find that the relative sensitivity and the brightness of 
the thermometer are more meaningful figure of merits, because those are intrinsic thermome-
ter properties that are independent of experimental conditions. The relative sensitivity is easily 
measured. However, the brightness is determined by the absorption cross section and the photo-
luminescence quantum yield (at a specific dopant concentration and excitation intensity), which 
are still unknown for most thermometer materials. While the absorption cross section is an inva-
riable material property, the quantum yield heavily relies on the synthesis procedure. Extensive 
work has already optimized the quantum yield of nanocrystals using core-shell structures.56 Simi-
lar strategies would enhance the brightness of existing and new thermometer materials.
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In Chapter 3, we have focused on the design of the most common luminescent thermometer, 
the Boltzmann thermometer, which relies on energy levels in thermal equilibrium. As long as 
thermal equilibrium is established, the LIR follows Boltzmann statistics serving as a convenient 
calibration model. However, the dynamic temperature range of Boltzmann thermometers, in 
which accurate measurements can be performed, is limited. At elevated temperatures, the relative 
sensitivity rapidly decreases with ∆E/kBT 2, which shows that the upper limit of the dynamic range 
is fixed by the energy gap. Therefore, the only way to increase the upper limit is the selection of 
a thermometer with a different energy gap. In contrast, it is possible to reduce the lower limit by 
increasing the nonradiative coupling rates, because this shifts the onset of thermal equilibrium 
to lower temperatures. To investigate how the onset temperature can be reduced we prepared 
a series of microcrystalline Eu3+-doped materials and we studied the luminescence of the 5D0 
and 5D1 levels. Our experimental results reveal that the onset temperature decreases with a lower 
number of required phonons to bridge the energy gap and a shorter lanthanide–ligand distance. 
We additionally showed that selection rules dictate intrinsically low nonradiative coupling rates 
for transitions with magnetic-dipole character compared to those with electric-dipole character. 
These findings are important guidelines for the design of thermometers with wide dynamic tem-
perature ranges.  

A future strategy for the development of thermometers that are suited for both low and high 
temperatures could be directed towards unexplored pairs of thermally coupled levels with elec-
tric-dipole transitions and a wide energy gap. For example, the 2P3/2–2K13/2 pair of Er3+ is an in-
teresting candidate, because the energy gap of ~1300 cm−1 leads to higher sensitivities at elevated 
temperatures and, in addition, the luminescence can be excited via upconversion of infrared or 
visible light.174,175 Alternatively, thermal equilibrium with a third level could be included to ob-
tain higher sensitivities, which was recently demonstrated for the 6P7/2–3/2 levels of Gd3+.176 Other 
strategies could search for materials that do not rely on thermal equilibrium but have a different 
mechanism for temperature-dependent luminescence. This has driven the design of thermo-
meters based on energy-transfer between lanthanide ions that allow for tuning of the sensitivity 
and precision via the dopant concentrations. Materials that are co-doped with Eu3+ and Tb3+ 
are well-known for concentration-dependent thermometer performance, although, for example, 
Tm3+-doped or Nd3+/Yb3+-co-doped materials show similar behavior.54,107,108,110,177,178 The tem-
perature-dependent mechanisms of energy-transfer thermometers are however complex, which 
impedes determination of the optimum dopant concentrations. 

In Chapter 4, we have designed a quantitative model to predict the luminescence of 
energy-transfer thermometers. We applied this model to Ho3+-doped NaYF4 microcrystals with 
temperature-dependent green and red emissions. The working mechanism of this thermometer is 
the competition between temperature-independent cross-relaxation and temperature-dependent 
multi-phonon relaxation. To obtain the input parameters for our model we carefully measured 
the excited-state dynamics of all relevant emissions, which made it possible to determine the 
optimum sensitivity and precision in a wide range of dopant concentrations and temperatures. 
Our model is not only applicable to this Ho3+-based thermometer, but it is also important for the 
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understanding and development of other energy-transfer thermometers.

When luminescent thermometers are used in the actual application, other factors, besides the 
sensitivity and the signal-to-noise ratio, should additionally be considered for reliable tempera-
ture readout. Excitation of the luminescence could, for example, induce heating of the thermo-
meter, which modifies the temperature of the sample.30 Furthermore, background fluorescence or 
blackbody radiation could overlap with the luminescence of the thermometer or the thermometer 
could be vulnarable to wavelength-dependent absorption, scattering or reflection by the medium 
between thermometer and detector.31,33,152 In both cases, the luminescence spectrum is distorted, 
which causes systematic errors in temperature readout.

In Chapter 5, we mapped the temperature of a microheater coated with Er3+/Yb3+-doped 
nanocrystals and demonstrated that thermometry experiments at high spatial resolutions face 
two other types of readout errors. The luminescence of the nanocrystals is generated via upcon-
version of two 980 nm excitations that are transferred from Yb3+ to Er3+ to obtain the typical green 
luminescence. At the high excitation intensities needed for experiments on the microscopic scale, 
the temperature-dependent green luminescence of Er3+ is distorted by an additional emission 
from a higher energy level that is populated via a three-photon upconversion mechanism. This 
introduces a systematic error in temperature readout. We were however able to identify the higher 
excited state and determine the spectral shape using carefully recorded reference spectra. To map 
the temperature distribution on the microheater we acquired the luminescence of the nanocrys-
tals using a confocal microscope and removed the additional emission from each spectrum. Re-
markably, the temperature maps still showed systematic deviations at the metal components of the 
heater that have a higher reflectivity than the support membrane. Using experiments with diffe-
rent microscope objectives, we discovered that these deviations are caused by self-interference of 
the direct and reflected emission. This modifies the wavelength-dependent angular distribution of 
luminescence and creates of photonic artifacts in the temperature maps. In our static sample en-
vironment, a map recorded at known (room) temperature fortunately makes it possible to correct 
for this artifact, but this procedure would no longer work in dynamic samples.

In Chapter 6, we obtained further understanding of these photonic artifacts using substrates 
that provided better control over the optical environment of the thermometers. We fabricated 
Au mirrors coated with an alumina spacer of variable thickness, on which we deposited Er3+/
Yb3+-doped or Ho3+-doped nanocrystals. Both thermometers have temperature-dependent emis-
sions in the visible, but the difference in emission energy is 7 times larger for Ho3+. We observed 
a strong dependence of the luminescence on the separation between the nanocrystals and the 
mirror, which translated into enormous readout errors of 100 K for Er3+ and of 250 K for Ho3+. 
Our simple self-interference model explained these results and revealed that the photonic artifacts 
are minimized by sample geometries with poorly reflective interfaces and by a high numerical 
aperture of the microscope objective. More importantly, a thermometer is less susceptible to pho-
tonic artifacts when it has a low value of the ratio between the difference in emission energies ∆ω 
and the average emission energy ω

1

 (∆ω/ω

1

). While it is often impossible to change the geometry 
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Figure 7.1. Bifunctional luminescent materials to correct for photonic distortions. (a) Simulated lumi-
nescence spectrum of bifunctional nanocrystals that are co-doped with thermometer ions having two 
narrow Gaussian emissions and with LDOS-sensing ions having a single broad Gaussian emission. The 
inset schematically shows the bifunctional nanocrystals at a distance d1 from a reflector at temperature 
T1. A self-interference model was used to simulate the distortion of the input emissions in this geometry. 
(b) Distorted emission of the thermometer ions (red, IT,sub) and the LDOS-sensing ions (yellow, ILDOS,BG) 
after background subtraction. The black dashed line shows the broad-band emission of the bulk sam-
ple. (c) Thermometer emissions after correction for photonic distortions. (d–f) Same as in (a–c) but for 
a geometry with distance d2 between the reflector and the nanocrystals. The corrected thermometer 
emissions (IT) exactly match. This figure explains the procedure that was reported by Lin et al. to correct 
for photonic artifacts in surface-enhanced Raman scattering experiments.159

of the sample, optimization of the microscope objective and the emission energies of the thermo-
meter could be an effective strategy to achieve higher measurement accuracies. 

These results suggest that Boltzmann thermometers are ideal for the minimization of photo-
nic artifacts due to their small difference in emission energy. Boltzmann thermometers that also 
have high emission energies ω

1

, like Gd3+, further reduce photonic artifacts—the difference with 
infrared-emitting thermometers like Nd3+ is more than a factor 5. However, even when ∆ω/ω

1

 is 
optimized, the optical environment of luminescent thermometers can still cause readout errors 
of a few kelvin, which might be acceptable for some applications, such as high-temperature cata-
lysis, but are unacceptable for others, like in vivo experiments. Correcting for photonic artifacts 
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in such dynamic sample environments would require real-time information of the LDOS. Lumi-
nescent probes with a broad temperature-independent emission band at the emission frequencies 
of the thermometer could provide this information.159 Here, the broad-band emitter acts as a 
LDOS-sensor that experiences the same photonic distortions as the thermometer but is unaffec-
ted by temperature. To correct the luminescence of such bifunctional materials in unknown opti-
cal environment, the broad background should first be subtracted from the raw spectrum. The ra-
tio between the subtracted broad-band background and the bulk broad-band emission then gives 
the information of the LDOS that is necessary to retrieve the luminescence of the thermometer 
without photonic distortions. Ideally, the LDOS sensors are incorporated into the thermometer 
material to probe exactly the same optical environment. This could be achieved, for example, by 
co-doping YAG:Er3+ with Ce3+, which shows a broad 5d–4f emission at 450–750 nm that overlaps 
with the green luminescence of the Er3+ (Fig. 7.1).179 Although the design of these bifunctio-
nal thermometers brings additional challenges, such as energy transfer between the LDOS- and 
temperature-sensing ions and slight temperature-dependence in the emission and absorption 
spectrum of the LDOS sensor, successful implementation would give much more freedom in the 
design and application of luminescent thermometers.
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Samenvatting in het Nederlands

Luminescente materialen kunnen licht van de ene kleur absorberen om vervolgens licht van 
een andere kleur uit te zenden. In het dagelijks leven zien we dit proces bijvoorbeeld terug in de 
flitser van een mobiele telefoon, die bestaat uit een blauwe light-emitting diode (LED) waarop een 
materiaal met gele luminescentie is geplakt. Menging van het blauwe en het gele licht zorgt dat we 
helderwit licht waarnemen. In dit proefschrift onderzoeken we materialen waarvan de kleur van 
de luminescentie verandert als de temperatuur verandert, waardoor ze als thermometer gebruikt 
kunnen worden (Fig. 7.2). Als we de kleur van de luminescentie namelijk nauwkeurig bepalen, 
kunnen we afleiden wat de temperatuur van het materiaal is geweest op het moment van de me-
ting. Het waarnemen van de luminescentie vindt plaats door middel van een fotodetector wat als 
voordeel heeft dat er geen fysiek contact nodig is tussen de thermometer en het apparaat dat de 
temperatuur uitleest, in tegenstelling tot bijvoorbeeld een thermokoppel. Verder kunnen moder-
ne syntheseprocedures luminescente materialen produceren met afmetingen op de nanometer- 
tot micrometerschaal; dit is 10 tot 10000 keer kleiner dan de dikte van een haar. Zulke kleine 
thermometers kunnen makkelijk worden ingebracht in microscopische systemen, zoals levende 
biologische cellen of katalysatordeeltjes voor chemische reacties. Dit stelt wetenschappers in staat 
om temperatuurmetingen uit te voeren, die voorheen niet of moeilijk mogelijk waren.

Luminescentie kan op verschillende manieren gemeten worden, hoewel in thermometrie het 
gebruikelijk is om een spectrum op te nemen en de intensiteitsverhouding tussen twee emissie-
banden als maat voor de temperatuur te nemen (Fig. 7.2). De intensiteitsverhouding is namelijk 
onafhankelijk van experimentele factoren zoals de hoeveelheid thermometermateriaal en de be-
lichtingsintensiteit. Veel thermometermaterialen bestaan uit anorganische kristallen waarin een 
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Figuur 7.2. Microkristallen van Na(Y,Gd)F4 gedoteerd met 12% Ho3+. De bovenste rij panelen laat foto’s 
zien die zijn opgenomen met een CCD-camera verbonden aan een fluorescentiemicroscoop. De lumines-
centie van de microkristallen werd opgewekt door bestraling met blauw licht (445 nm). De afmetingen 
van de foto’s corresponderen met een werkelijke grootte van 110 µm bij 45 µm. De onderste rij panelen 
toont de emissiespectra, die zijn gemeten bij de temperatuur van het bovenliggende paneel.
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fractie van de kationen is vervangen door lanthanide-ionen—een procedure die “dotering” wordt 
genoemd. De nauwe emissiebanden van de lanthanide-ionen overlappen vaak nauwelijks wat de 
fouten in het bepalen van de intensiteitsverhouding beperkt en de nauwkeurigheid van de tem-
peratuurmetingen ten goede komt. Twee soorten meetfouten kunnen van elkaar worden onder-
scheiden: systematische fouten en stochastische, oftewel random, fouten. In thermometrie zorgen 
systematische fouten bij elke meting voor dezelfde afwijking van de werkelijke temperatuur. Dit is 
vaak het gevolg van imperfecties in het experiment, zoals opwarming van de thermometer door 
belichting. Stochastische fouten daarentegen worden veroorzaakt door kans, bijvoorbeeld door 
de kans dat de fotodetector de luminescentie omzet in een signaal. Sochastische fouten zijn in het 
spectrum terug te zien is als ruis. Dit proefschrift bestudeert hoe systematische en stochastische 
fouten de betrouwbaarheid van luminescente thermometers beïnvloeden en formuleert richtlij-
nen om de ontwikkeling van thermometers te optimaliseren.

In Hoofdstuk 2 hebben we onderzocht hoe de statistiek van fotodetectie zich vertaalt naar de 
stochastische fouten van luminescentiethermometrie, oftewel de temperatuuronzekerheid. Hier-
toe maten we series van emissiespectra om experimenteel de temperatuuronzekerheid te bepalen, 
waarbij de metingen werden blootgesteld aan verschillende bronnen van ruis door de instellingen 
van de fotodetector te variëren en achtergrondsignaal te introduceren. We ontwikkelden statis-
tische modellen om de temperatuuronzekerheid te voorspellen en bevestigden deze met experi-
mentele resultaten. Dit werk heeft ons geleerd dat de temperatuuronzekerheid sterk afhankelijk 
is van de meetomstandigheden en daardoor een ongeschikte parameter is om thermometers met 
elkaar te vergelijken. De gevoeligheid van de luminescentie voor temperatuurverandering en de 
emissie-intensiteit van de thermometer zijn echter wel geschikt, omdat deze parameters niet be-
paald worden door de meetomstandigheden. Hoewel de gevoeligheid van nieuwe thermometer-
materialen al vaak wordt gerapporteerd, zijn er minder methodes bekend om de emissie-intensi-
teit te verbeteren. Hierin is nog veel winst te behalen bij de optimalisatie van nieuwe en bestaande 
thermometers.

De meest gebruikte luminescente thermometer berust op thermisch evenwicht tussen twee 
elektronische toestanden in één enkel lanthanide-ion. In thermisch evenwicht wisselt de bezetting 
van de twee toestanden veel sneller dan de tijdschaal waarop emissie van luminescentie plaats-
vindt. Hierdoor volgt de intensiteitsverhouding van deze toestanden een eenvoudig fysisch mo-
del, wat erg nuttig is voor de kalibratie van de thermometers. Bij lage temperaturen geldt ther-
misch evenwicht echter niet meer, omdat de twee toestanden minder snel wisselen van bezetting. 
Dit beperkt het temperatuurbereik waarin het simpele kalibratiemodel gebruikt kan worden. In 
Hoofdstuk 3 hebben we thermisch evenwicht onder de loep genomen en naar manieren gezocht 
om het startpunt van thermisch evenwicht naar lagere temperaturen te verschuiven. Onze expe-
rimenten aan europium-gedoteerde materialen toonden aan dat het kristalrooster van het lant-
hanide-ion een sterke invloed heeft op de starttemperatuur van thermisch evenwicht. Daarnaast 
toonden we aan dat de elektronische eigenschappen van het lanthanide-ion zelf van groot belang 
zijn. Deze resultaten kunnen helpen dit populaire type thermometer toepasbaar te maken in een 
breder temperatuurbereik.
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In Hoofdstuk 4 ontwikkelden we een nieuwe thermometer die gebaseerd is op de lumines-
centie van het lanthanide-ion holmium (Fig. 7.2). Het bijzondere van deze thermometer is dat 
er na de absorptie van licht energie-overdracht kan plaatsvinden tussen de holmium-ionen. De 
snelheid van energie-overdracht is sterk afhankelijk van de afstand tussen ionen en daardoor 
van de holmiumconcentratie. Tegelijkertijd vindt er temperatuur-afhankelijk niet-stralend ver-
val binnenin de ionen plaats, waardoor de luminescentie ook afhangt van de temperatuur. We 
hebben de dynamiek van alle elektronische processen zorgvuldig gemeten en hebben de resul-
taten ingevoerd in een model dat de prestaties van deze thermometer voorspelt in een breed be-
reik van holmiumconcentraties en temperaturen. Ons model is niet alleen toepasbaar op deze 
holmium-gebaseerde thermometer, maar het is ook belangrijk voor het begrip en de ontwikkeling 
van andere energie-overdracht-thermometers.

Luminescente thermometers worden vaak gekarakteriseerd in ideale meetomstandigheden 
(zo ook de twee bovengenoemden). Wanneer de thermometers daadwerkelijk worden toegepast, 
zal, naast de gevoeligheid en de emissie-intensiteit, de invloed van systematische fouten een be-
langrijke rol spelen. Hoofdstuk 5 liet zien dat temperatuurmetingen op de microscopische schaal 
kwetsbaar zijn voor twee bijzondere soorten systematische fouten. We merkten dit op tijdens onze 
temperatuurmetingen aan een spiraalvormige verwarmer met micrometer-afmetingen. Voor 
dit experiment hebben we een laag thermometerkristallen op de microverwarmer aangebracht, 
waarna we een microscoop gebruikten om de kristallen te belichten en de luminescentie op te 
vangen. Op deze manier kunnen warmteverdelingen met micrometerresolutie in kaart worden 
gebracht. Temperatuurmetingen met een microscoop vereisen alleen erg hoge belichtingsinten-
siteiten. Onze experimenten toonden aan dat, bij hoge belichtingsintensiteiten, emissie vanuit 
hogere elektronische toestanden van de thermometer het spectrum kan verstoren. Dit introdu-
ceert een systematische fout. Verder namen we systematische afwijkingen in de temperatuur waar 
voor thermometers die zich op het reflecterende metaal van de microverwarmer bevonden. We 
schreven dit toe aan “zelf-interferentie” tussen directe en gereflecteerde emissie van de thermo-
meters, waardoor de luminescentie-intensiteit in sommige richtingen wordt versterkt en in an-
dere richtingen wordt gedempt. Zelf-interferentie wordt sterk bepaald door de golflengte van de 
emissie en de lokale omgeving van de thermometer. Hierdoor kan, afhankelijk van de locatie van 
de thermometer, de gedetecteerde luminescentie-intensiteit bij elke golflengte in het spectrum 
veranderen, wat ook weer resulteert in een systematische fout. Gelukkig was het mogelijk bij onze 
experimenten aan de onbeweeglijke microverwarmer om voor beide systematische fouten te cor-
rigeren, maar dit zal lastiger zijn voor samples met bewegende componenten. 

In Hoofdstuk 6, hebben we een beter begrip gekregen van zelf-interferentie door thermo-
meters op vaste afstanden van een spiegel te plaatsen. Op deze manier konden we systematisch 
bestuderen hoe de luminescentie, en dus de gemeten temperatuur, wordt beïnvloed door de lokale 
omgeving van de thermometer. We hebben deze experimenten uitgevoerd met twee verschillende 
thermometers: de ene heeft twee groene emissiebanden en de andere heeft een groene en een rode 
emissieband. De fouten in de gemeten temperatuur waren 100 K bij de groene thermometer en ze 
waren zelfs 250 K bij de groen-rode thermometer. Ons model om zelf-interferentie te beschrijven 
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verklaarde deze bevindingen en het toonde aan dat niet alleen de luminescentiekleur de fouten 
in de gemeten temperatuur bepaalt, maar ook de geometrie van het monster en de collectie van 
de luminescentie door het microscopieobjectief. Hoewel het vaak niet mogelijk en niet wenselijk 
is om de geometrie van het monster te veranderen, zou de betrouwbaarheid van toekomstige 
metingen baat kunnen hebben bij optimalisatie van het microscopieobjectief en van de lumines-
centiekleur van de thermometers.
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