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Chapter 1

Introduction

This thesis is about transport phenomena in a system of interact-
ing electrons. This subject has a long history dated back to 1900
when Drude proposed a model, later named after him, of electrical
conduction in metals. It was assumed that electrons are classical
particles; The electron’s acceleration due to an external electric field
is relaxed by its collision with a lattice leading to a finite conductiv-
ities [1]. It turned out, however, that several properties of electrons
in metal, for example, the specific heat and thermal conductivity
at low temperature could not be understood until early 1928 when
Sommerfeld modified Drude’s model by treating the electrons as in-
dependent quantum particles that obey Fermi-Dirac statistics and
are subjected to the Pauli exclusion principle [2, 3]. Since then, a
picture of non-interacting electrons scattering from lattice impuri-
ties and/or lattice oscillations or phonons have provided a successful
description of transport properties of normal metals [4]. Its validity,
however, is far from obvious and has been a subject of investigations
already 70 years ago [5, 6]. The main question is: Why and how do
long-range Coulomb interactions between charged electrons become
ineffective? Bohm and Pines addressed this question in their series
of seminal papers in the 1960s. They argued that there are two
components associated with the Coulomb interaction: short- and
long-range. The short range part leads to a quasiparticle renormal-
ization in the spirit of Landau’s Fermi liquid theory [7, 8, 9, 10]. On
the other hand, the primary manifestation of the long-range part is
plasma oscillations or plasmons [5, 6]. They further argued, however,
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that, in the standard theory of metallic transport, these plasmons
play essentially no role. The reason goes as follows: in a 3d metal,
the energy of plasmons is so large, much larger than the Fermi en-
ergy of the electronic system, that it can not be excited at accessible
energy scales [11]1. Consequently, only electrons are relevant at the
low-energy limit and they interact with each other by the residue
short-range component of the interaction [5, 12, 13].

Although the subject has a long and successful history, this thesis
revisits the problem of transport phenomena in interacting charged
electrons. The main reason is that, in recent years, another vari-
ant of conducting and interacting electronic systems called Dirac
or Weyl systems [14] have been discovered. Their defining feature
is a linear band crossing in isolated points in the Brillouin zone of
which the excitations resemble relativistic electrons. These systems
are semimetals because they are gapless, like a metal, but have a
strong suppression of the density of states, like an insulator. The
most famous example is graphene, a two-dimensional honeycomb
lattice of carbon atoms, which has been at the forefront of research
for almost two decades [15, 16, 17]. In this thesis, we study the role
of the Coulomb interaction in transport phenomena of electrons in
graphene.

1.1 Graphene

One of the motivation of this thesis is the measurements of thermo-
electric transport coefficients of graphene in the hydrodynamic regi-
me [18, 19]. This is the regime where the electron-electron scattering
due to the Coulomb interaction becomes the dominant relaxation
process in limiting the transports.

Graphene consists of carbon atoms arranged in a honeycomb lat-

1A comparison of the plasmon energy to the Fermi energy of some elemental
metals

Element Be Mg Al

ωp(eV)a 19 11 16

ϵF (eV)b 14.3 7.08 11.07

a David Pines (1960). Plasma oscillations of electron gases.
b Ashcroft, N.W. ,and Mermin, N.D. (1978). Solid state Physics.
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tice. The unit cell of graphene contains two inequivalent sites called
A and B as depicted in Fig.(1.1). It is a truly two-dimensional ma-
terial that was first discovered by Konstantin Novoselov and André
Geim, together with their group in Manchester in 2004 by using
the Scotch tape to peel off a one-atomic thick layer of carbon from
graphite [15]. Since then, graphene has received a lot of attentions
from physicists in a broad range of fields. One of the reasons is
that it has a very high quality. Besides being superclean with very
little disorder scattering, the concentration of phonons is also sup-
pressed in those devices. Consequently, the usual momentum relax-
ation of electrons by means of collisions with impurities and phonons
becomes less frequent. In the pioneering work by Novoselov and
Geim, graphene was found to exhibit very good electronic trans-
port properties. Graphene with mobilities up to 10, 000 cm2/V·s
were obtained at room temperature promising several technological
applications. Novoselov and Geim were awarded the Nobel prize
in physics for their discovery in 2010. Due to the recent advance-
ment in synthesizing graphene encapsulated in hexagonal boron ni-
tride (h-BN), it is now possible to reach the mobility up to 300, 000
cm2/V·s [18, 20, 21, 22, 23]. This beats InSb, the semiconductor
that is known to reach the highest mobility of 77, 000 cm2/V·s.

In graphene, three of the valence electrons of the carbon atoms
hybridize into three sp2 orbitals. They form sigma bonds with sp2-
electrons on neighboring atoms and create the honeycomb lattice
structure. On the other hand, the remaining valance electrons of
the carbons atoms in pz orbitals form a much weaker π-bonds. The
electrons in the π-bonds becomes delocalized by hoping from one
atom to the nearest neighboring atoms. This process can be de-
scribed by a tight-binding model [24] reading as

H0 = −t
∑

x⃗

3∑

n=1

a†x⃗bx⃗+δ⃗n
+ b†

x⃗+δ⃗n
ax⃗ , (1.1)

where the hopping parameter t ≈ 2.8 eV measures the hoping energy
between nearest-neighbor sites. We define creation and annihilation
operators, a†x⃗ and ax⃗, for electrons on the carbon atoms locating
at position x⃗ in the A sublattice. The creation and annihilation
operators for electrons on the atoms of B sublattice are b†x⃗, and bx⃗,
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respectively. Each carbon atom has n = 3 nearest neighbors with
the nearest-neighboring vectors as

δ⃗1 =
a

2
(
√
3, 1), δ⃗2 =

a

2
(−

√
3, 1), and δ⃗3 = a(0,−1). (1.2)

The carbon atoms are separated by a distance a = 1.42 Å. To de-
termine the energy-momentum relation, a Fourier transformation is
performed by the relation

ax⃗ =
1√
Nc

∑

k⃗

ake
ik⃗·x⃗, (1.3)

where Nc is the number of unit cells. After the transformation, the
Hamiltonian in the reciprocal space has the form of

H0 =
∑

k

ψ†
k⃗
Hψk⃗, (1.4)

with ψ†
k⃗
=

(
a†
k⃗

b†
k⃗

)
. The Hamiltonian density is defined according

to

H = −t

(
0 γk⃗
γ∗
k⃗

0

)
, (1.5)

where

γk⃗ =

3∑

n=1

eik⃗·δ⃗n . (1.6)

The energy-momentum relation Ek⃗ of electrons in graphene is given
by the eigenvalues of the Hamiltonian H0, hence

Ek⃗ = ±t
∣∣γk⃗

∣∣ = ±
√
1 + 4 cos2

(√
3aky/2

)
+ 4 cos

(√
3akx/2

)
.

(1.7)
The two energy bands are shown in Figure. (1.2). For the charge

neutral system, the lower band which is the valence band is com-
pletely filled while the upper band which is the conduction band is
completely empty. The conduction and valence bands touch each
other at isolated points in the Brillouin zone. These points are
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~δ2
~δ1

~δ3

B

Ay

x

Figure 1.1: The honeycomb lattice of graphene with the inequivalent
sublattices A (red) and B (blue) and the nearest-neighbor vectors

δ⃗1, δ⃗2, and δ⃗3.

Figure 1.2: The full energy dispersion of graphene and zoom-in on
the K point around which the dispersion is linear.

called the Dirac or charge neutrality point. There are two in equiv-

alent Dirac point at K ′ =
(
− 4π

3
√
3a
, 0
)

and K =
(

4π
3
√
3a
, 0
)
. The

low-energy effective Hamiltonian can be obtained by expanding the
Hamiltonian around these points. After the expansion, the Hamil-
tonian is brought into the simple form. It reads as

Hξ
0 =

∑

k⃗

ψ†Hξψk⃗ (1.8)

where

Hξ
0 = vF

(
0 ξkx − iky

ξkx + iky 0

)
. (1.9)
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Figure 1.3: a) Schematic of the dispersion relation of graphene near
its Dirac point. b) ’Phase diagram’ of clean graphene at finite tem-
perature. The region above µ = 0 is referred to as Dirac liquid. At
µ ≈ T it crosses over to a Fermi liquid.

Here ξ = 1 (ξ = −1) for the expansion around theK point (K ′ point)
and the Fermi velocity vF = 3at/2ℏ ≈ 106 m/s. It is straightfor-
ward to see that the energy-momentum dispersion becomes linear
E = ±vF k. It should be noted that, although we expanded the
Hamiltonian around both the K and K ′ point, usually, the two val-
leys are decoupled. In this situation, it is sufficient to focus on the
expansion around the K point and keep the valley degeneracy as
a multiplicative factor for all physical observables. Around the K
point, the low-energy Hamiltonian has a form of the Dirac Hamilto-
nian

H0 =
∑

k⃗

ψ†
k⃗

(
vF k⃗ · σ⃗

)
ψk⃗. (1.10)

Hence electrons in graphene has similarities with relativistic massless
fermions with the effective velocity vF that is 300 times smaller than
the speed of light. In its undoped state, it is neither a metal nor
an insulator, but a semimetal [17, 25]. As such, it has a vanishing
density of states at zero energy, but it is linear in energy everywhere
else [17, 25].

Graphene near the charge-neutral point has the plasma charac-
ter [26]. The essence is summarized in Fig. 1.3 b) which shows the
‘phase diagram’ of graphene as a function of the chemical poten-
tial µ (x-axis) and temperature T (y-axis). The chemical potential
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controls the filling of the Dirac cones: the charge density nc ∝ µ2.
Consequently, at the charge neutrality (µ = 0), we have nc = 0.
However, there are still excitations at finite temperature T . This is
captured by the imbalance density nimb ∝ T 2. The physics behind
this density is that there is a thermal cloud of electrons and one
of holes, both of equal density, which ensures nc = 0. The finite
temperature region above µ has been dubbed the ‘Dirac liquid’ and
it has thermodynamic properties that are very different from Fermi
liquids. The crossover region is defined by the condition |µ| ≈ T (up
to renormalizations due to interactions). For |µ| ≫ T , the system
behaves like a Fermi liquid of electron or hole type.

1.2 Coulomb interactions in graphene

Although the non-interacting Dirac and Wely semimetals are al-
ready interesting for the exotic electronic properties, the interaction
effects are more interesting [27, 28, 29, 30]. In particular, inelastic
electron-electron scattering by the Coulomb forces is expected to
be crucial for determining the conductivity of clean sample at low
temperatures [31, 32, 33, 34, 35].

In recent years, graphene has been a prime candidate to observe
a hydrodynamical transport behavior of Dirac electrons. This is
mainly determined by electron-electron collisions due to Coulomb
interactions [16, 17, 36, 37, 38, 39]. It made possible due to re-
cent advances in the preparation of ultrapure samples of graphene
encapsulated in h-BN [21, 40, 22, 23, 20]. The prerequisite for
experimental observation of the electron hydrodynamics is that mi-
croscopic momentum-conserving electron-electron collisions due to
the Coulomb interaction must be fast compared to momentum-
relaxing scatterings of electrons against, for example, impurities
and/or phonons. Hence, the electron-electron interactions provide
the dominant scattering mechanism [12, 32, 33, 34, 41, 36]. One
can therefore speak of conservation laws and open the door for the
observation of electron hydrodynamics [42, 43, 44, 45, 46].

The role of the Coulomb interactions in thermo-electric transport
properties of monolayer graphene has been investigated theoretically
for more than a decade [33, 34, 32, 47]. It received a lot more atten-
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tion, recently, in the context of electron hydrodynamics mainly due
to the increasing number of experimental observations in ultrapure
sample [48, 49]; For instance, Figures (2.4b), (2.4d), (2.5c), and
(2.6c) show the experimental measurements of the thermo-electric
transport coefficients in graphene in the hydrodynamic regime taken
from Refs. [18, 19].

However, as we will show in the subsequent chapters, electron
hydrodynamics should be expected to behave differently in many
respects from the archetypal example of the flow of a neutral fluid
like water. The reason is that for an electronic system, in addition to
said inelastic scatterings, the Coulomb interaction enters as a classi-
cal internal long-range force between electrons themselves. This in-
ternal force results theoretically from the so-called Hartree potential
and has been known for its important role in facilitating emergence
of collective excitations associated with plasma oscillations or plas-
mons. Hence, in addition to electrons and holes, there exist plasmons
constituting an independent type of quasi-particle that is sensitive
to, for example, a temperature gradient. Plasmons do not only col-
lide with electrons and holes and relax heat current but also carry
heat current themselves. This has been discussed to some extent in
the Fermi liquid literature where the effect was usually found to be
negligible [50, 51]. With the new ultrapure samples, it is possible to
ask questions regarding the Coulomb interaction that could not be
addressed before. It is well known that decreasing dimensionality
increases the effect of long-range interactions in electronic systems.
Plasmons in a one-dimensional conductor, for instance, contribute
significantly to thermal transport [52]. This begs the question about
two dimensions. In two dimensions, the plasmon is a massless mode
following a square-root energy dispersion relation [53, 54, 55]. It
should be possible to excite it easily in a sample at ordinary con-
ditions and can therefore be relevant to the transport phenomena,
especially thermal transport. This thesis attempts to investigate the
contribution of plasmons to thermal conductivity and other thermo-
electric responses of a nearly clean graphene sheet at the Dirac point
as well as away from it. Furthermore, we are also interested in seeing
whether we can describe the crossover to the Fermi liquid [50, 51].

The main idea of this thesis is schematically illustrated in Figure.
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1.4. In the presence of an external temperature gradient, electrons
and holes, as expected, transport heat from a hot bath to a cold bath.
In addition, they drag plasmons along with them which results in
increasing the energy current being transported. On the other hand,
when the system is exposed to an electric field, electrons and holes
travel in opposite directions. Their drag forces on the plasmons
compensate each other. Therefore, the plasmons remain in equi-
librium. Away from the Dirac point, however, the concentration
of electrons and holes are different. The plasmons distribution will
also be ‘dragged’ out of equilibrium along with the majority carriers.
They will not contribute to charge transport though, because they
are electrically neutral. However, they can relax electrons.

1.3 Outline

This thesis centers around interaction effects in transport properties
of two-dimensional Dirac electrons. The analysis is mainly based on
a non-equilibrium quantum-field theory, known as Keldysh formal-
ism. The organization of this thesis is as follows.

We start in Chapter 2 by studying thermo-electric transport in
interacting two-dimensional Dirac-type systems using a phenomeno-
logical Boltzmann approach with a relaxation-time approximation.
We consider the electron-hole hydrodynamics, a model that is pop-
ular in the context of graphene, and its transport properties. Fur-
thermore, we propose a novel type of hydrodynamics. In that setup,
the ‘fluid’ consists of electrons, holes, and plasmons. We introduce
a simple relaxation time approximation for two-fluid hydrodynamic
model of electrons and holes interacting via Coulomb drag and for
three-fluid model of interacting system of electrons, holes, and plas-
mons. We study its transport properties, especially the thermo-
electric behavior.

Next, We provide a technical justification of the Boltzmann equa-
tions analyzed in Chapter 2. We derived the Coupled Boltzmann
equations from the non-equilibrium quantum-field theory. To this
end, we start in Chapter 3 by setting up the Keldysh quantum field
theory for Coulomb-interacting Dirac electrons in two dimensions.
We keep the discussion as general as possible such that with minor
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Figure 1.4: The difference between heat and charge current in the
system of interacting charged Dirac electrons.(a) Electrons, holes,
and plasmons react to a temperature gradient in the same manner.
Plasmons make a direct contribution to the heat current. (b) Elec-
trons and holes react oppositely to an applied voltage drop. Plas-
mons do not couple directly to the voltage difference, however, they
experience drag and serve as a source of inelastic scattering.

modifications, this chapter can also apply to other systems, for ex-
ample, a system of itinerant electrons or localized spins interacting
via long-range dipole-dipole interactions, and a system of interacting
Dirac electrons in a strong and uniform magnetic field. The research
in the remainder of this thesis builds upon this formalism.

Next, we investigate the role of the Coulomb interaction in the
Dirac system. Using a series of approximations, we derive semi-
classical Boltzmann equations from a fully quantummechanical treat-
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ment based on Keldysh quantum-field theory. The weak coupling
analysis is studied in Chapter 4. We show that two-component
hydrodynamics as currently used for the description of graphene
emerges within a weak-coupling approach to second order in Coulomb
interaction. Within weak coupling, Coulomb interaction plays two
different roles: (i) It is seen by an electron as an internal mean-field,
known as the Hartree potential. This is the result of perturbation
theory to first order, called the Hartree-Fock scheme [56]. The Fock
term leads to a renormalization of the Fermi velocity [57, 58]; (ii) The
Coulomb interaction manifests itself as an inelastic and momentum
conserving scattering mechanism [33, 34, 32, 59, 12].

It has been known that low-order perturbation theory is unable
to describe many important physical phenomena, for instance, col-
lective modes, such as plasmons. We thus proceed by a strong-
coupling analysis within the random phase approximation (RPA) or
large-N approximation in Chapter 5. To this end, we introduce a
new quantum field associated with a plasmon excitation by means
of a Hubbard-Stratonovich transformation [60, 61]. This transfor-
mation maps our original model to an equivalent model describing
an interacting system of electrons, holes, and plasmons. We show
that our results respect the conservation laws of charge, momentum,
and energy.

Finally, in Chapter 6, we numerically solve the coupled system
of Boltzmann equations for the combined system of Dirac electrons,
holes, and plasmons. We calculate, within linear response regime,
the deviation of the distribution functions for the system that is
exposed to an external electric field and a temperature gradient.
From this solution, we calculate the thermo-electric conductivities.
We find that plasmons give an extra contribution to the heat trans-
port leading to an enhancement of the Wiedemann-Franz ratio at
high dopings. We show that the simple models that we introduced
in Chapter 2 provided qualitative results for conductivity, Seebeck
coefficient, and thermal conductivity as same as the numerical solu-
tion.
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Chapter 2

Thermo-electric response in

two-dimensional Dirac systems:

phenomenological approach

This chapter summarizes the main findings of the thesis. We discuss
thermo-electric transport properties in Coulomb-interacting Dirac
electrons. There are several different methods of studying trans-
port theory. In this chapter, we employ a phenomenological ap-
proach based on the standard Boltzmann transport theory with
a relaxation-time approximation. The justification and more de-
tailed calculations, from a microscopic theory, will be discussed in
subsequent chapters. The Coulomb interaction enters in two dif-
ferent ways that have different natures; (i) It enters as a collision
integral explaining the charge current relaxation due to electron-
electron scattering; (ii) It enters as a classical internal force term
between electrons themselves, known as Hartree potential. This will
be discussed in Sec. 2.2. The internal force is responsible for the
emergence of the plasmon. We show in Sec. 2.3 the existence of
the plasmons mode as a result of the Hartree potential and derive
the energy-momentum relation. We find that the plasmon is gapless
and follows a square-root energy dispersion, hence, we recover the
plasmon dispersion that can be obtained from a more formal ap-
proach, the random-phase approximation (RPA). Next, we consider
the transport phenomena of interacting Dirac electrons in two dif-
ferent scenarios. We consider the electron-hole plasma and study its
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thermo-electric response in Sec. 2.4.1. We then proceed to study the
thermo-electric response of the coupled system of electrons, holes,
and plasmons in Sec. 2.4.2. This part can furthermore easily be
adapted to the transport responses of a strongly coupled electron-
boson liquid, for example, electron-phonon and itinerant electron-
magnon systems. We finish the chapter with a conclusion and an
outlook in Sec. 2.51.

2.1 Introduction

Hydrodynamic behavior of interacting electrons in solid-state sys-
tems has received a renewal of interest in recent years. This came
from theorists and experimentalists alike, but was mostly driven by
an increasing number of experimental observations in a broad range
of materials [39, 62, 63]. The prime representative in terms of mate-
rials has been graphene and to a lesser extent bilayer graphene [64].
Although the physical condition required for observing hydrody-
namic behavior of electrons is demanding, the advancement in syn-
thesizing nearly clean graphene sheets encapsulated in boron ni-
tride [21] allowed the community to explore several electron hydro-
dynamic phenomena over the past few years [18, 19, 37, 36, 65, 38].
Besides being superclean with very little disorder scattering, the
concentration of phonons is also suppressed in these devices. Con-
sequently, the usual momentum relaxation of electrons by means of
collisions with impurities and phonons becomes less frequent. As a
result, electron-electron collisions which conserve total charge den-
sity, total momentum density, and total energy density can become
the dominant relaxational process [12, 59, 33, 34, 32]. If that is the
case, the dynamics of the electrons can be described by the hydro-
dynamic transport theory of a typical fluid [45, 44, 48, 66, 49].

There is a different set of systems, that has been discussed re-
cently. It uses phonons to its advantage: instead of destroying
the hydrodynamic behavior, it is proposed that, when the electron-
phonon collision is the dominant scattering process and phonons

1This chapter is based on part of K. Pongsangangan, T. Ludwig, H.T.C.
Stoof, and L. Fritz, Hydrodynamics of charged Dirac electrons in two dimen-
sions. I. Thermoelectric transport. (accepted at PRB) (2022).
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cannot relax momentum in the lattice or from higher-order scatter-
ing, electrons and phonons transfer their momentum between each
other and form a single strongly coupled fluid that can again be de-
scribed by a hydrodynamic theory. This electron-phonon hydrody-
namics reveals unique transport properties which are different from
the electron hydrodynamics; for example, in the temperature depen-
dence of thermo-electric conductivities [67, 68, 69].

Collective oscillations of particles about their equilibrium po-
sition, like phonons, are ubiquitous phenomena in solid-state sys-
tems [70]. In addition to phonons that arise from lattice oscillations,
there are also emergent collective excitations in interacting-electron
systems; for example, plasmons and/or magnons. This naturally
leads to a question: can exotic hydrodynamics arise also from a
combined system of electrons and their collective modes? These ex-
citations are bosonic in nature. So, in thermal equilibrium, they
obey the Bose-Einstein distribution. Furthermore, they have no ob-
vious innate relaxation mechanism; unlike phonons, which have the
lattice. The interplay between the collective modes and the elec-
trons may give rise to rich effects in transport phenomena. One
such example is the interplay between magnons and itinerant elec-
trons in metallic magnetic heterostructures that has been studied in
the context of spintronics [71]. Here, we focus on plasmons.

The problem of interactions between electrons and plasmons was
put forth by a series of seminal works by Bohm and Pines in the
1960s [5, 6, 51, 72, 11]. We revisit this problem; we present and solve
the kinetic theory for a coupled system of electrons and plasmons in
two-dimensional interacting Dirac electrons. In particular, we will
show that—in heat-transport experiments—plasmons make a direct
contribution that can potentially be of the same order of magnitude
as the electronic contributions [73].

In this chapter, we theoretically investigate the full thermo-electric
transport properties of an interacting system of electrons and a col-
lective mode that are coupled via perfect drag in the hydrodynamic
limit. We use an approach based on a Boltzmann transport equa-
tion with a relaxation-time approximation. We treat electrons and
bosons on an equal footing and discuss the hydrodynamic behavior
of the combined system. While being particularly interested in the
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hydrodynamics of the coupled system of electrons and plasmons, we
develop a theory that can be applied straighforwardly to any hybrid
system of electrons, holes, and bosons.

2.2 Boltzmann equations for Coulomb-
interacting Dirac electrons

We start with a brief review of the Boltzmann transport theory. The
basic assumption is that the system can be regarded as a collection of
well-defined excitations, the so-called quasi-particles. It is quite re-
markable that several strongly correlated many-particle systems can
be regarded as a collection of weakly interacting quasi-particles [70].
The most prominent example is the Landau Fermi liquids [7, 8, 9].
This requires that the excitation with momentum p⃗ possesses a def-
inite complex energy spectrum, says ℏω(p⃗) = ϵ(p⃗) − iγ(p⃗), where
the real part ϵ(p⃗) is the energy band dispersion and the imaginary
part γ(p⃗) describes a decay rate which is inversely proportional to
the lifetime of the excitation. Moreover, the excitation must be long-
lived which means that the decay rate must be at least underdamped
γ(p⃗) ≪ ϵ(p⃗) [70].

One assumes the existence of the distribution function fλ(x⃗, p⃗, t)
and uses it to describe the behaviors of the quasi-particles. It gives
the probability that the particle of momentum p⃗ in a state λ is
found in a neighborhood of a spatial position x⃗ at time t. The
knowledge of the distribution function is used to determined any
physical observables in a straightforward fashion, for example, the
electric current and heat current in Eq.(2.23) are given by

j⃗ = −Ne
∑

λ

∫
dp⃗

(2π)2
v⃗λfλ, (2.1)

and

j⃗Q = N
∑

λ

∫
dp⃗

(2π)2
v⃗λϵλ(p⃗)fλ, (2.2)

respectively, where ϵλ(p⃗) is the energy of the particle in the state
p⃗ and λ which is measured with respect to a chemical potential.
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Here vλ(p⃗) = ∇⃗p⃗ϵλ(p⃗) is the corresponding group velocity and N
is the number of degeneracy. Hereafter we set ℏ = e = vF = 1
unless stated otherwise. The Boltzmann transport equation is an
integro-differential equation governing the evolution of fλ(x⃗, p⃗, t) in
time through phase space. A set of Boltzmann transport equations
for Coulomb-interacting charged Dirac electrons in two dimensions
reads as

(
∂t + v⃗λ(p⃗) · ∇⃗ − ∇⃗V H(x⃗) · ∇⃗p⃗

)
fλ(x⃗, p⃗, t)

= Ce-e
λ [f+, f−](p⃗) + Cdis

λ [fλ](p⃗). (2.3)

The subscript λ here takes on the value + and − denoting the
conduction-band and valence-band electrons, respectively. fλ(x⃗, p⃗, t)
represents the distribution functions for electrons in the conduc-
tion band, when λ = + and valence band, when λ = −. The
Dirac electron follows a linear energy-momentum dispersion rela-
tion ϵ±(p⃗) = ±ℏvF p− µ, where vF is Fermi velocity and µ is chem-
ical potential. Here p denote the magnitude of the two-dimensional
momentum p⃗. The group velocity v⃗±(p⃗) is determined from the cor-

responding energy band by means of v⃗±(p⃗) = ∇⃗p⃗ϵ±(p⃗) = ±ℏvF p̂,
where p̂ denotes a unit vector in the direction of p⃗. Since electrons
are charged, they are correlated with each other via the internal
long-range forces −∇⃗V H(x⃗), where

V H(x⃗) =

∫
dx⃗′V (x⃗− x⃗′) (n(x⃗′)− n0) . (2.4)

This potential energy is typically known as the Hartree potential re-
sulting from the Coulomb interaction compensated by an interaction
between electrons and a positively charged background of ions. This
potential is responsible for non-local transport responses where the
conductivities are spacetime dependent and has been studied else-
where [74, 75]. We are interested in another important manifesta-
tion of the Hartree potential which is the collective mode associated
with the plasma oscillations or plasmons. In the subsequent section,
starting from Eq. (2.3), the dispersion relation for the plasmon will
be derived

The right-hand side is the central part of the Boltzmann equa-
tion. It is collision integrals which describes the relaxation pro-
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cesses for the transport phenomena. It can be derived, for example,
using Fermi’s Golden Rule or from a microscopic non-equilibrium
quantum-field theory. We consider effects from two scattering pro-
cesses here: the electron-electron scattering denoted by Ce-e[f+, f−](p⃗),
and the electron-disorder scattering denoted by Cdis

λ [fλ](p⃗).
While the explicit expression of the collision integrals is not im-

portant for our discussion here, some of their properties are assumed.
The electron-electron scattering possesses three collisional invari-

ants which are charge, momentum, and energy. This implies that
multiplying the collision integral by the collisional invariants fol-
lowed by summing over all states results in an answer of zero:

∑

λ=±

∫
dp⃗

(2π)2
Ce-e

λ [f+, f−](p⃗) = 0, (2.5)

∑

λ=±

∫
dp⃗

(2π)2
p⃗ Ce-e

λ [f+, f−](p⃗) = 0, (2.6)

∑

λ=±

∫
dp⃗

(2π)2
(
ϵ±(p⃗) + V H(x⃗)

)
Ce-e

λ [f+, f−](p⃗) = 0. (2.7)

In contrast, the group velocity is not a collisional invariant. There-
fore, the current density is not conserved by electron-electron inter-
actions especially at charge neutrality. This implies that

∑

λ=±

∫
dp⃗

(2π)2
λvF pCλ[f ](p⃗) ≈ − j⃗

τc
. (2.8)

For the purpose of this chapter, we resort to a relaxation time ap-
proximation and introduce a mean free-time τc for charge transport
due to electron-electron collisions.

The electron-disorder scattering conserves energy and charge but
relax momentum and elctric current. This implies that

∑

λ=±

∫
dp⃗

(2π)2
Cdis

λ [fλ](p⃗) = 0, (2.9)

∑

λ=±

∫
dp⃗

(2π)2
p⃗ Cdis

λ [fλ](p⃗) ≈ − δn⃗p⃗

τdis
, (2.10)
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∑

λ=±

∫
dp⃗

(2π)2
(
ϵ±(p⃗) + V H(x⃗)

)
Cdis

λ [fλ](p⃗) = 0, (2.11)

∑

λ=±

∫
dp⃗

(2π)2
λvF pCλ[f ](p⃗) ≈ − j⃗

τdis
. (2.12)

Here δnp⃗ defines the deviation of the momentum density from its
equilibrium value and τdis is the relaxation time due to electron-
disorder collisions.

It is interesting to note that, due to the linear dispersion rela-
tion of the Dirac system, the energy current is proportional to the
momentum density by means of j⃗ϵ = v2Fn

p⃗. The charge current and
the momentum density are distinct.

2.3 Plasmons

In this section, we show the existence of plasmon in the two-dimen-
sional interacting Dirac electrons and derive its energy dispersion
relation2. To this end, we consider equations of motion for charge
density

∂tn(x⃗, t) + ∇⃗ · j⃗(x⃗, t) = 0, (2.13)

and charge current

∂tj⃗ + ∇⃗ · ⃗⃗Ξ(x⃗, t) + ∇⃗V H(x⃗) · ⃗⃗Λ(x⃗, t) = − j⃗(x⃗, t)

τc
− j⃗(x⃗, t)

τdis
, (2.14)

as the plasmon is a collective mode associated with oscillations of
charge density fluctuations. The equation for charge currents are ob-
tained by integrating each Boltzmann equation over the correspond-
ing group velocity v±(p⃗) and subsequently multiplying the resulting
equations with −e. We defined above two second-rank tensors ac-

2This discussion is based on part of K. Pongsangangan, T. Ludwig, H.T.C.
Stoof, and L. Fritz, Hydrodynamics of charged Dirac electrons in two dimen-
sions. II. Role of collective modes. (accepted at PRB ) (2022).
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cording to

⃗⃗
Ξ(x⃗, t) = N

∑

λ=±

∫
dp⃗

(2π)2

[
v⃗+(p⃗)v⃗+(p⃗)f+(x⃗, t, p⃗)

− v⃗−(p⃗)v⃗−(p⃗)(1− f−(x⃗, t, p⃗))
]
,

(2.15)

and

⃗⃗
Λ(x⃗, t) = N

∫
dp⃗

(2π)2

[
∇⃗p⃗v⃗+(p⃗)f+(x⃗, t, p⃗)

−∇⃗p⃗v⃗−(p⃗)(1− f−(x⃗, t, p⃗))
]
.

(2.16)

Consider small density fluctuations around the constant and ho-
mogeneous solution, says n = n0 + δn, and a small current j⃗. We
insert this solution into Eqs.(2.13), and (2.14) and keep terms up to
linear order in the fluctuations. This yields

∂tδn(x⃗, t) + ∇⃗ · j⃗(x⃗, t) = 0,

∂tj⃗ + ∇⃗ · ⃗⃗Ξ(x⃗, t) + ∇⃗V H(x⃗) · ⃗⃗Λ(x⃗, t) = − j⃗(x⃗, t)

τc
− j⃗(x⃗, t)

τdis
.

(2.17)

Here
⃗⃗
Ξij = δnv2F /2δij , (2.18)

and
⃗⃗
Λij = Λ(0)δij =

N

4π
T log(2 + 2 coshµ/T )δij . (2.19)

The solution to this equation are propagating waves of the form
(
δn(x⃗, t)

j⃗(x⃗, t)

)
=

(
δn(p⃗, ω)

j⃗(p⃗, ω)

)
eip⃗·x⃗−iωt. (2.20)

We insert this solution into the linearized equations above followed
by a projection of the current equation onto p̂. We obtain

( −iω ip
i2παvFΛ

(0) + ipv2F /2 −iω + 1
τc

+ 1
τdis

)(
δn
j∥

)
=

(
0
0

)

(2.21)
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For this equation to be valid, the frequency of the density fluc-
tuations has to satisfy the dispersion relation

ω±(p⃗) = ±
√

N

2
αvFTp log(2 + 2 coshµ/T ) +

v2F p
2

2
− 1

4τ2
− i

2τ
.

(2.22)
Here 1/τ = 1/τc + 1/τdis. In Fig. (2.1), real and imaginary parts of
the plasmon frequency in Eq.(2.22) is plotted at the charge neutrality
point. The real part gives the energy of plasmon which follows a
square-root energy dispersion relation. The imaginary part gives
the decay rate. We find that due to electron-electron and electron-
disorder collisions, plasmon frequency at low momentum becomes
purely imaginary which gives an over-damped mode. We will see in
the subsequent chapter that, when we neglect this effect by setting
1/τ = 0, this result agrees with the RPA calculation.
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Figure 2.1: The figure shows the real and imaginary parts of the
frequency of the density fluctuations as a function of momentum at
the charge neutrality point µ/T = 0. In the plot, the momentum
and frequency are in the unit of T . The values for the parameters
are chosen for illustrative purpose and given by α = 0.3, 1/τ = 1,
and N = 4.
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2.4 Thermo-electric transport coefficients
for Coulomb-interacting Dirac elec-
trons

In this section, we derive thermo-electric transport coefficients of a
system of two-dimensional Dirac electrons interacting via Coulomb
interactions. We consider a setup that can accommodate electrons,
holes, and collective modes. First, we consider the electron-hole hy-
drodynamics, a model that is popular in the context of graphene,
and its transport properties. Next, we propose a novel type of hydro-
dynamics. In that setup, the ‘fluid’ consists of electrons, holes, and
plasmons. We study its transport properties, especially the thermo-
electric behavior. The results of this part can also be adapted to the
study of a fluid consisting of electrons and phonons.

When an external electric field E⃗ and a temperature gradient
−∇⃗T are applied to a conductor, in linear response regime, electric
current j⃗ and heat current j⃗Q are given by constitutive relations of
the form (

j⃗

j⃗Q

)
=

(
σ α
T ᾱ κ̄

)(
E⃗

−∇⃗T

)
, (2.23)

where σ is the electrical conductivity and κ̄ is the thermal conduc-
tivity. The heat current j⃗Q is a combination of energy current j⃗ϵ

and charge current j⃗ according to

j⃗Q = j⃗ϵ − µ

e
j⃗. (2.24)

In a typical thermal transport experiment, the heat current is mea-
sured with the condition that j⃗ = 0. With a straightforward algebra,
the thermal conductivity in this case is given κ = κ̄− Tαᾱ/σ.

Furthermore, we assume that the system respects time reversal
symmetry and, consequently, the Onsager reciprocal relation [76]
requires that

α = ᾱ. (2.25)

Later, we use this relation to establish the relationship between the
relaxation times associated with the drag effect.
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2.4.1 Thermo-electric responses of an electron-
hole plasma

In this section, we determine the thermo-electric transport coeffi-
cients of the Coulomb interacting charged Dirac electron by solving
the coupled Boltzmann equations in the presence of an external elec-
tric field E⃗ and a temperature gradient −∇⃗T within linear response
theory. The Boltzmamm equation is a non-linear integro-differential
equation, so, in general, it is very complicated to solve it exactly.
However, within linear response theory, the system of interest is as-
sumed to be near-equilibrium and, thus, the distribution function f
takes the form f ≈ f0 + δf , where f0 is the equilibrium solution
and the deviation of the distribution function δf is linear order in
external fields. The solution of the linearized coupled Boltzmann
equations can be obtained by converting the Bolzmann equation to
a linear algebra problem and solve it numerically [77]. This will be
discussed in details in the subsequently chapter. In this chapter, we
resort to the relaxation-time approximation to discuss the qualita-
tive feature of thermo-electric responses [78]. In this approximation,
all the collisional processes are summarized in one quantity, the re-
laxation time τ . Within this approximation, the collision integral
on the right-hand side of Eq.( 2.3) is given by

Ce-e
λ [f+, f−](p⃗) = −δfλ

τλ
+

δf−λ

τ−λ
, (2.26)

and

Cdis
λ [fλ](p⃗) = − δfλ

τdis
. (2.27)

In the presence of an external electric field E⃗ and a temperature
gradient −∇⃗T , after the linearization, the driving term on the left-
hand side of Eq.(2.3) becomes

Dλ[fλ] = ∂tδfλ −
(
ϵλ(p⃗)

∇⃗T

T
+ eE⃗

)
· ∇⃗p⃗f

0
λ, (2.28)

where ϵλ(p⃗) defines the energy of Dirac electrons measured with
respect to the chemical potential µ. Here we neglect the internal
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electric field, its contribution to thermo-electric transport phenom-
ena by means of plasmons will be discussed in subsequent section.
We are interested in the steady state, i.e., ∂tfλ = 0. The linearized
Boltzmann equations may be cast into the matrix form according to

(
1
τ+

+ 1
τdis − 1

τ−
− 1

τ+
1
τ−

+ 1
τdis

)(
δf+
δf−

)
=

∇⃗T

T
·
(
ϵ+(p⃗)∇⃗p⃗f

0
+

ϵ−(p⃗)∇⃗p⃗f
0
−

)
+eE⃗·

(
∇⃗p⃗f

0
+

∇⃗p⃗f
0
−

)
.

(2.29)
It is straightforward to solve this matrix equation for δf± in terms of

the external disturbances E⃗ and −∇⃗T . Subsequently, by substitut-
ing the result into the charge and heat currents defined in Eqs.(2.1),
and (2.2), we find the longitudinal response functions that are de-
fined in Eq.(2.23). They are given by

σ = −
e2

(
E+

(
1

τdis +
1
τ−

− 1
τ+

)
+ E−

(
1

τdis +
1
τ+

− 1
τ−

))

1
τdis

(
1

τdis +
1
τ+

+ 1
τ−

) , (2.30)

κ̄ = − 1

T

(S+ + S−)
(

1
τdis +

1
τ−

+ 1
τ+

)
+ 2µ

(
T+

τ+
+ T−

τ−

)

1
τdis

(
1

τdis +
1
τ+

+ 1
τ−

) , (2.31)

α =
e

T

T+
(

1
τdis +

1
τ−

− 1
τ+

)
+ T−

(
1

τdis +
1
τ+

− 1
τ−

)

1
τdis

(
1

τdis +
1
τ+

+ 1
τ−

) , (2.32)

Here E±, T±, and S± are main diagonal elements of second-rank
tensors

⃗⃗E± =

∫

k⃗

v⃗±(k⃗)∂k⃗f
0
±(k⃗) ,

⃗⃗T± =

∫

k⃗

v⃗±(k⃗)ϵ±(k⃗)∂k⃗f
0
±(k⃗) ,

⃗⃗S± =

∫

k⃗

v⃗±(k⃗)
(
ϵ±(k⃗)

)2

∂k⃗f
0
±(k⃗) . (2.33)
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Hence,
⃗⃗E± = E±⃗⃗1, ⃗⃗T± = T±⃗⃗1, and ⃗⃗S± = S±

⃗⃗
1. For Dirac fermions

with a linear energy dispersion, we find that

E± =
T

4π
Li1

(
−e±µ/T

)

T± = ±T 2

2π
Li2

(
−e±µ/T

)
− Tµ

4π
Li1

(
−e±µ/T

)
,

S± = − T

4π

[
− 3T 2Li3

(
−e±µ/T

)
± 4TµLi2

(
−e±µ/T

)

−µ2Li1

(
−e±µ/T

) ]
. (2.34)

Furthermore, for the Onsager reciprocal relation in Eq.(2.25) to hold,
the relaxation time for the electron-hole drag must satisfy the rela-
tion

1

τ−
(T−,xx + µE−,xx) = − 1

τ+
(T+,xx + µE+,xx) . (2.35)

Therefore, we can choose

1

τ+
=

1

τ0

T− + µE−
(T− + µE−)− (T+ + µE+)

,

1

τ−
= − 1

τ0

T+ + µE+
(T− + µE−)− (T+ + µE+)

. (2.36)

where τ0 is a relaxation time that has to be determined from a
Boltzmann equation. All the quantities in Eq. (2.35) and Eq. (2.36)
depend strongly on µ/T ; including τ0. Since the system at charge
neutrality is a quantum critical system, the relaxation time there is
of order 1/T , saturating at the Planckian limit. This fixes 1/τ0 ∝
T . Upon moving away from charge neutrality, all drag effects are
strongly suppressed. In Appendix 2.6.1, we demonstrate this explic-
itly. For practical calculations using the relaxation time approxima-
tion, we used the interpolation function 1/τ0 = 0.6T exp(−|µ|/T ).
This function shows good qualitative agreement with the actual
functions calculated in Appendix 2.6.1. An important consequence
of this is that at large |µ|/T , everything is disorder dominated.

In Fig. 2.2, we show the relaxation time for the electron-hole
drag.
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Figure 2.2: The relaxation time for the electron-hole drag near the
charge neutrality point µ = 0 calculated from Eq. (2.36). The
chemical potential and the relaxation time are scaled in the units of
T . We use 1/τ0 = 0.6T exp(−|µ|/T ) here for illustrative purposes.
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Figure 2.3: a) In a Fermi liquid, an applied electric field as well as a
temperature gradient excite nonzero momentum. In the Dirac liquid,
a temperature gradient excites a nonzero momentum, whereas an
electric field does not. b) In the Dirac liquid, momentum and current
decouple. One can relax current without relaxing momentum.

In Figures.(2.4), (2.5), (2.6), and (2.7), we show that the trans-
port coefficients calculated from our theory have the qualitative fea-
ture as the experimental resuls taken from Refs.[18] and [19].
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The electrical conductivity

In Fig.(2.4), we plot the electrical conductivity at various values of
chemical potential near the neutrality point. A key signature of
the electron-hole plasmas sits in their electrical conductivity and
becomes most apparent at charge neutrality µ = 0. It revolves
around a somewhat paradoxically looking situation. The system has
a total charge zero, nc = 0. Nevertheless, the d.c. conductivity in
the clean limit is finite. From Eq. (2.30), we find that the electrical
conductivity at charge neutrality is given by

σ(µ = 0) = −e2
E+ + E−

1
τdis +

1
τ+

+ 1
τ−

(2.37)

where, as depicted in Fig.(2.2), the inverse drag scattering times for
electron and hole are identical at charge neutrality , i.e., 1/τ− =
1/τ+, and, according to Eq. (2.34), E+ + E− ̸= 0. This implies that
the electrical conductivity is finite, even in the absence of disorder,
i.e., for 1/τdis = 0. The key to understanding it is that while the
charge density nc = 0, the imbalance density nimb ̸= 0. This is
in stark contrast to a conventional Fermi liquid in which there is
essentially no distinction between the two densities. Importantly, at
finite temperature, there are two thermal clouds of equal density,
one of electrons and one of holes. An applied electric field will pull
the different types of charge carriers into opposite directions. One
consequence of this is that while electrons and holes are pulled apart,
the total momentum of the system remains zero. This is different
in a Fermi liquid, in which an applied field automatically excites
momentum. Since there is no net momentum induced, it is also no
issue that there are no impurities to relax the momentum. However,
there is still a mechanism which ‘glues’ the electrons and holes, which
is drag. This is sufficient to establish a finite electric current, even
in the absence of disorder. A graphical illustration of this situation
in shown in Fig. (2.3).

With a bit of algebra, one can show that Eq. (2.30) takes the
form

σ = σ(µ = 0) +
e2 (E− − E+)

(
1
τ−

− 1
τ+

)

1
τdis

(
1

τdis +
1
τ+

+ 1
τ−

) . (2.38)
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The second part becomes singular in the limit of zero disorder: upon
tuning away from charge neutrality, µ ̸= 0, both E−−E+ and 1/τ−−
1/τ+ are non-zero. This implies that the electrical conductivity is
not finite in the absence of disorder (1/τdis → 0), but diverges, as one
would expect. This situation is qualitatively discussed in Fig. (2.3).

The thermoelectric coefficient

In Fig.(2.5), we plot the Seebeck coeeficient which is the ratio of the
thermoelectric cofficient α to the electrical conductivity σ at various
values of chemical potential near the neutrality point. A main sig-
nature of electron-hole plasmas is that at the charge neutrality, the
Seebeck coefficient vanishes as

α(µ = 0) =
e

T

T+ + T−
1

τdis +
2
τ+

= 0. (2.39)

The key to understanding it is that when the Dirac plasma is exposed
to a temperature gradient, both thermal clouds of electrons and holes
of equal concentration move in the same direction. As a result,
j⃗c = 0, this implies that α = 0.

The heat conductivity

Here, we consider the response j⃗Q = −κ∇⃗T , which is the heat con-
ductivity in the absence of current flow, where the longitudinal ther-
mal conductivity κ = κ̄− Tα2/σ. In Fig.(2.6), we plot the thermal
conductivity of two-dimensional Dirac electrons doping close to the
neutrality point. At the charge neutrality point, we find that

κ(µ = 0) = − 1

T

S+ + S−
1

τdis

. (2.40)

Contrary to the electrical conductivity, the thermal conductivity de-
cays from disorder and cannot be relaxed due to drag at the charge
neutrality point. The reason is simple: the two thermal clouds, elec-
trons and holes, are both dragged into the same direction. Conse-
quently, a net momentum is induced. This implies that momentum
has to be relaxed to establish a stationary state with a finite con-
ductivity. This can only be achieved by scattering from impurities,
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meaning in the clean system it diverges. This is again explained in
Fig. (2.3).

The Wiedemann-Franz ratio

An important quantity in the study of metals is the Wiedemann-
Franz ratio. This was already established in 1853 [79], based upon
the observation that for a variety of metals, the ratio κ/(Tσ) tends
to a constant, universal value at low temperatures, called the Lorenz
number [56]. It was experimentally found that the Lorenz number
is given by

L =
κ

Tσ
= L0 =

π2

3

(
kB
e

)2

. (2.41)

Whether a system tends to this value or not is still often taken as an
empirical evidence of whether the system is a Fermi liquid or not.
The standard understanding is that both heat and electrical currents
are transported by the same type of (quasi-)particle. Additionally,
both heat and electrical current undergo the same relaxational mech-
anism. In the case of a standard metal, this means that both heat
and electrical current are limited by the same scattering time, 1/τdis.
We find

L/L0 =
S+ + S−
E+ + E−

(
1 +

τdis (τ+ + τ−)
τ+τ−

)
(2.42)

at the charge neutrality point. Not only does this ratio diverge for
a clean system, it is also, in general, not a universal quantity: one
should expect a possibly strong violation of the Wiedemann-Franz
law close to charge neutrality as well as a strong variation across
different samples. However, it is an excellent measure to determine
the relative strength of elastic and inelastic scattering in the system.
In Fig. 2.7, we plot the Lorenz number for the two-dimensional Dirac
fluid around the charge neutrality point.
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Figure 2.4: Comparison of the electrical conductivity of the Dirac
electron-hole plasma evaluated from our kinetic theory within the
relaxation time approximation with the experimental results. (a)
The electrical conductivity evaluated from Eq. (2.30) as a func-
tion of the chemical potential µ, where 1/τ± satisfies the relation in
Eq.(2.35) with 1/τ0 = 0.6Te−|µ|/T and τdis = 8. (b) The experimen-
tal measurement of the electrical conductivity of clean graphene as a
function of doping. The figures is taken from Ref.[18] and reprinted
with permission from . (c) The electrical resistivity ρ = 1/σ eval-
uated from Eq.(2.30) as a function of the temperature. (d) The
experimental result of the electrical resistivity of clean graphene as
a function of the temperature. The figure is taken from Ref.[19] and
reprinted with permission from APS.

2.4.2 Thermo-electric responses of a hybrid sys-
tem of electrons, holes, and plasmons

In the previous section, we consider the thermo-electric transport
in a electron-hole fluid. In this section, we discuss the role of the
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Figure 2.5: Comparison of the Seebeck coefficient of the Dirac
electron-hole plasma evaluated from our kinetic theory within the
relaxation time approximation with the experimental results. (a)
The Seebeck coefficient evaluated from our theory as a function of
chemical potential µ. (b) The Seebeck coefficient evaluated from
our theory as a function of temperature T . Here we use the same
values of parameters as we use in Fig.(2.4). (d) The experimental
result of the Seebeck coefficient of clean graphene as a function of
temperature as well as chemical potential. The figure is taken from
Ref.[19] and reprinted with permission from APS.

internal electric potential in thermo-electric transport phenomena.
One interesting effect of this force is the non-local transport response
which has been investigated, for example, in Refs.[75, 74]. In this
thesis, we focus on local thermo-electric transport. In this case,
the Hartree potential has a direct contribution to thermo-electric
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Figure 2.6: Comparison of the thermal conductivity of the Dirac
electron-hole plasma evaluated from our kinetic theory within the
relaxation time approximation with the experimental results. (a)
The thermal conductivity evaluated from our theory as a function
of the chemical potential µ. (b) The thermal conductivity evaluated
from our theory as a function of the temperature T . Here we use
the same values of parameters as we use in Fig.(2.4). (c) The ex-
perimental result of the thermal conductivity of clean graphene as a
function of temperature as well as the charge density. The figure is
taken from Ref.[18] and reprinted with permission from AAAS.

transport phenomena via the collective charge density oscillations
or plasmons.

We theoretically investigate the full thermo-electric transport
properties of an interacting system of electrons and a collective mode
that are coupled via perfect drag in the hydrodynamic limit. In this
section, to summarize the main feature of our findings, we use an ap-
proach based on a Boltzmann transport equation with a relaxation-
time approximation. We treat electrons and bosons on an equal foot-
ing and discuss the hydrodynamic behavior of the combined system.
While being particularly interested in the hydrodynamics of the cou-
pled system of electrons and plasmons, we develop a theory that can
be applied straighforwardly to any hybrid system of electrons, holes,
and bosons.

Plasmons do not contribute directly to charge transport, because
they are electrically neutral. However, they give an extra contribu-
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Figure 2.7: Comparison of the Lorenz number L = κ
σT of the Dirac

electron-hole plasma evaluated from our kinetic theory within the
relaxation time approximation with the experimental results. The
Lorenz number evaluated from our theory as a function of (a) the
chemical potential µ and (c) the temperature T . Here we use the
same values of parameters as we use in Fig.(2.4). The experimental
result of the thermal conductivity of clean graphene as a function of
(b) the electron charge density and (d) the temperature. The figure
is taken from Ref.[18] and reprinted with permission from AAAS.

tion to the heat current which is given by

j⃗Qb =

∫
dp⃗

(2π)2
v⃗b(p⃗)ω(p⃗)δb , (2.43)

where δb is deviation of the distribution function for plasmons from
the equilibrium solution. The deviation δb is a solution of the lin-
earized coupled Boltzmann equations. Here ω(p⃗) is the energy dis-
persion of the plasmon given by Eq.(2.22). However, we neglect the
plasmon decay due to electron-electron and electron-disorder scat-
terings. This gives the collisionless plasmon energy dispersion that
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agrees with the microscopic RPA result [54, 55]. It reads

ω(p⃗) =

√
N

2
αvFTp log (2 + 2 cosh(µ/T )) . (2.44)

We obtain the coupled system of Boltzmann equations for a hy-
brid system of the electrons, holes, and plasmons and it takes the
form

(
∂t + v⃗λ(p⃗) · ∇⃗

)
fλ(x⃗, p⃗, t) = Cλ[f+, f−, b](p⃗)

(
∂t + v⃗b(p⃗) · ∇⃗

)
b(x⃗, p⃗, t) = Cb[f+, f−, b](p⃗),

(2.45)

where b(x⃗, p⃗, t) is the distribution function for the plasmon which
the velocity v⃗b(p⃗). To obtain the qualitative feature of the thermo-
electric responses, we resort to the relaxation-time approximation.

Cλ[f+, f−, b](p⃗) = −δfλ
τλ

+
δf−λ

τ−λ
− δfλ

τdis
+

δb

τb
, (2.46)

and

Cb[f+, f−, b](p⃗) = − δb

τb/2
, (2.47)

where τb is the Landau damping of a plasmon into an electron-hole
pair. Within linear response theory, in the presence of an external
electric field E⃗ and a temperature gradient −∇⃗T , we linearize the
Boltzmann equations to linear order in external fields. The driving
term on the left-hand side of the Boltzmann equation for fermion
remains the same as Eq.(2.28). The driving term for the plasmon
reads

Db[b](p⃗) = ∂tδb− ω(p⃗)
∇⃗T

T
∇⃗p⃗b

0 . (2.48)

The deviation of the distribution functions to linear order in the
external disturbances can be solved from The Boltzmann equations.
This solution is used to determined charge and heat currents and,
consequently, thermo-electric coefficients. We find that the expres-
sion for the electric conductivity remains the same as Eq.(2.30), since
plasmons do not have a direct contribution to the charge current.
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However, they can relax electrons, and thus modify the relaxation
time for electron-hole drag according to

1

τ+
=

1
τ ′
0
(K− + 2 (T− + µE−))

(K− + 2 (T− + µE−))− (K+ + 2 (T+ + µE+))
,

1

τ−
=

− 1
τ ′
0
(K+ + 2 (T+ + µE+))

(K− + 2 (T− + µE−))− (K+ + 2 (T+ + µE+))
.

(2.49)

where

K+ =

∫

k⃗

∇⃗k⃗b
0v⃗+ω(k) ,

K− =

∫

k⃗

∇⃗k⃗b
0v⃗−ω(k⃗) . (2.50)

Note that in calculating K± above, the integrations have the mo-
mentum cutoff given by kc = N

2 αT log(2 + 2 cosh(µ/T )). Beyond
this value, the plasmons become over-damped and thus its corre-
sponding distribution function is not well-defined. We assume that
τ ′0 = τb since the electron-hole drag results effectively from the Lan-
dau damping.

In contrast, the themoelectric coefficient has an additional con-
tribution from drag. It is given by

α = αe + αdrag , (2.51)

where

αdrag =
e

T

(
1

τdis +
2
τ−

)
K+ +

(
1

τdis +
2
τ+

)
K−

2
τdis

(
1

τdis +
1
τ+

+ 1
τ−

) (2.52)

and αe is given by Eq.(2.32). We observe that αdrag = 0 at the
charge neutrality. Similarly, there are three contributions the ther-
mal conductivity according to

κ = κe + κb + κdrag. (2.53)
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Here κe is from electrons and holes which is given by Eq.(2.31); κb

is a direct contribution form plasmons which is given by

κb = −τb/2

T

∫

k⃗

v⃗b

(
ω(k⃗)

)2

∇⃗k⃗b
0. (2.54)

In addition, there is a contribution due to plasmon drag according
to

κdrag = − 1

T

1

2
τdis

(
1

τdis +
1
τ−

+ 1
τ+

) ×

∫

k⃗

ω(k⃗)

(
v⃗−(ϵ− − µ)

1
τdis +

2
τ+

+
v⃗+(ϵ+ − µ)

1
τdis +

2
τ−

)
∇⃗k⃗b

0.

(2.55)

Figure 2.8 shows the thermo-electric coefficients of the hybrid system
of electrons, holes, and plasmons. We observe the enhancement of
the Weidemann-Franz ratio not only at the charge neutrality point
but also at high doping due to the extra contribution from plas-
mon to the heat transport. This seems to be a feature that is also
encountered in experiments in recent years [80].

2.5 Conclusion and Outlook

In this chapter, we investigated the full thermo-electric transport
properties of an interacting fluid of electrons, holes, and a collective
mode from a theoretical point of view. In the hydrodynamic limit we
used an approach based on a Boltzmann transport equation within a
relaxation-time approximation that mimics a full numerical solution
of the set of equations. We treated electrons, holes and plasmons
on equal footing and discussed the hydrodynamic behavior of the
combined system. We discussed the thermo-electric behavior in the
very clean system. One of our findings is that in that situation the
plasmons make a sizeable contribution to transport properties and,
therefore, cannot be neglected. We hypothesize that this also applies
to other quantities sensitive to the energy-momentum tensor, such
as the viscosity. The approach we develop can also be applied in a
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Figure 2.8: Thermo-electric transport coefficients of the hybrid sys-
tem of electrons, holes, and plasmons as a function of chemical po-
tential, (a) electrical conductivity, (b) Seebeck coefficient, (d) ther-
mal conductivity (d) Wiedemann-Franz ratio. We use τ ′0 = τb and
τdis = 8.

straightforward manner to any hybrid system of electrons, holes, and
bosons. In subsequent chapters we show the technical underpinnings
of our theory based on the Schwinger-Keldysh approach. Not only
do we derive the set of coupled Boltzmann equations there, we also
establish explicitly all the conservation laws that we use here.

2.6 Appendices

2.6.1 Numerical evaluation of the scattering time
for electron-hole drag

In this appendix, we evaluate the relaxation time for electron-hole
drag. To this end, we consider a set of coupled Boltzmann equations
for a two-dimensional Dirac electron-hole plasma. In the subsequent
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chapter, we derive these equations from a Keldysh quantum-field
theory within a perturbation theory up to second order. The equa-
tions read

∂tfλ(x⃗, t, k⃗) + λvF k̂ · ∂x⃗fλ(x⃗, t, k⃗)− eE⃗ · ∂k⃗fλ(x⃗, t, k⃗)

= −
∫

dk⃗1
(2π)2

dq⃗

(2π)2
Rλλ1λ3λ2

(k⃗, k⃗1, q⃗)

2πδ(ϵλ(k⃗)− ϵλ1(k⃗ − q⃗)− ϵλ2(k⃗1 + q⃗) + ϵλ3(k⃗1))[
fλ(k⃗)fλ3(k⃗1)(1− fλ1(k⃗ − q⃗))(1− fλ2(k⃗1 + q⃗))

−(1− fλ(k⃗))(1− fλ3(k⃗1))fλ1(k⃗ − q⃗)fλ2(k⃗1 + q⃗)
]
.

(2.56)

We introduce the shorthand notation for the transition probability
that is

Rλλ1λ3λ2
(k⃗, k⃗1, q⃗) =

2
[
|Tλλ1λ3λ2 − Tλλ2λ1λ3 |2 + (N − 1)

(
|Tλλ1λ3λ2 |2 + |Tλλ2λ1λ3 |2

) ]
,

(2.57)

where

Tλλ1λ2λ3(k⃗, k⃗1, q⃗) =
V (q⃗)

2
Mλλ1

k⃗,⃗k−q⃗
Mλ2λ3

k⃗1 ,⃗k1+q⃗
. (2.58)

The Coulomb interaction in the Fourier space V (q⃗) = 2πα/q where

α = e2

4πϵvF
is the fine-structure constant characterizing the strength

of the interaction. The coherent factor coming from the overlap of
the wavefunction is defined according to

Mλλ1

k⃗,⃗k1
=

(
U†
k⃗
Uk⃗1

)
λλ1

, (2.59)

where

Uk⃗ =
1√
2

(
− exp

(
−iθk⃗

)
exp

(
−iθk⃗

)

1 1

)
. (2.60)

Here tan
(
θk⃗
)
= ky/kx and k denotes the magnitude of the momen-

tum k⃗. Here λ, λ1, λ2, λ3 = ± are energy-band indices, + for the
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conduction band and − for the valence band. The collision integral
on the right-hand side describes a process that an electron in the
energy band λ and the momentum state k⃗ is scattered into the en-
ergy band λ1 and momentum state k⃗+ q⃗ by a collision with another
electron in band λ3 and state k⃗1, which is itself scattered into the
energy band λ2 and state k⃗1− q⃗. The initial states k⃗ and k⃗1 have to
be filled and the final states k⃗− q⃗ and k⃗1+ q⃗ must be empty for this
event to take place. The factors fλ(k⃗) and fλ3

(k⃗1) are the occupa-

tion number of these state, while 1− fλ1
(k⃗− q⃗) and 1− fλ2

(k⃗1 + q⃗)
describe the probability that the final states are unoccupied. The
conservation of energy is taking into account by the delta function.
The transition probability of this event is Rλλ1λ3λ2 .

Next, we consider the electron-hole drag part of the collision
integral that is when λ = λ1 and λ2 = λ3 = −λ . Moreover, we
are interested in a steady state and homogeneous solution, so the
time-derivative and space-derivative term on the left-hand side of
the Boltzmann equations are zero. Within linear response regime,
one may solve the Boltzmann equations to linear order using the
ansatz fλ(k⃗) = f0

λ(k⃗) + δfλ(k⃗), where

δfλ(k⃗) = gλ(k⃗)eE⃗ · ∂k⃗f0
λ(k⃗) = gλ(k⃗)eE⃗ · λvF

k⃗

k
f0
λ(k⃗)(1− f0

λ(k⃗))

(2.61)
The unknown function gλ(k) is determined by solving the Boltzmann
equations. It is usually expand in term of an appropriate set of

basis gλ(k⃗) =
∑

τ
(n,p)
λ ϕ

(n,p)
λ (k), where τ

(m,p)
λ can be interpreted as a

relaxation time for the corresponding mode. Here we use ϕ
(n,p)
λ (k) =
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λpkn. After linearizing the Boltzmann equations, we obtain

∇⃗k⃗f
0
λ(k⃗) = −

∫
dk⃗1
(2π)2

dq⃗

(2π)2
P(k⃗, k⃗1, q⃗)

[
f0
λ(k⃗)f

0
−λ(k⃗1)(1− f0

λ(k⃗ − q⃗))(1− f0
−λ(k⃗1 + q⃗))

]

[
λvF

k⃗

k
gλ(k)− λvF

k⃗1
k1

g−λ(k1)

−λvF
k⃗ − q⃗

|⃗k − q⃗|
gλ(|⃗k − q⃗|) + λvF

k⃗1 + q⃗

|⃗k1 + q⃗|
g−λ(|⃗k1 + q⃗|)

]
.

(2.62)

Here we introduce a shorthand

P(k⃗, k⃗1, q⃗) =

2πδ(ϵλ(k⃗)− ϵλ1
(k⃗ − q⃗)− ϵλ2

(k⃗1 + q⃗) + ϵλ3
(k⃗1))Rλλ1λ3λ2

(k⃗, k⃗1, q⃗).

(2.63)

We are particularly interested in current relaxation, so we look at

the current mode ϕ
(0,1)
λ (k) = λ and assume that the other modes are

not excited. By projecting the Boltzmann equation into this mode,
we find

∫
dk⃗

(2π)2
ϕ
(0,1)
λ (k)

k⃗

k
· ∇⃗k⃗f

0
λ(k⃗) = −

∫
dk⃗

(2π)2
dk⃗1
(2π)2

dq⃗

(2π)2
P(k⃗, k⃗1, q⃗)

[
f0
λ(k⃗)f

0
−λ(k⃗1)(1− f0

λ(k⃗ − q⃗))(1− f0
−λ(k⃗1 + q⃗))

]

ϕ
(0,1)
λ (k)

k⃗

k
·
[
λvF

k⃗

k
τ
(0,1)
λ ϕ

(0,1)
λ (k)− λvF

k⃗1
k1

τ
(0,1)
−λ ϕ

(0,1)
−λ (k1)

−λvF
k⃗ − q⃗

|⃗k − q⃗|
τ
(0,1)
λ ϕ

(0,1)
λ (|⃗k − q⃗|) + λvF

k⃗1 + q⃗

|⃗k1 + q⃗|
τ
(0,1)
−λ ϕ

(0,1)
−λ (|⃗k1 + q⃗|)

]
.

(2.64)

To evaluate the current relaxation time τ
(0,1)
λ , we again assume that
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the mode corresponding to ϕ
(0,1)
−λ is not excited, this gives

1

τ
(0,1)
λ

×
(∫

dk⃗

(2π)2
ϕ
(0,1)
λ (k)

k⃗

k
· ∇⃗k⃗f

0
λ(k⃗)

)
=

−
∫

dk⃗

(2π)2
dk⃗1
(2π)2

dq⃗

(2π)2
P(k⃗, k⃗1, q⃗)

[
f0
λ(k⃗)f

0
−λ(k⃗1)(1− f0

λ(k⃗ − q⃗))(1− f0
−λ(k⃗1 + q⃗))

]

ϕ
(0,1)
λ (k)

k⃗

k
·
[
λvF

k⃗

k
ϕ
(0,1)
λ (k)− λvF

k⃗ − q⃗

|⃗k − q⃗|
ϕ
(0,1)
λ (|⃗k − q⃗|)

]
,

(2.65)

and similarly τ
(0,1)
−λ is determined from

1

τ
(0,1)
−λ

×
(∫

dk⃗

(2π)2
ϕ
(0,1)
λ (k)

k⃗

k
· ∇⃗k⃗f

0
λ(k⃗)

)
=

−
∫

dk⃗

(2π)2
dk⃗1
(2π)2

dq⃗

(2π)2
P(k⃗, k⃗1, q⃗)

[
f0
λ(k⃗)f

0
−λ(k⃗1)(1− f0

λ(k⃗ − q⃗))(1− f0
−λ(k⃗1 + q⃗))

]

ϕ
(0,1)
λ (k)

k⃗

k
·
[
− λvF

k⃗1
k1

ϕ
(0,1)
−λ (k1) + λvF

k⃗1 + q⃗

|⃗k1 + q⃗|
ϕ
(0,1)
−λ (|⃗k1 + q⃗|)

]
.

(2.66)

These integrals can be evaluate numerically. In Fig.(2.9), we plot the
relaxation time for electron-hole drag 1/τ± which we defined from
the discussion above according to

1

τ+
= −

∫
dk⃗

(2π)2
dk⃗1
(2π)2

dq⃗

(2π)2
P(k⃗, k⃗1, q⃗)

[
f0
+(k⃗)f

0
−(k⃗1)(1− f0

+(k⃗ − q⃗))(1− f0
−(k⃗1 + q⃗))

]

ϕ
(0,1)
+ (k)

k⃗

k
·
[
vF

k⃗

k
ϕ
(0,1)
+ (k)− vF

k⃗ − q⃗

|⃗k − q⃗|
ϕ
(0,1)
+ (|⃗k − q⃗|)

]
,
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1

τ−
= −

∫
dk⃗

(2π)2
dk⃗1
(2π)2

dq⃗

(2π)2
P(k⃗, k⃗1, q⃗)

[
f0
+(k⃗)f

0
−(k⃗1)(1− f0

+(k⃗ − q⃗))(1− f0
−(k⃗1 + q⃗))

]

ϕ
(0,1)
+ (k)

k⃗

k
·
[
− vF

k⃗1
k1

ϕ
(0,1)
− (k1) + vF

k⃗1 + q⃗

|⃗k1 + q⃗|
ϕ
(0,1)
− (|⃗k1 + q⃗|)

]
.

(2.67)

We find the the relaxation time decays exponentially in the large-
µ limit which is the Fermi liquid regime. One may understand this
by observing that the relaxation time takes the form

1

τ±
=

∫
f0
+(k⃗)f

0
−(k⃗1)(1− f0

+(k⃗ − q⃗))(1− f0
−(k⃗1 + q⃗))

[
. . .

]
,

=

∫
1

e
k−µ
T + 1

1

e
−k1−µ

T + 1

1

e
−|k⃗−q⃗|+µ

T + 1

1

e
|k⃗1+q⃗|+µ

T + 1

[
. . .

]
.

In the large-µ limit, these becomes

1

τ±
≈

∫
Θ(µ− k)Θ(|⃗k − q⃗| − µ) exp(−µ/T )

[
. . .

]
. (2.68)
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Figure 2.9: Numerical solution of the relaxation time for electron-
hole drag as a function of chemical potential µ.

2.6.2 Plasmon mode within the RPA approxima-
tion

In this appendix, we derive the energy dispersion relation as well
as the Landau damping for the plasmon in a two-dimensional Dirac
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system within the RPA approximation. To this end, let us consider
the RPA dielectric function

ϵRPA(q⃗, ω) = 1− V (q⃗)Π(q⃗, ω), (2.69)

The polarization function Π(k⃗, ω) is given by the Lindhard formula

Π(q⃗, ω) = N
∑

λλ′=±1

∫
dp⃗

(2π)2
Fλλ′(p⃗, q⃗)

f0
λ(p⃗)− f0

λ′(q⃗ + p⃗)

ω + i0+ + ϵλ(p⃗)− ϵλ′(q⃗ + p⃗)
,

(2.70)
where λ, λ′ = ± denote the energy band; + denotes the conduction
band and − denotes the valence band. The coherence factor defined
as

Fλλ′(p⃗, q⃗) =
1

2
(1 + λλ′ cos(θp⃗+q⃗ − θq⃗)). (2.71)

The Fermi-Dirac distribution function

f0
±(p⃗) =

1

e
ϵ±(p⃗)−µ

T + 1
. (2.72)

Note that here we use the different notation from the main text.
The plasmon frequency (ω = ωp − iγp) is obtained from zero of
the RPA dielectric function. Let us note that by defining it in this
way the decay rate γp is positive. If the damping is sufficiently weak
(γp ≪ ωp), one can expand the polarization function to leading order
in γp. This gives

Π(q⃗, ωp− iγp) ≈ ReΠ(q⃗, ωp)− iγp∂ω ReΠ(q⃗, ω)
∣∣∣
ω=ωp

+ i ImΠ(q⃗, ωp).

(2.73)
By substituting this expansion into Eq.(2.69), one finds that the
energy of the plasmon is determined from the real part according to

1− V (q⃗)ReΠ(q⃗, ωp) = 0, (2.74)

whereas the decay rate is a solution of the imaginary part which is
given by

γp =
ImΠ(q⃗, ω)

∂ω ReΠ(q⃗, ω)

∣∣∣∣∣
ω=ωp

. (2.75)
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Solutions to (2.74) exist only when ReΠ > 0. In the upper panel of
Fig.(2.10), we show the real part of the polarization in the momentum-
frequency plane. We observe that ReΠ is positive when ω > q. Fur-
thermore, by considering Eq.(2.75), we find that a stable plasmon
solution requires ImΠ = 0. In lower panel of Fig.(2.10), we plot
the imaginary part of the polarization function. We observe that
although it is not identically zero, it is still negligibly small in the
low-momentum limit and ω > q. Consequently, one may expect a
long-wavelength underdamped plasmon mode with almost infinitely
long lifetime. Having this observation, we expand the polarization

Figure 2.10: Polarization function, in the unit of temperature T = 1,
at a non-zero temperture and a chemical potential µ/T = 1 in the
momentum-frequency plane. The above plot shows the real part and
the lower plot shows the imaginary part.

function up to first order in q/ω by making use of the following
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expressions:

F±±(p⃗, q⃗) =
1

2
(1 + cos (θp⃗+q⃗ − θq⃗)) ≈ 1,

F±∓(p⃗, q⃗) =
1

2
(1− cos (θp⃗+q⃗ − θq⃗)) ≈

1

4

(
p⃗ · ∇⃗q⃗θq⃗

)2

,

f0
λ(p⃗+ q⃗) ≈ f0

λ(q⃗) + p⃗ · ∇⃗q⃗f
0
λ(q⃗),

ϵλ(p⃗+ q⃗) ≈ ϵλ(q⃗) + p⃗ · ∇⃗q⃗ϵλ(q⃗). (2.76)

Let us first calculate the real part of the polarization in Eq.(2.70).
The intraband contribution, when λ = λ′, gives

ReΠ(q⃗, ω)

≈ N
∑

λ=±1

∫
dp⃗

(2π)2
−q⃗ · ∇⃗p⃗f

0
λ(p⃗)

ω

[
1 +

q⃗ · ∇⃗p⃗ϵλ(p⃗)

ω

]
,

=
N

ω2

∫
dp⃗

(2π)2

[
f0
+(p⃗)(q⃗ · ∇⃗p⃗)

2ϵ+(p⃗)

−
(
1− f0

−(p⃗)
)
(q⃗ · ∇⃗p⃗)

2ϵ−(p⃗)
]
,

=
Nq2

ω2

∫
pdpdθ

(2π)2

[
f0
+(p⃗) +

(
1− f0

−(p⃗)
) ] sin2 θ

p

=
Nq2

4πω2

∫
dp

[
f0
+(p⃗) + (1− f0

−(p⃗))
]

= − Nq2

4πω2
T
[
Li1

(
−eµ/T

)
+ Li1

(
−e−µ/T

) ]

=
Nq2

4πω2
T
[
log

(
1 + eµ/T

)
+ log

(
1 + e−µ/T

) ]

=
Nq2

4πω2
T
[
log (2 + 2 coshµ/T )

]
. (2.77)

In contrast, the interband contribution, when λ = −λ′, gives a loga-
rithmic correction which will be neglected in evaluating the plasmon
energy dispersion. For the case of non-zero dopings, at zero tem-

perature, this interband contribution reads Np2

16πω log
(∣∣∣ω−2µ

ω+2µ

∣∣∣
)
. By

substituting Eq.(2.77) into Eq.(2.74), we can derive the dispersion
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Figure 2.11: The plot shows the ratio of the plasmon decay rate eval-
uated in Eq.(2.81) to the energy dispersion evaluated in Eq.(2.78) for
small momenta. It can be observed that, within the low-momentum
approximation, the ratio is small. As a result, the plasmon is a well-
defined excitation. Here we use µ/T = 3, but it should be noted
that this feature is generic for any µ/T .

relation for plasmon. It reads as

ωp(q⃗) = ±
√

N

2
αTq log (2 + 2 cosh(µ/T )). (2.78)

Note that this is the same result as we obtained from the Boltzmann
approach in the main text.

Next, we consider the imaginary part of the polarization function.
The main contribution to the imaginary part is from the interband
transition, when λ = −λ′. This gives

ImΠ(q⃗, ω)

≈ −Nπ
∑

λ=±1

∫
dp⃗

(2π)2
1

4

(
q⃗ · ∇⃗p⃗θp⃗

)2 [
f0
λ(p⃗)− f0

−λ(p⃗)
]

δ(ω + ϵλ(p⃗)− ϵ−λ(p⃗)),

= −Nπ

∫
dp⃗

(2π)2
1

4

q2

p2
sin2(θ)

[(
f0
+(p⃗)− f0

−(p⃗)
)
δ(ω + ϵ+(p⃗)− ϵ−(p⃗))

+
(
f0
−(p⃗)− f0

+(p⃗)
)
δ(ω + ϵ−(p⃗)− ϵ+(p⃗))

]
.
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Figure 2.12: The plot shows the energy dispersion of plasmon. Here
we use µ/T = 3.

Since f0
±(p⃗) depends only on the magnitude of the momentum p⃗, let

us now denote it by f0
±(p). The angular integral can be performed

straighforwardly, this gives

ImΠ(q⃗, ω)

≈ −N

16
q2

∫ ∞

0

dp

p

[(
f0
+(p)− f0

−(p)
)
δ(ω + 2p) +

(
f0
−(p)− f0

+(p)
)
δ(ω − 2p)

]
,

= −N

16
q2

∫ ∞

0

dp

p

(
f0
+(p)− f0

−(p)
)(

δ(ω + 2p)− δ(ω − 2p)
)
,

= −N

16
q2

∫ ∞

0

dp

p

(
f0
+(p)− f0

−(p)
)1
2

(
δ(p+ ω/2)− δ(p− ω/2)

)
,

=
N

16

q2

ω

(
1

e
|ω|/2−µ

T + 1
− 1

e
−|ω|/2−µ

T + 1

)
. (2.79)

In the limit of zero temperature, this becomes

ImΠR(q⃗, ω) ≈ −N

16

q2

ω
Θ(|ω| − 2|µ|), (2.80)

which was found previously in [54]. It vanishes when |ω| < 2|µ|,
consequently, the long-lived plasmon mode exists in this region. By
substituting the real part in Eq.(2.77) and the imaginary part in
Eq.(2.79) into Eq.(2.75), we find the decay rate of plasmon which
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reads as

γp(q⃗) = − πωp(q⃗)
2

8T log(2 + 2 coshµ/T )
×

(
1

e
|ωp(q⃗)|/2−µ

T + 1
− 1

e
−|ωp(q⃗)|/2−µ

T + 1

)
. (2.81)

In Fig.(2.11), we shows the ratio of the decay rate to the energy
evaluated above in Eqs.(2.81) and (2.78). We find that γp/ωp ≪ 1,
so, within the low-momentum approximation, the plasmon is a well-
defined excitation. However, as we show in Fig.(2.12), the square-
root q energy dispersion enters the region ω < q where the plasmon
becomes an over-damped mode. This defined a momentum cutoff
above which the plasmon is unstable mode. The momentum cutoff
satisfies

ωp(qc)/qc = 1 , (2.82)

so we find that

qc =
N

2
αT log(2 + 2 cosh(µ/T )) . (2.83)

2.6.3 Relaxation time of plasmon

In this section, we are going to derive the relaxation time τb for the
plasmon used in the main text. To this end, let us consider the
Boltzmann equation for the plasmon.

∂tb(x⃗, p⃗, t) + v⃗b · ∇⃗x⃗b(x⃗, p⃗, t) =

−2απ2Nωp(p⃗)

p

∫
dq⃗

(2π)2
Fλλ′(p⃗+ q⃗, q⃗)δ(ωp(p⃗) + ϵλ(q⃗)− ϵλ′(p⃗+ q⃗))

[
fλ(q⃗)

(
1− fλ′(p⃗+ q⃗)

)
b(p⃗)−

(
1− fλ(q⃗)

)
fλ′(p⃗+ q⃗)

(
1 + b(p⃗)

)]
.

(2.84)

The derivation of this equation will be given in detail in the sub-
sequent chapter. By substituting f = f0 and b = b0 + δb to the
Boltzmann equation above, the left-hand-side becomes

∂tδb(x⃗, p⃗, t) + v⃗b · ∇⃗T∂T b
0(p⃗), (2.85)
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and the collision integral becomes

−2απ2Nωp(p⃗)

p

∫
dq⃗

(2π)2
Fλλ′(p⃗+ q⃗, q⃗)δ(ωp(p⃗) + ϵλ(q⃗)− ϵλ′(p⃗+ q⃗))

(
f0
λ(q⃗)− f0

λ′(p⃗+ q⃗)
)
δb(p⃗)

=
2απωp(p⃗)

p
ImΠδb

= −2γpδb, (2.86)

where γp is the decay rate for plasmon in Eq.(2.81). To obtain the
result above, we approximate the imaginary part of the polarization
function at the same level as we did in the previous section. Let us
note that in principle there are contributions of the form −δf+/τ+b

and −δf−/τ−b to the collision integral above. However, evaluation
the 1/τ±b is equivalent to solving the Boltzmann equation, so we
will postpone it until the last chapter.
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Chapter 3

Keldysh quantum-field theory of

Coulomb interacting Dirac

electrons in two dimensions

In the subsequent chapters, we employ a quantum-field theory to
study transport properties of the Dirac electrons interacting via
Coulomb interactions. In order to set down the preliminaries, Keldysh
quantum-field theory for the Coulomb-interacting Dirac electrons is
developed in this chapter. The central object of the theory is a par-
tition function from which physical observables can be determined.
We write the partition function by means of the functional-integral
over time-dependent fields along the closed time-contour. This is
typically referred to as a Keldysh contour. This partition function
is the starting point for our analysis in subsequent chapters.

The organization of the chapter is as follows. In section 3.1, the
model for Coulomb-interacting charged Dirac electrons in two di-
mensions is introduced. This model is the main object of our analysis
in this thesis. Furthermore, we assume that the effect of the under-
lying lattice is taken into account by a jellium model, meaning that
electrons move in a uniform and positively charged background. We
then proceed to a technical section, Sec. 3.2, where we derive the
functional-integral representation of the partition function. Next,
the formalism of real-time quantum field theory based on this par-
tition function is reviewed. It is a summary of the most important
steps that lead from a fully quantum mechanical treatment towards
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the semiclassical Boltzmann equation. This includes the structure
of the Green’s functions on the closed-time contour in Sec. 3.3. We
then discuss the Dyson equation, including the Keldysh or quantum-
kinetic equation in Sec. 3.5. We proceed to introduce the Wigner
transform and the Moyal product in Sec. 3.6 which allows to per-
form the gradient expansion on the Keldysh equation in Sec. 3.7 and
obtain the Boltzmann equation.

3.1 The model

We study a theory of Dirac electrons in two spatial dimensions inter-
acting via long-range Coulomb interactions. This model is applicable
to low-energy interacting electrons in graphene where momenta are
measured with respect to the K and K ′ points in the Brillouin zone.

In coordinate space, the Hamiltonian is given by

Ĥ = Ĥ0 + Ĥex + ĤI , (3.1)

with the non-interacting part being

Ĥ0 =

N∑

i=1

∑

λ,λ′=±

∫
dx⃗ Ψ̂†

i,λ(x⃗)ĤD,λλ′(x⃗)Ψ̂i,λ′(x⃗) , (3.2)

where ĤD,λλ′(x⃗) =
(
−iℏvF σ⃗ · ∇⃗ − µ

)
λλ′

is the Dirac Hamiltonian

with a Fermi velocity vF and chemical potential µ. Here Ψ̂†
i,λ(x⃗)

(Ψ̂i,λ(x⃗)) creates (annihilates) an electron at a position x⃗. The flavor
index denoted by i ranging from i = 1, ..., N and λ, λ′ ∈ {+,−}
denote spinor indices.

The electrons interact via the long-range Coulomb interaction.
This effect is included into our model by the interaction Hamiltonian
ĤI . It is given by

ĤI =

N∑

i=1

∑

λ,λ′=±

1

2

∫
dx⃗dx⃗′ Ψ̂†

i,λ(x⃗)Ψ̂
†
i,λ′(x⃗

′)V (x⃗−x⃗′)Ψ̂i,λ′(x⃗′)Ψ̂i,λ(x⃗),

(3.3)
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where the Coulomb potential between two electrons of charge e sep-
arated by a distance |x⃗− x⃗′| reads

V (x⃗− x⃗′) =
e2

4πϵ|x⃗− x⃗′| . (3.4)

Here ϵ defines the average dielectric constant.
In addition, the static potential energy Vex(x⃗) is added to take

into account the positively charge background in which electrons
move.

Vex(x⃗) = −n0

∫
dx⃗′V (x⃗− x⃗′), (3.5)

where n0 is the average density of the background which is identical
to electron density in thermal equilibrium. The interaction of the
electrons with the inert positively charged background is explained
by

Ĥex =

N∑

i=1

∑

λ=±

∫
dx⃗ Ψ̂†

i,λ(x⃗)Vex(x⃗)Ψ̂i,λ(x⃗). (3.6)

One may transform the Hamiltonian into a Fourier space. The
non-interacting Hamiltonian acquires the form

Ĥ0 =

N∑

i=1

∑

λ,λ′=1,2

∫
dp⃗

(2π)2
Ψ̂†

i,λ(p⃗)ĤD,λλ′(p⃗)Ψ̂i,λ′(p⃗) , (3.7)

where ĤD,λλ′(p⃗) = (ℏvF σ⃗ · p⃗− µ)λλ′ . This Hamiltonian consists of
two-energy band given by

ϵ±(p⃗) = ±ℏvF p− µ, (3.8)

where p = |p⃗| denotes the norm of the two-dimensional momen-
tum vector. The Fourier transform of the external potential term
is straightforward but will not be important in our discussion. We
therefore are not discussing it here. The interacting Hamiltonian
becomes

ĤI =
N∑

i=1

∑

λ,λ′=±

1

2

∫
dp⃗

(2π)2
dk⃗

(2π)2
dq⃗

(2π)2
Ψ̂†

i,λ(k⃗ − q⃗)

×Ψ̂†
i,λ′(p⃗+ q⃗)V (q⃗)Ψ̂i,λ′(k⃗)Ψ̂i,λ(p⃗).

(3.9)
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Hereafter we set ℏ = 1. The Fourier transformation of the 1/r
Coulomb interaction between electrons in two dimensions reads

V (p⃗) =
e2

2ϵp
=

2παvF
p

. (3.10)

The strength of the Coulomb interaction is usually characterised
by the ratio of the potential energy to the kinetic energy. For the
Dirac fermion, this ratio boils down to the fine structure constant
α = e2/4πϵℏvF . We note that electrons of different flavors are de-
coupled, as a result, we can focus only on one of them and suppress
the flavor index from now on. The contribution of the rest sectors are
accounted for by multiplying the number of degeneracy N to the fi-
nal result. For graphene, λ, λ′ denote the pseudo-spin resulting from
sub-lattices A and B. The number of fermion flavors N = 4 counts
spin and valley degrees of freedom. It was found that vF ≈ 106

m/s. Here ϵ measures the average value of the dielectric constant
of materials above and below it, e.g., ϵ = 1 for suspended graphene
in vacuum and ϵ ≈ 7 for graphene sandwiched in hBN layers. For
these two cases α = 2.2 and α ≈ 0.3, respectively. Thus, graphene
can be a playground for both weak and strong interaction effects.

3.2 The partition function

The central object in the Keldysh formalism is the partition func-
tion. It allows for the derivation of Green’s functions and associated
physical observables by means of functional differentiation. In this
section we review the construction of the partition function for the
model introduced in Eq. (3.1). We follow closely the presentation
given in [81, 82]. The idea is that we assume in the distant past
(t = −∞) the system was in thermal equilibrium at a temperature
T . Its state is specified by the density matrix operator associated
with the non-interacting Hamiltonian according to

ρ̂ = e−βĤ0 , (3.11)

where 1/β = kBT defines the thermal energy associated with the
temperature T where kB is the Boltzmann constant. The inter-
action will be switched on adiabatically later and reach its actual

54



strength before the observation. In addition, external perturbations
might be subsequently established and drive the system away from
equilibrium.

The partition function is defined in terms of the traces of the
operators according to

Z =
Tr

[
ÛC ρ̂

]

Tr[ρ̂]
, (3.12)

where ÛC = TC exp
(
−i

∮
C
Ĥ(t)dt

)
is the evolution operator along

the closed time-integration contour C = C+ ∪ C− depicted in Fig.
(3.1). Here TC orders the operators according to the position of their
time arguments on the contour C. The evolution operator describes
evolution of the system from t = −∞, where the system is non-
interacting and in equilibrium, towards t = ∞ then return to the
equilibrium state at t = −∞. The traces are evaluated with respect
to the equilibrium states at t = −∞.

Our goal in this section is to write the partition function defined
in Eq.(3.12) as a functional integral over time-dependent fields. It
turns out that these fields are the eigenvalues of the coherent states.
To this end, it is convenient to expand the field operators in terms
of a complete set of basis vectors that is formed by the eigenstates
of the Dirac Hamiltonian ĤD,λλ′ , namely

Ψ̂λ(x⃗) =
∑

n⃗,α

ϕα
n⃗,λ(x⃗)Ψ̂n⃗,α,

Ψ̂†
λ(x⃗) =

∑

n⃗,α

(ϕ†)αn⃗,λ(x⃗)Ψ̂
†
n⃗,α, (3.13)

where ϕα
n⃗,λ is the αth eigenvector of the Dirac Hamiltonian with the

corresponding eigenenergy ϵn⃗,α satisfying
∑

λ′

ĤD,λλ′(x⃗)ϕα
n⃗,λ′(x⃗) = ϵn⃗,αϕ

α
n⃗,λ(x⃗). (3.14)

The eigenstates are orthonormal to each other, i.e.,

∑

λ

∫
dx⃗ (ϕ†)αn⃗,λ(x⃗)ϕ

α′
n⃗′,λ(x⃗) = δn⃗n⃗′δαα′ . (3.15)
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We find that due to the invariance under spatial translation the
eigenstates of the Dirac Hamiltonian take the form of a product of
the propagating plane wave and the spinor representing the pseudo-
spin degree of freedom, namely

ϕ±
p⃗,λ(x⃗) =

1√
2

(
±e−iθp⃗

1

)

λ

eip⃗·x⃗. (3.16)

Here p⃗ is the momentum a Dirac electron and θp⃗ = arctan(py/px)
is the angle of the two-dimensional momentum vector. Recall that
p is the magnitude of the momentum vector. The corresponding
eigenenergies are given by

ϵp⃗,± = ±ℏvF p− µ. (3.17)

Let us note that the plane-wave solution is not always a useful
starting point, for example, in the case of electrons moving in a
strong and constant magnetic field Bẑ. By employing the Laudau
gauge A⃗ = xBŷ, the eigenstates of this problem is labeled by n and
py where n is the so-called Landau level and py is the y-component
of the momentum p⃗. With a slight modification, the formalism we
are developing is applicable to this case too. Having this in mind, in
what follows, we will keep the notation general as much as possible.

We insert Eq.(3.13) into the Dirac Hamiltonian and obtain

Ĥ0 =
∑

n⃗,α

Ψ̂†
n⃗,αϵn⃗,αΨ̂n⃗,α. (3.18)

The non-interacting part of the Hamiltonian becomes diagonal. On
the other hand, the interaction part of the Hamiltonian is trans-
formed into

HI =
1

2

∑

n⃗1,n⃗2,n⃗3,n⃗4

∑

α1,α2,α3,α4

Vα1,α2,α3,α4

n⃗1,n⃗2,n⃗3,n⃗4
Ψ̂†

n⃗1,α1
Ψ̂†

n⃗2,α2
Ψ̂n⃗3,α3

Ψ̂n⃗4,α4
,

(3.19)
where the interaction matrix reads as

Vα1,α2,α3,α4

n⃗1,n⃗2,n⃗3,n⃗4
=

∑

λ,λ′

∫
dx⃗dx⃗′ (ϕ†)α1

n⃗1,λ
(x⃗)(ϕ†)α2

n⃗2,λ′(x⃗
′)V (x⃗− x⃗′)ϕα3

n⃗3,λ′(x⃗
′)ϕα4

n⃗4,λ
(x⃗).

(3.20)
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Similarly, the Hamiltonian describing the interaction between Dirac
eletrons and jellium background is transformed into

Ĥex =
∑

n⃗1,n⃗2

∑

α1,α2

Ψ̂†
n⃗1,α1

Vα1,α2

ex;n⃗1,n⃗2
Ψ̂n⃗2,λ2

. (3.21)

where the matrix representing the external potential is given by

Vα1,α2

ex;n⃗1,n⃗2
=

∑

λ

∫
dx⃗ (ϕ†)α1

n⃗1,λ
(x⃗)Vex(x⃗)ϕ

α2

n⃗2,λ
(x⃗). (3.22)

The advantage of this basis is that it simplifies the evaluation
of the partition function. Let us return to the partition function in
Eq.(3.12) and first evaluate the trace of the density operator in the
denominator. The trace of an arbitrary operator can be evaluated
by means of a functional integral over coherent states according to

Tr[Ô] =

∫
dψ†dψ e−(ψ|ψ) ⟨ψ| Ô |−ψ⟩ . (3.23)

By applying this formula to the trace of the density matrix operator,
one can straightforwardly show that

Tr[ρ̂] =

∫
dψ†dψ e−(ψ|ψ) ⟨ψ| ρ̂ |−ψ⟩

=

∫
dψ†dψ e−(ψ|ψ) ⟨ψ| e−β

∑
n⃗,α(ϵn⃗,α−µ)Ψ̂†

n⃗,α
Ψ̂n⃗,λ |−ψ⟩

=

∫
dψ†dψ e−

∑
n⃗,λ(1+e

−β(ϵn⃗,α−µ)
)ψ†

n⃗,λ
ψn⃗,λ

=
∏

n⃗,λ

(1 + e−β(ϵn⃗,α−µ)). (3.24)

Next, we consider the numerator and evaluate the trace of the evo-
lution operator on the close time contour depicted in Fig. (3.1).
To this end, as the first step, we split the closed time contour into
2M discrete points such that t1 = −∞ and tM = ∞ and each time
interval is of length δt as depicted in Fig.(3.1). For the pedagogical
reason, we take M = 3. Generalization to an arbitrary value of M
is straightforward. We have that
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t-∞ ∞

t+1 t+2 t+3

t−1 t−2 t−3

C+

C−

Figure 3.1

Tr
[
ÛC ρ̂

]
=

∫
dψ†

t−1
dψt−1

e
(ψ

t
−
1
|ψ

t
−
1
)
〈
ψt−1

∣∣∣ ÛC ρ̂
∣∣∣−ψt−1

〉
, (3.25)

where the trace is evaluated at t−1 = −∞ when the system is non-
interacting and in equilibrium. The system evolve form t+1 = −∞
along the contour towards t+3 = ∞ before returning to t−1 = −∞.
Thus, the evolution operator is decomposed as

ÛC = Ût−1 ,t+1
= Ût−1 ,t−2

Ût−2 ,t−3
Ût−3 ,t+3

Ût+3 ,t+2
Ût+2 ,t+1

= Û−δtÛ−δt 1̂ÛδtÛδt .

(3.26)
The superscripts ± of the time variables indicate either they are

on the forward or backward branches. Here Ut,t′ = e−iĤ(t−t′) is
the evolution operator during the time interval t − t′ by the total

Hamiltonian Ĥ = Ĥ0+ĤI+Ĥex. It reduces to U±δt = e∓iĤδt which
explains the evolution during the time interval δt along the forward
and backward of time directions, respectively.

For the second step, we insert the resolution of unity in the co-
herent state basis at each intermediate point along the contour. The
resolution of unity is given by

1̂ =

∫
dψ†dψ e−(ψ|ψ) |ψ⟩ ⟨ψ| . (3.27)
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One finds the following product in the expression for Tr
[
ÛC ρ̂

]
:

〈
ψt−1

∣∣∣ ÛC ρ̂
∣∣∣−ψt−1

〉
=

〈
ψt1−

∣∣ Ût−1 ,t−2

∣∣∣ψt−2

〉〈
ψt−2

∣∣∣ Ût−2 ,t−3

∣∣∣ψt−3

〉〈
ψt−3

∣∣∣ψt+3

〉

〈
ψt3+

∣∣ Ût+3 ,t+2

∣∣∣ψt+2

〉〈
ψt+2

∣∣∣ Ût+2 ,t+1

∣∣∣ψt+1

〉〈
ψt+1

∣∣∣ ρ̂
∣∣∣−ψt−1

〉
.

(3.28)

Note that as t+3 and t−3 are physically the same point, there is no
evolution operator inserted in between them. The matrix element
of the density matrix operator is given by

〈
ψt+1

∣∣∣ ρ̂
∣∣∣−ψt−1

〉
= exp


−

∑

n⃗,α

e−β(ϵn⃗,α−µ)ψ†
n⃗,α;t+1

ψn⃗,α;t−1


 . (3.29)

On the other hand, the matrix elements of the evolution operator
are given by

〈
ψtj±δt

∣∣ Û±δt

∣∣ψtj

〉
=

〈
ψtj±δt

∣∣ e∓iĤ[Ψ̂†,Ψ̂]δt
∣∣ψtj

〉

≈
〈
ψtj±δt

∣∣ 1∓ iĤ[ψ†
tj±δt, ψtj ]δt

∣∣ψtj

〉

≈ e
(ψtj±δt |ψtj

)∓iĤ[ψ†
tj±δt

,ψtj
]δt
. (3.30)

By collecting all the exponential factor along the contour, the par-
tition function becomes

Z =

∫
Dψ†Dψ exp (iS0 + iSex + iSI) . (3.31)

where the measure of the functional integration takes the form of

Dψ†Dψ =
1

Tr[ρ̂]

∏

n⃗,α

M∏

j=1

∏

ξ±
dψ†

n⃗,α;tξj
dψn⃗,α;tξj

. (3.32)

Note that the trace of the density matrix operator evaluated in
Eq.(3.24) provides solely an irrelevant factor and therefore is ab-
sorbed into the measure. The interaction part of the action is given
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by

SI = −1

2

M−1∑

j=1

∑

ξ=±

∑

n⃗1,n⃗2,n⃗3,n⃗4

∑

α1,α2,α3,α4

ξδtVα1,α2,α3,α4

n⃗1,n⃗2,n⃗3,n⃗4

ψ†
n⃗1,α1;t

ξ
j+δt

ψ†
n⃗2,α2;t

ξ
j+δt

ψn⃗3,α3;t
ξ
j
ψn⃗4,α4;t

ξ
j
. (3.33)

Similarly, the external interaction part of the action is given by

Sex = −
M−1∑

j=1

∑

ξ=±

∑

n⃗1,n⃗2

∑

α1,α2

ξδtψ
†
n⃗1,α1;t

ξ
j+δt

Vα1,α2

ex;n⃗1,n⃗2
ψn⃗2,α2;t

ξ
j
. (3.34)

Note that the evolution operator on the backward branch moves in
the opposite directions to the time axis. As a result, it gives a global
multiplicative factor ξ in the action. Thus, we have ξ = 1 for forward
branch and ξ = −1 for backward branch in Eqs. (3.33) and (3.34).

The non-interacting part of the action reads

S0 =

M∑

j,j′=1

∑

ξ,ξ′=±

∑

n⃗,α

∑

n⃗′,α′

ψ†
n⃗,α;tξj

(−Ĝ−1
0 )

n⃗,n⃗′,α,α′;tξj ,t
ξ′
j′
ψ
n⃗′,α′;tξ

′
j′
,

(3.35)
where, for M = 3, the inverse Green’s function reads as

(−iĜ−1
0 )

n⃗,n⃗′,α,α′;tξj ,t
ξ′
j′
=

t+1 t+2 t+3 t−3 t−2 t−1





t+1 −1 0 0 0 0 −ρ(ϵn⃗,α)
t+2 h+ −1 0 0 0 0
t+3 0 h+ −1 0 0 0
t−3 0 0 1 −1 0 0
t−2 0 0 0 h− −1 0
t−1 0 0 0 0 h− −1

δn⃗n⃗′δαα′ .

(3.36)

Here h± = 1 ∓ i(ϵn⃗,α − µ)δt originate from the matrix elements
of the time evolution operator given by Eq.(3.30) and ρ(ϵn⃗,α) =
exp (−β(ϵn⃗,α)) comes from the matrix elements of the density matrix
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operator evaluated in Eq.(3.29). The main diagonal elements comes
from the resolution of unity, Eq.(3.27). Note that as we choose to
work with the basis that diagonalises the non-interacting part of
the Hamiltonain, iG−1 is diagonal in this basis too. The inverse
Green’s function is thus proportional to δn⃗,n⃗′δαα′ . Another remark
that should be pointed out is that the structure of iG−1 given above
is general for any values of M . Generalization to an arbitrary value
of M is straightforward.

In the end, we are interested in the continuum limit of the above
action. This is achieved by taking the limit M → ∞ while keep-
ing Mδt constant. According to Eq.(3.35) and Eq.(3.36), the non-
interacting part of the action reads

S0 = iψ†
n⃗,α;t+1

(
ψn⃗,α;t+1

+ ρ(ϵn⃗,α)ψn⃗,α;t−1

)
− iψ†

n⃗,α;t−N
ψn⃗,α;t−N

+ i

N−1∑

j=1

∑

n⃗,α

ψ†
n⃗,α;t+j +δt

[
ψn⃗,α;t+j +δt

− ψn⃗,α;t+j

δt
+ iϵn⃗,αψn⃗,α;t+j

]
δt

+ i

N−1∑

j=1

∑

n⃗,α

ψ†
n⃗,α;t−j

[
ψn⃗,α;t−j

− ψn⃗,α;t−j +δt

δt
− iϵn⃗,αψn⃗,α;t−j

]
δt .

(3.37)

Hence, after taking the continuum limit, we find that

S0 =
∑

n⃗,α

∫ ∞

−∞
dtψ†

n⃗,α;+(t) (i∂t − ϵn⃗,α + µ)ψn⃗,α;+(t)

−
∑

n⃗,α

∫ ∞

−∞
dtψ†

n⃗,α;−(t) (i∂t − ϵn⃗,α + µ)ψn⃗,α;−(t).

(3.38)

Here we employed the notation ψn⃗,α;tξ ≡ ψn⃗,α;ξ(t); We neglected
the boundary terms and obtained the action describing two duplicate
copies of fermions, one lives on the forward contour and another lives
on the backward contour. It is important to note that the continuum
limit of the action written above is correct up to the boundary terms.
Although the fermions on the backward and forward branches look
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seemingly independent, they are actually coupled by the disregarded
boundary terms. Therefore, calculating the non-interacting Green’s
function from this action is already not straightforward. One needs
to resort to the discretized version of the theory, determine the in-
verse of the matrix in Eq.(3.36) and at the last step taking the limit
M → ∞ to obtain the Green’s function in the continuum limit. This
will be the topic of next section.

One may transform the action back to the coordinate space by
employing Eqs.(3.13), (3.14), and (3.15), this yields

S0 =
∑

ξ=±

∑

λλ′

ξ

∫ ∞

−∞
dt

∫
dx⃗ψ†

λ;ξ(x⃗, t)
(
i∂t− ĤD,λλ′(x⃗)

)
λλ′

ψλ′;ξ(x⃗, t).

(3.39)
Let us finish this section with the continuum limit of the interaction
part of the action. We find that

SI = −
∑

ξ=±

∑

n⃗1,n⃗2,n⃗3,n⃗4

∑

α1,α2,α3,α4

1

2

∫ ∞

−∞
dtξVα1,α2,α3,α4

n⃗1,n⃗2,n⃗3,n⃗4

ψ†
n⃗1,α1;ξ

(t)ψ†
n⃗2,α2;ξ

(t)ψn⃗3,α3;ξ(t)ψn⃗4,α4;ξ(t). (3.40)

and

Sex = −
∑

ξ=±

∑

n⃗1,n⃗2

∑

α1,α2

∫ ∞

−∞
dtξψ†

n⃗1,α1;ξ
(t)Vα1,α2

ex;n⃗1,n⃗2
ψn⃗2,α2;ξ(t).

(3.41)
Recall that here we slightly modify the notation, ψn⃗,α;tξ ≡ ψn⃗,α;ξ(t).
Furthermore, one may rotate them back to the coordinate space and
find that

SI = −1

2

∑

ξ=±

∑

λ,λ′

∫ ∞

−∞
dtdx⃗dx⃗′ ξψ†

λ;ξ(x⃗, t)ψ
†
λ′;ξ(x⃗

′, t)V (x⃗− x⃗′)

ψλ′;ξ(x⃗
′, t)ψλ;ξ(x⃗, t).(3.42)

and

Sex = −
∑

ξ=±

∑

λ

∫ ∞

−∞
dtξψ†

λ;ξ(x⃗
′, t)Vex(x⃗)ψλ;ξ(x⃗, t). (3.43)
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3.3 Non-interacting Green’s functions

This section is about the Green’s functions. Given an action S, the

Green’s function denoted by Gξξ′

n⃗,n⃗′,α,α′(tj , tj′) can be calculated by
means of

iGξξ′

n⃗,n⃗′,α,α′(tj , tj′) ≡ ⟨ψn⃗,α;ξ(tj)ψ
†
n⃗′,α′;ξ′(tj′)⟩

=

∫
Dψ†Dψ ψn⃗,α;ξ(tj)ψ

†
n⃗′,α′;ξ′(tj′)e

iS .

(3.44)

First, we consider the non-interacting Dirac theory described by
the action in Eq. (3.35). The Green’s function for this case can be
calculated exactly by employing the basic properties of Gaussian
integral. We find that

iGξξ′

0;n⃗,n⃗′,α,α′(tj , tj′) =
(
iG−1

0

)−1

n⃗,n⃗′,α,α′,tξj ,t
ξ′
j′
. (3.45)

The non-interacting Green’s function is essentially obtained from
the inverse of the matrix G−1

0;n⃗,n⃗′,α,α′,tξj ,t
ξ′
j′

in Eq.(3.36). By inverting

the matrix in Eq.(3.36), we obtain the Green’s function for the non-
interaction Dirac theory reading as

iĜξξ′
0;n⃗,n⃗′,α,α′(tj , tj′) = −δn⃗n⃗′δαα′

1

1 + ρ(h+h−)2
×

t+1 t+2 t+3 t−3 t−2 t−1


t+1 1 −h−h

2
+ρ −h2

+ρ −h2
+ρ −h+ρ −ρ

t+2 h− 1 −h−h
2
+ρ −h−h

2
+ρ −h−h+ρ −h−ρ

t+3 h2
− h− 1 −h2

−h
2
+ρ −h2

−h+ρ −h2
−ρ

t−3 h2
− h− 1 1 −h2

−h+ρ −h2
−ρ

t−2 h2
−h+ h−h+ h+ h+ 1 −h2

−h+ρ
t−1 h2

−h
2
+ h−h

2
+ h2

+ h2
+ h+ 1

.

(3.46)

Here we introduced the shorthand notation ρ ≡ ρ(ϵn⃗,α). The struc-
ture of the Green’s function is indeed general and generalization to
an arbitrary number of time intervals on the closed time contour is
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straightforward. We find that the Green’s function may be parti-
tioned into fours submatrices, namely

iĜ0;n⃗,n⃗′,α,α′(tj , tj′) =

(
iG++

0;n⃗,n⃗′,α,α′(tj , tj′) iG+−
0;n⃗,n⃗′,α,α′(tj , tj′)

iG−+
0;n⃗,n⃗′,α,α′(tj , tj′) iG−−

0;n⃗,n⃗′,α,α′(tj , tj′)

)
,

(3.47)
where

iG+−
0;n⃗,n⃗′,α,α′(tj , tj′) = −δn⃗n⃗′δαα′

ρhj′−1
+ hj−1

−
1 + ρ(h+h−)N−1

,

iG−+
0;n⃗,n⃗′,α,α′(tj , tj′) = δn⃗n⃗′δαα′

hN−j
+ hN−j′

−
1 + ρ(h+h−)N−1

,

iG++
0;n⃗,n⃗′,α,α′(tj , tj′)

= δn⃗n⃗′δαα′
hj−j′

−
1 + ρ(h+h−)N−1

{
1 if j ≥ j′

−ρ(h−h+)
N−1 if j < j′

,

iG−−
0;n⃗,n⃗′,α,α′(tj , tj′)

= δn⃗n⃗′δαα′
hj′−j
+

1 + ρ(h+h−)N−1

{
1 if j ≤ j′

−ρ(h−h+)
N−1 if j > j′

.

(3.48)

Next, we obtain the Green’s functions in the continuum limit
by taking the limit of M → ∞. To this end, recall that h± =
1∓ i(ϵn⃗,α)δt. This implies that

(h+h−)
M−1 = (1 + (ϵn⃗,α)

2δ2t )
M−1 ≈ e(ϵn⃗,α)2δ2t )(M−1) M→∞−−−−→ 1,

(3.49)
while

hj
± = (1∓ i(ϵn⃗,α)δt)

j ≈ e∓i(ϵn⃗,α)t, (3.50)

where we denote t = jδt. This gives
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iG+−
0;n⃗,n⃗′,α,α′(t, t

′) = −δn⃗n⃗′δαα′
ρ

1 + ρ
e−i(ϵn⃗,α)(t−t′),

= −δn⃗n⃗′δαα′f0(ϵn⃗,α)e
−i(ϵn⃗,α)(t−t′),

iG−+
0;n⃗,n⃗′,α,α′(t, t

′) = δn⃗n⃗′δαα′
1

1 + ρ
e−i(ϵn⃗,α)(t−t′),

= δn⃗n⃗′δαα′(1− f0(ϵn⃗,α))e
−i(ϵn⃗,α)(t−t′),

iG++
0;n⃗,n⃗′,α,α′(t, t

′)

= θ(t− t′)iG−+
0;n⃗,n⃗′,α,α′(t, t

′) + θ(t′ − t)iG+−
0;n⃗,n⃗′,α,α′(t, t

′),

iG−−
0;n⃗,n⃗′,α,α′(t, t

′)

= θ(t− t′)iG+−
0;n⃗,n⃗′,α,α′(t, t

′) + θ(t′ − t)iG−+
0;n⃗,n⃗′,α,α′(t, t

′).

(3.51)

Here f0(ϵn⃗,α) = ρ
1+ρ = 1

e
β(ϵn⃗,α)

+1
denotes the Fermi-Dirac distri-

bution function. Note that we modified again the notation for the
Green’s functions as

iGξξ′

0;n⃗,n⃗′,α,α′(t, t
′) ≡ iGξξ′

0;n⃗,n⃗′,α,α′(tj , tj′); (3.52)

We dropped the subscripts j and j′ of the time variables.
The Green’s functions defined in Eq.(3.51) are not independent.

It is easy to show that

iG+−
0;n⃗,n⃗′,α,α′(t, t

′) + iG+−
0;n⃗,n⃗′,α,α′(t, t

′) =

iG−−
0;n⃗,n⃗′,α,α′(t, t

′) + iG++
0;n⃗,n⃗′,α,α′(t, t

′). (3.53)

This leads to the idea that, instead of ψ
(†)
n⃗,α,±(t), one may define a

pair of new fields in such a way that the resulting Green’s function
contains a zero block due to the above relation while the other blocks
are non-zero and independent. For fermions, it is customary to
employ Larkin-Ovchinnikov transformation reading as

ψn⃗,α;ξ(t) =

2∑

a=1

Lξaψn⃗,α;a(t)

ψ†
n⃗,α;ξ(t) =

2∑

a=1

ψ†
n⃗,α;a(t)L̃aξ. (3.54)
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The newly introduced fields ψn⃗,α;a and ψ†
n⃗,α;a are transformed to the

old fields ψn⃗,α;ξ and ψ†
n⃗,α;ξ by transformation matrices

Lξa =
1√
2

(
1 1
1 −1

)

ξa

and L̃aξ =
1√
2

(
1 −1
1 1

)

aξ

. (3.55)

The latin alphabet a takes on the value 1 and 2 denoting the so-
called Keldysh index of the fermion. It should be noted that Lξa ̸=
(L̃ξa)

† as the Grassmann field ψ† are not conjugated to ψ. They are
actually completely different Grassmann fields and hence they can
be transformed in an arbitrary manner.

In the Larkin-Ovchinnikov basis, the Green’s function takes the
form of

iĜn⃗,n⃗′,α,α′(t, t′) =

(
iG11

n⃗,n⃗′,α,α′(t, t′) iG12
n⃗,n⃗′,α,α′(t, t′)

iG21
n⃗,n⃗′,α,α′(t, t′) iG22

n⃗,n⃗′,α,α′(t, t′)

)
, (3.56)

where

iG11
n⃗,n⃗′,α,α′(t, t′) =

i

2

(
G++ +G−+ −G+− −G−−)

n⃗,n⃗′,α,α′ (t, t
′),

iG12
n⃗,n⃗′,α,α′(t, t′) =

i

2

(
G++ +G−+ +G+− +G−−)

n⃗,n⃗′,α,α′ (t, t
′),

iG21
n⃗,n⃗′,α,α′(t, t′) =

i

2

(
G++ −G−+ −G+− +G−−)

n⃗,n⃗′,α,α′ (t, t
′),

iG22
n⃗,n⃗′,α,α′(t, t′) =

i

2

(
G++ −G−+ +G+− −G−−)

n⃗,n⃗′,α,α′ (t, t
′).

(3.57)

The superscripts taken on the values 1 and 2 label the so-called
Keldysh indices of the fermionic Green’s function. By employing
the relation given in Eq.(3.53) together with the expressions given
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in Eq.(3.51), we find that

iG11
n⃗,n⃗′,α,α′(t, t′) = θ(t− t′)

(
iG−+ − iG+−)

n⃗,n⃗′,α,α′ (t, t
′),

= θ(t− t′)δn⃗n⃗′δαα′e−i(ϵn⃗,α−µ)(t−t′),

iG12
n⃗,n⃗′,α,α′(t, t′) =

(
iG−+ + iG+−)

n⃗,n⃗′,α,α′ (t, t
′),

= (1− 2f0(ϵn⃗,α))δn⃗n⃗′δαα′e−i(ϵn⃗,α−µ)(t−t′),

iG21
n⃗,n⃗′,α,α′(t, t′) = 0 ,

iG22
n⃗,n⃗′,α,α′(t, t′) = θ(t′ − t)

(
iG+− − iG−+

)
n⃗,n⃗′,α,α′ (t, t

′) ,

= −θ(t′ − t)δn⃗n⃗′δαα′e−i(ϵn⃗,α−µ)(t−t′). (3.58)

As a result of the relation in Eq.(3.53), iG21
n⃗,n⃗′,α,α′(t, t′) vanishes.

Furthermore, we observe that iG11
n⃗,n⃗′,α,α′(t, t′) is proportional to

θ(t − t′). Since it is non-zero only when t > t′, it is dubbed as a
retarded Green’s function and hereafter denoted by iGR

n⃗,n⃗′,α,α′(t, t′).
In contrast, iG22

n⃗,n⃗′,α,α′(t, t′) is proportional to θ(t′− t) which is non-
zero if and only if t < t′. It is therefore dubbed as an advanced
Green’s function and denoted by iGA

n⃗,n⃗′,α,α′(t, t′).
Moreover, we have iG22

n⃗,n⃗′,α,α′(t, t′) which is usually called a Kel-

dysh Green’s function and hereafter denoted by iGK
n⃗,n⃗′,α,α′(t, t′). We

find that the Keldysh Green’s function is related to the retarded and
advanced Green’s functions by means of

GK
n⃗,n⃗′,α,α′(t, t′) = GR

n⃗,n⃗′,α,α′(t, t′)F (ϵn⃗,α)− F (ϵn⃗,α)G
A
n⃗,n⃗′,α,α′(t, t′),

(3.59)
where we introduced F (ϵn⃗,α) = 1− 2f0(ϵn⃗,α).

Notice that the Keldysh Green’s function contains information
about the energy spectrum as well as the occupation number, while
the retarded and advanced Green’s functions depend only on the
energy spectrum.

In addition, we find that, for a non-interacting theory, the Green’s
functions depend solely on the relative time coordinate, t − t′, but
not the center-of-mass coordinate (t+ t′)/2. Therefore, the Fourier
transforms of the Green’s function with respect to t − t′ may be
performed and are given by

iGR(ϵ) =
iδn⃗n⃗′δαα′

ϵ+ i0+ − ϵn⃗,α
, (3.60)
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iGA(ϵ) =
iδn⃗n⃗′δαα′

ϵ− i0+ − ϵn⃗,α
, (3.61)

iGK(ϵ) = 2πδn⃗n⃗′δαα′δ(ϵ− ϵn⃗,α + µ)(1− 2f0(ϵn⃗,α)). (3.62)

As one might expect, we see that iGR/A(ϵ) have poles precisely at
ϵ = ϵn⃗,α − µ which correspond to the energies of the elementary ex-
citations. Recall that for a homogeneous and non-interacting Dirac
electron gas, the energies of the single-particle states are given by
ϵ±p⃗,α = ±ℏvF p− µ.

3.4 Keldysh action

We find that the Larkin-Ovchinnikov basis is the basis that the con-
dition in Eq. (3.53) is implemented explicitly such that one compo-
nent of the Green’s function vanishes and the remaining components
are independent. Hence, it is convenient to rotate the action also by
the same transformation.

We first consider the non-interacting part of the action given by
Eq.(3.38). By employing the Larkin-Ovchinnikov transformation,
we find that

S0 =
∑

ξ=±

∑

n⃗,α

ξ

∫ ∞

−∞
dt ψ†

n⃗,α;ξ(t) (i∂t − ϵn⃗,α)ψn⃗,α;ξ(t),

=

2∑

a,b=1

∑

ξ=±

∑

n⃗,α

ξ

∫ ∞

−∞
dt ψ†

n⃗,α;a(t)L̃aξ (i∂t − ϵn⃗,α)

Lξ,bψn⃗,α;b(t),

=

2∑

a=1

∑

n⃗,α

∫ ∞

−∞
dt ψ†

n⃗,α;a(t) (i∂t − ϵn⃗,α)ψn⃗,α;a(t). (3.63)

The interaction parts of the action can be transformed into the
Larkin-Ovchinnikov basis. They read as

Sex = −
2∑

a=1

∑

n⃗1,n⃗2

∑

α1,α2

∫ ∞

−∞
dtψ†

n⃗,α;a(t)V
α1,α2

ex;n⃗1,n⃗2
ψn⃗,α;a(t), (3.64)
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and

SI = −
2∑

a,b,c,d,e,f=1

∑

n⃗1,n⃗2,n⃗3,n⃗4

∑

α1,α2,α3,α4

1

2

∫ ∞

−∞
dtψ†

n⃗1,α1;a

γe
ab(t)ψn⃗4,α4;b(t)

Vα1,α2,α3,α4

n⃗1,n⃗2,n⃗3,n⃗4

2
σx
efψ

†
n⃗2,α2;c

(t)γf
cdψn⃗3,α3;d(t).

(3.65)

Here The vertex operators γ are third rank tensors operating on
the Keldysh space of fermion as well as boson. They are defined as
γ1
ab = 1ab and γ2

ab = σx
ab.

Finally, we transform the actions back to the coordinate space
by using Eqs. (3.13), (3.14), and (3.15), this yields

S0 =
2∑

a=1

∑

λλ′

∫ ∞

−∞
dt

∫
dx⃗ψ†

λ;a(x⃗, t)
(
i∂t − ĤD,λλ′(x⃗)

)
λλ′

ψλ′;a(x⃗, t) ,

(3.66)

Sex = −
2∑

a=1

∑

λ

∫ ∞

−∞
dtψ†

λ;a(x⃗
′, t)Vex(x⃗)ψλ;a(x⃗, t) , (3.67)

and

SI = −1

2

2∑

a,b,c,d,e,f=1

∑

λ,λ′

∫ ∞

−∞
dtdx⃗dx⃗′ ψ†

λ;a(x⃗, t)γ
e
abψλ;b(x⃗, t)

V (x⃗− x⃗′)
2

σx
efψ

†
λ′;c(x⃗

′, t)γf
cdψλ′;d(x⃗

′, t).

(3.68)

This theory will be the starting point for our analysis in the next
chapter.

3.5 Interacting Green’s function

In this section, we discuss Green’s function of the interacting theory.
In the Larkin-Ovchinnikov basis, by implementing the condition in
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Eq. (3.53). The interacting Green’s function also has the same struc-
ture as the Green’s function in the non-interacting theory, namely

iGab;λλ′(x⃗, x⃗′, t, t′) =

〈(
ψ1(x⃗, t)
ψ2(x⃗, t)

)(
ψ†
1(x⃗

′, t′) ψ†
2(x⃗

′, t′)
)〉

=

(
iGR(x⃗, x⃗′, t, t′) iGK(x⃗, x⃗′, t, t′)

0 iGA(x⃗, x⃗′, t, t′)

)

ab

.

(3.69)

The superscripts R, A and K stand for the retarded, advanced
and Keldysh components of the Green’s function, respectively. The
Green’s functions are calculable within the functional integral for-
malism according to

iGab(x⃗, x⃗
′, t, t′) =

1

Z

∫
Dψ†Dψ ψa(x⃗, t)ψ

†
b(x⃗

′, t′) exp
(
iS[ψ†, ψ]

)
,

(3.70)
with the action given in Eqs.(3.66), (3.67), and (3.68). It can be
seen that the inverse Green’s function is given by

G−1
ab (x⃗, x⃗

′; t, t′) =

(
(G−1)R(x⃗, x⃗′, t, t′) (G−1)K(x⃗, x⃗′, t, t′)

0 (G−1)A(x⃗, x⃗′, t, t′)

)

ab

,

where
(G−1)R/A = (GR/A)−1, (3.71)

and
GR ◦ (G−1)K = −GK ◦ (G−1)A. (3.72)

The convolution operator ◦ is short for the integration over space and
time coordinates as well as the summation over the spinor indices.
By a symmetry argument, the Keldysh component (G12;λλ′ ≡ GK

λλ′)
is usually parametrized in terms of the retarded and advanced com-
ponents according to

GK
λλ′(r⃗, r⃗′; t, t′) ≡ (GR ◦ F − F ◦GA)λλ′(r⃗, r⃗′; t, t′). (3.73)

Here F is a Hermitian two-point function. By inserting this equation
into Eq.(3.72), we find

(G−1)K = (GR)−1 ◦ F − F ◦ (GA)−1. (3.74)

This shows that the Keldysh component of the Green function and
its inverse can be parametrized in the same way.
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= + Σ

Figure 3.2: Diagrammatic representation of the Dyson equation for
the fermion Green’s function.

Dyson equation

In the presence of interactions, the Green’s function obeys a Dyson
equation (pictorially represented in Fig. 3.2). It reads as

G = G0 +G0
⊗Σ⊗G. (3.75)

Here Σ denotes the self-energy which is evaluated order by order
from a perturbative expansion in the interaction. It is represented
diagrammatically by a set of one-particle irreducible diagrams. The
convolution ⊗ denotes integration over time and space, as well as
summation of internal indices, including the Keldysh indices. One
can rewrite Eq. (3.75) as

G−1 = G−1
0 − Σ. (3.76)

The fermion self-energy inherits the Keldysh matrix structure of the
inverse Green function.

Σab;λλ′(x⃗, x⃗′, t, t′) =

(
ΣR

λλ′(x⃗, x⃗′, t, t′) ΣK
λλ′(x⃗, x⃗′, t, t′)

0 ΣA
λλ′(x⃗, x⃗′, t, t′)

)

ab

. (3.77)

For the retarded and advanced components, it consequently enters
according to

(G−1)R/A = (G−1
0 )R/A − ΣR/A . (3.78)

The self-energy plays two major roles: It can affect the dispersion
relation and lead to a finite-lifetime. This is most easily seen in
frequency-momentum space. The modified pole ω = ω(p⃗)− iγ(p⃗) is
the solution of (G−1

0 )R(p⃗, ω)−ΣR(p⃗, ω) = 0. It gives a new dispersion
relation, ω(p⃗), as well as a decay rate, γ(p⃗), of the excitation. When
the decay rate is sufficiently small, this excitation is called a quasi-
particle.
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The Keldysh component of the Dyson equation leads to a kinetic
equation that governs the time evolution of the fermion occupation
function. We find that

−ΣK = (G−1)K = (GR)−1 ◦ F − F ◦ (GA)−1 , (3.79)

where we used the fact that (G−1
0 )K = 0. To arrive at the second

equality, we use Eq. (3.66) and parametrize the Keldysh component
of the inverse Green function in terms of the Hermitian function F .
Subsequently, by substituting Eq. (3.78) into Eq.(3.79), one finds

G−1
0 ◦ F − F ◦G−1

0 = −ΣK +ΣR ◦ F − F ◦ ΣA. (3.80)

The regularization ±iδ can be omitted from the retarded and ad-
vanced components in the presence of a non-zero self-energy. The
above equation is called the quantum-kinetic equation for the dis-
tribution matrix F . It has an interpretation that becomes obvi-
ous upon comparison with the Boltzmann equation: its left-hand
side forms a streaming term, whereas the right-hand side gives a
collision integral. The solution of the full quantum kinetic equa-
tion, Eq. (3.80) is usually exceedingly difficult, However, after some
approximations, discussed below, the quantum kinetic equation re-
duces to a Boltzmann equation. The latter can be solved by, for
instance, a variational method [77].

3.6 The Wigner transform and the gra-
dient expansion

In equilibrium quantum-field theory, diagrammatic approaches are,
because of homogeneity, usually carried out in momentum- and
energy-space instead of coordinate-space and time, meaning it is
a simple Fourier transform. The semiclassical limit, however, is
most conveniently accessed using the Wigner transform, which is a
mixed representation. We briefly summarize it here for convenience.
A generic space-time function, g(x⃗1, x⃗2, t1, t2), can be rewritten in
terms of center-of-mass (r⃗, t) = ((x⃗1 + x⃗2)/2, (t1 + t2)/2) and rela-
tive coordinates (x⃗, τ) = (x⃗1 − x⃗2, t1 − t2). The Wigner transform
is now a Fourier transform over the relative coordinates while the
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center-of-mass coordinates are kept intact. Consequently, one ob-
tains a function of center-of-mass spacetime, momentum, and fre-
quency, i.e., g̃(r⃗, t, p⃗, ω) =

∫
dx⃗dτ g(r⃗, t, x⃗, τ) e−ip⃗·x⃗+iωτ . There are

two important Wigner transforms that will be needed later for our
derivation of the Boltzmann equation.

(i) For a two-point function which can be decompose into an al-
gebraic product of other two-point functions, i.e., C(r⃗1, r⃗2; t1, t2) =
A(r⃗1, r⃗2; t1, t2)B(r⃗1, r⃗2; t1, t2), one can show that its Wigner trans-
form is given by the momentum-frequency convolution

C(r⃗, t, p⃗, ω) =

∫
dp⃗1
(2π)d

dω1

2π
A(r⃗, t, p⃗1, ω1)B(r⃗, t, p⃗− p⃗1, ω − ω1).

(3.81)

(ii) The Wigner transform of the space-time convolution of two
two-point functions i.e., D(r⃗1, r⃗2; t1, t2) = (A ◦ B)(r⃗1, r⃗2; t1, t2) is
given by their Moyal product reading as

D(r⃗, t, p⃗, ω) = A(r⃗, t, p⃗, ω) ⋆ B(r⃗, t, p⃗, ω)

= A(r⃗, t, p⃗, ω)e
i
2

(←−
∂ r⃗

−→
∂ p⃗−

←−
∂ p⃗

−→
∂ r⃗−

←−
∂ t

−→
∂ ω+

←−
∂ ω

−→
∂ t

)
B(r⃗, t, p⃗, ω) .

(3.82)

In the cases we are interested in, the function varies slowly with
the center-of-mass coordinates and fast with the relative coordinates.
Consequently, it is legitimate to keep only the lowest-order gradient
terms according to

D(r⃗, t, p⃗, ω) ≈ A(r⃗, t, p⃗, ω)B(r⃗, t, p⃗, ω)

− i

2

[
∂p⃗A(r⃗, t, p⃗, ω)∂r⃗B(r⃗, t, p⃗, ω)

−∂R⃗A(r⃗, t, p⃗, ω)∂p⃗B(r⃗, t, p⃗, ω)
]

+
i

2

[
∂ωA(r⃗, t, p⃗, ω)∂tB(r⃗, t, p⃗, ω)

−∂tA(r⃗, t, p⃗, ω)∂ωB(r⃗, t, p⃗, ω)
]
+ ... . (3.83)
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3.7 Gradient expansion of the Keldysh
equation

The Wigner transform of the Keldysh equation in Eq. (3.80), reads

[
G−1

0 − ReΣR
⋆
⋆,F

]
− = −ΣK

⋆ + i{ImΣR
⋆
⋆,F}+ . (3.84)

In writing the above equation, we introduced the notation Σ⋆. It ac-
counts for the fact that the self-energy itself has a gradient expansion
according to

Σ⋆ ≈ Σ+ Σ× + ... (3.85)

where Σ involves no gradients, while Σ× involves both one spatial
and momentum gradient (or, equivalently, frequency and time) [83,
84]. To leading order in non-vanishing gradients we find

[
G−1

0 − ReΣR, F
]
+ i

{
∂x⃗

(
G−1

0 − ReΣR
)
· ∂p⃗F

−∂p⃗
(
G−1

0 − ReΣR
)
· ∂x⃗F − ∂t

(
G−1

0 − ReΣR
)
∂ϵF

+∂ϵ
(
G−1

0 − ReΣR
)
∂tF

}
= −ΣK + i{ImΣR, F}

−ΣK
× + i{ImΣR

×, F}.
(3.86)

It turns out that the contributions due to Σ× are of the non-quasi-
particle type and vanish once we perform the quasi-particle approx-
imation. Consequently, we drop them form our following discussion.

In order to set up a formalism that accommodates for a two- or
even multi-band scenario we make the following assumption: There
is a transformation Up⃗ (in the case of a Dirac-type theory we specify
it later) that projects the Green’s function into a diagonal basis
according to

g
R/A
0 (x⃗, p⃗, ω) = U†

p⃗G
R/A
0 (x⃗, p⃗, ω)Up⃗ (3.87)

with g
R/A
0 (x⃗, p⃗, ω) being a diagonal matrix. While in the following

we present matrix equations, we only concentrate on the diagonal
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elements. Equivalently, we project the self-energies into the quasi-
particle basis according to

σR/A(x⃗, p⃗, ω) = U†
p⃗Σ

R/A(x⃗, p⃗, ω)Up⃗. (3.88)

This leads to

i∂x⃗
(
g−1
0 − ReσR

)
· (∂p⃗F + i [Ap⃗, F ])

−
(
∂p⃗

(
g−1
0 − ReσR

)
+ i

[
Ap⃗, g

−1
0 − ReσR

])
· ∂x⃗F

−∂t
(
g−1
0 − ReσR

)
∂ϵF + ∂ϵ

(
g−1
0 − ReσR

)
∂tF

= −σK + 2i ImσRF .

(3.89)

We observe that two additional terms which involve the Berry con-
nection Ap⃗ = −iU†

p⃗∂p⃗Up⃗ are obtained. We are interested here in the
solution to zeroth order in Ap⃗ that is

Fλλ′ = F
(0)
λλ′ +O(Ap⃗) = (1− 2fλ(r⃗, p⃗, t))δλλ′ +O(Ap⃗), (3.90)

containing only the diagonal elements of the distribution function.
The function f introduce above will later play the role of the fermionic
distribution function and, in equilibrium, it reduces to the Fermi-
Dirac distribution. Within the quasi-particle approximation, fλ is
independent of the frequency variable. Moreover, it is assumed to be
diagonal in the spinor space, consequently, only the main diagonal
elements of the self-energies are important. In total, this leads to

∂ϵ

(
g−1
0,λλ(x⃗, t, p⃗, ϵ)− ReσR

λλ(x⃗, t, p⃗, ϵ)
)
∂tfλ(x⃗, t, p⃗)

+ ∂x⃗

(
g−1
0,λλ(x⃗, t, p⃗, ϵ)− ReσR

λλ(x⃗, t, p⃗, ϵ)
)
· ∂p⃗fλ(x⃗, t, p⃗)

− ∂p⃗

(
g−1
0,λλ(x⃗, t, p⃗, ϵ)− ReσR

λλ(x⃗, t, p⃗, ϵ)
)
· ∂x⃗fλ(x⃗, t, p⃗)

= − i

2
σK
λλ(x⃗, t, p⃗, ϵ)− ImσR(x⃗, p⃗, t, ϵ)(1− 2f(x⃗, t, p⃗)) .

(3.91)

The left-hand side will contain the so-called streaming terms, con-
sisting of three contributions. The first term describes the time
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derivative of the distribution function with the quasi-particle weight
∂ϵ

(
g−1
0 − ReσR

)
= 1− ∂ϵ Reσ

R. The second term accounts for the

change of the distribution function due to a force ∂x⃗
(
g−1
0 − ReσR

)
,

whereas the last term tracks the change of the distribution function
due to the diffusion of excitations with the velocity ∂p⃗

(
g−1
0 − ReσR

)
.

The right-hand side describes collisions that drive the system to-
wards equilibrium.

The missing piece to transform Eqs. (3.91) into Boltzmann equa-
tions is to integrate them over the respective spectral functions, as
we will discuss in the subsequent chapter.
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Chapter 4

Electron-hole hydrodynamics: the

weak coupling limit

Hereafter, we study the hydrodynamic properties of ultraclean inter-
acting two-dimensional Dirac electrons with Keldysh quantum field
theory set up in the previous chapter. We study it in this chap-
ter from a weak-coupling and in the next chapter a strong-coupling
perspective. In these chapters, we demonstrate that long-range
Coulomb interactions play two independent roles. (i) They pro-
vide the inelastic and momentum-conserving scattering mechanism
that leads to fast local equilibration; This is the subject discussed in
this chapter. (ii) The long-range component of the Coulomb inter-
action facilitates the emergence of collective excitations, for instance
plasmons, that contribute to transport properties on equal footing
with electrons. This will be the subject discussed in the next chap-
ter. This chapter is based on part of K. Pongsangangan, T. Ludwig,
H.T.C. Stoof, and L. Fritz, Hydrodynamics of charged Dirac elec-
trons in two dimensions. II. Role of collective modes. (accepted at
PRB) (2022).

4.1 introduction

The conventional theory of electronic transport in a solid-state set-
ting describes the motion of electrons in the following way: individ-
ual electrons diffuse on the background of a disordered lattice, pri-
marily scattering from impurities and/or lattice vibrations [1, 4, 77].
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However, recent years have seen tremendous progress in realizing
electronic transport that follows a different paradigm: hydrody-
namic electrons, meaning electrons flowing collectively like a viscous
liquid, such as water or honey. This idea has first been discussed
in the 1960s by Gurzhi [44]. However, the subject has only recently
picked up a lot of pace. This is mostly due to recent advances in
the preparation of ultrapure mono- and bilayer graphene samples
with sufficiently strong interactions [16, 17, 36, 37, 38, 39]. The
prerequisite for the experimental observation of electron hydrody-
namics is that microscopic momentum-conserving electron-electron
collisions due to Coulomb interactions must be considerably faster
than momentum-relaxing scatterings of electrons from impurities
and/or phonons. This allows the electrons to locally establish equi-
librium. In that situation, it is justified to speak of approximate
conservation laws, sufficient to open the door for the observation
of electron hydrodynamics [33, 34, 12, 85, 48, 49]. The theoretical
method used to investigate this hydrodynamic flow is usually based
on the traditional Navier-Stokes equation which expresses conserva-
tion of momentum, energy and electric charge [45, 48, 66]. One way
to derive these hydrodynamic equations from microscopics starts
from the Boltzmann equation [78, 49]. There, usually, the effect of
the Coulomb interactions enters only through electron-electron col-
lisions leading to local equilibrium. This effect is usually calculated
from a weak-coupling perspective within second-order perturbation
theory in the interaction strength, referred to as the Born approxi-
mation for the cross-section [12, 33, 32, 59]. This will be discussed
in this chapter.

Background and main idea: Strongly correlated many-particle
systems can often be regarded as a collection of weakly interacting
excitations. One of the prime examples of this kind is the Landau
Fermi liquid [9]. Its excitations behave as well-defined entities, called
quasi-particles. This means, the following conditions must be ful-
filled: (i) an excitation with momentum p⃗ possesses a well-defined
complex energy spectrum, say ℏω(p⃗) = ϵ(p⃗)− iγ(p⃗), where the imag-
inary part of the energy γ(p⃗) describes the decay rate of the particle,
inversely proportional to the lifetime of the excitation; (ii) an excita-
tion must be long-lived which means that the decay must be at least
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underdamped γ(p⃗) ≪ ϵ(p⃗). These requirements usually limit one to
the low-frequency and/or long-wavelength behavior of the system.
Under such circumstances, it is justified to consider the complicated
interacting system as a collection of independent elementary quasi-
particles [70]. Once this paradigm is adopted for a given many-body
system, there are two main questions in need of answer: (i) what
are the quasi-particles involved in physical phenomena of interest at
the relevant energy scale and (ii) what is the population of these
quasi-particles in each momentum state especially when the system
is exposed to external disturbances? The latter is quantified by
a distribution function f(x⃗, t, p⃗) which gives a probability that the
particle in a momentum state p⃗ is found in a neighborhood of a spa-
tial position x⃗ at time t. For a given non-equilibrium situation, the
distribution function is governed by the Boltzmann equation. The
knowledge of the distribution function and the energy spectrum is
vital to determine all thermodynamic as well as transport properties
of the system in a straightforward fashion.

In this chapter, we discuss two-component hydrodynamics as cur-
rently used for the description of graphene. We derive all the equa-
tions from the Schwinger-Keldysh approach and show how the two-
component fluid picture emerges within a weak-coupling approach
to second order in the Coulomb interaction. The organization of the
rest of this chapter is as follows. We start with a brief summary of
the non-interacting Green’s functions in Sec. 4.2. Within weak cou-
pling, Coulomb interactions play two different roles: (i) It is seen
by an electron as an internal potential produced by all the other
particles in the system. This is the result of perturbation theory
to first order, called the Hartree-Fock scheme [56], where the Fock
term leads to a renormalization of the Fermi velocity [57, 58]. The
potential energy, on the other hand, is referred to as the Hartree
potential. In thermal equilibrium, it is canceled by a potential from
the underlying positively charged background in which the particles
move. However, it builds the basis for a derivation of the collective
excitations of the fluid [13, 70]. This aspect is discussed in Sec. 4.3;
(ii) The Coulomb interaction manifests itself as an inelastic and mo-
mentum conserving scattering mechanism [33, 34, 32, 59, 12]. This
process is an important requirement for observing the electron hy-
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drodynamical regime since it leads to local equilibration. We discuss
this in Sec. 4.4 where we discuss the scattering process in some de-
tail. We then derive the ensuing conservation laws starting from
the Boltzmann equation in Sec. 4.5 and finish the chapter with a
discussion of collective modes in Sec. 4.6. We find a collective mode
that we later identify with the plasmon.

4.2 The non-interacting limit

From the previous chapter, we consider a model of interacting Dirac
fermions according to Eqs. (3.66), (3.67), (3.68). We first neglect
the Coulomb interactions; We find the retarded Green’s function of
the non-interacting Dirac theory reading as

G
R/A
0 (x⃗, p⃗, ω) = (ω ± iδ − vF σ⃗ · p⃗+ µ− Vex(x⃗))

−1
.

(4.1)

It is convenient to work in the quasi-particle basis. There, the Dirac
Hamiltonian as well as the Green’s function are diagonal. This leads
to

g
R/A
0,λλ′,ij(x⃗, p⃗, ω) =

(
U†
p⃗G

R/A
0,ij (x⃗, p⃗, ω)Up⃗

)
λλ′

= (ω ± iδ − λvF p+ µ− Vex(x⃗))
−1δλλ′δij ,

(4.2)

with

Up⃗ =
1√
2

(
− exp(−iθp⃗) exp(−iθp⃗)

1 1

)
. (4.3)

Here, p denotes the magnitude of the momentum p⃗ and tan(θp⃗) =
py/px. The dispersion relation can be extracted from the poles of the
Green’s function in Eq. (4.2): the non-interacting Dirac theory has
two linear dispersing energy bands ϵ±(x⃗, p⃗) = ±vF p+Vex(x⃗)−µ with
the effective local chemical potential given by µ−Vex(x⃗). The spec-
tral function, defined by Im gR0,λλ′(x⃗, p⃗, ω) = −πδ(ω − ϵλ(x⃗, p⃗))δλλ′ ,
exhibits resonances at ω = ϵ±(x⃗, p⃗). The Wigner transform of the
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Keldysh Green’s function of Eq.(3.73) reads

gK0,λλ′(x⃗, t, p⃗, ω) = 2i Im gR0,λλ′′(x⃗, p⃗, ω)Fλ′′λ′(x⃗, p⃗, ω)

= −2πiδ(ω − ϵλ(x⃗, p⃗)) (1− 2fλ(x⃗, p⃗, t)) δλλ′ .

(4.4)

where f(x⃗, p⃗, t) is the Fermi Dirac distribution in equilibrium. The
Keldysh component thus contains the information about the occupa-
tion numbers, whereas the retarded and advanced components only
contain information about the resonances and the energy level.

(a) (b)

Figure 4.1: The self-energies at first order in the interaction. The
left diagram is known as the direct or Hartree contribution and the
right diagram is known as the Fock or exchange contribution.

4.3 Hartree-Fock approximation: The col-
lisionless limit

In what follows, we will discuss the corrections of the energy spec-
trum due to the Coulomb interaction. To this end, we study the
Hartree and Fock self-energies [27] depicted in Fig. 4.1a and Fig. 4.1b.
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4.3.1 The Hartree diagram

The Hartree diagram, in Fig. 4.1a, has the following algebraic ex-
pression:

−iΣH
ab;λλ′(x⃗, x⃗′; t, t′) = −δλλ′δ(x⃗− x⃗′)δ(t− t′)
∫

dt′′dx⃗′′ γe
abD0,ef (x⃗′, x⃗′′, t′, t′′)γf

cdG0,dc;λ′′λ′′;ii(x⃗
′′, x⃗′′, t′′, t′′) .

(4.5)

Since D0,ef (x⃗, x⃗
′, t, t′) = σx

efδ(t− t′)V (|x⃗−x⃗′|)
2 is off-diagonal in Kel-

dysh space, only two terms survive when we sum over e and f sub-
scripts. This gives

−iΣH
ab;λλ′(x⃗, x⃗′; t, t′)

= −δλλ′δ(x⃗− x⃗′)δ(t− t′)
∫

dt′′dx⃗′′V (|x⃗′ − x⃗′′|)
2

γ1
abγ

2
cd

G0,dc;λ′′λ′′,ii(x⃗
′′, x⃗′′, t′′, t′′)

−δλλ′δ(x⃗− x⃗′)δ(t− t′)
∫

dt′′dx⃗′′V (|x⃗′ − x⃗′′|)
2

γ2
abγ

1
cd

G0,dc;λλ,ii(x⃗
′′, x⃗′′, t′′, t′′) .

(4.6)

We find that the second term vanishes as

γ2
abγ

1
cdG0,dc;λ′′λ′′,ii(x⃗

′, x⃗′, t′, t′)

= GR
0;λ′′λ′′,ii(x⃗

′, x⃗′, t′, t′) +GA
0;λ′′λ′′,ii(x⃗

′, x⃗′, t′, t′)

=

∫
dω

2π

dp⃗

(2π)2
ReGR

0;λ′′λ′′,ii(x⃗
′, t′, p⃗, ω) = 0 . (4.7)

The last equality follows because ReGR
0;σσ(x⃗

′, t′, p⃗, ω) is an analytic
function in either the upper or the lower complex frequency half-
plane. Consequently, we have

−iΣH
ab;λλ′(x⃗, x⃗′, t, t′) = −δλλ′δ(x⃗− x⃗′)δ(t− t′)δab∫

dx⃗′′V (|x⃗′ − x⃗′′|)
2

GK
0;λ′′λ′′,ii(x⃗

′′, x⃗′′; t, t).

(4.8)
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Finally, after a Wigner transformation, we rotate the self-energy into
the quasi-particle basis. This gives

−iσH
ab;λλ′(x⃗, t, p⃗, ω) = −i

(
U†
p⃗Σ

H(x⃗, t, p⃗, ω)Up⃗

)
λλ′

= −δλλ′δab

∫
dx⃗′′V (|x⃗′ − x⃗′′|)

2
gK0;λ′′λ′′,ii(x⃗

′′, x⃗′; t, t) ,

(4.9)

where the Wigner transformation of the Keldysh Green’s function,
gK0;λ′′λ′′,ii(x⃗

′′, x⃗′; t, t), with the same time and spatial argument is
associated with the electron density according to

gK0;λ′′λ′′,ii(x⃗
′′, x⃗′′; t, t) = 2in(x⃗′′, t). (4.10)

Here n(x⃗′′, t) = n+(x⃗
′′, t)+n−(x⃗′′, t) defines the total charge density

at position x⃗′′ and time t, where n+(x⃗′, t) = N
∫

dk⃗
(2π)2 f+(x⃗

′, k⃗, t) is

electron charge density and n−(x⃗′, t) = N
∫

dk⃗
(2π)2

(
f−(x⃗′, k⃗, t)− 1

)

is the hole charge density. The electron charge −e is henceforth set
to 1. In total, the Hartree self-energy produces the classical Coulomb
potential of all electrons in the system exerted on an electron located
at a position x⃗ according to

σH
ab;λλ′(x⃗, t, p⃗, ω) = δλλ′δab

∫
dx⃗′V (x⃗− x⃗′)n(x⃗′, t).

(4.11)

The Hartree term is real-valued and independent of the momentum
and frequency variables. Furthermore, it is diagonal in Keldysh
space, meaning its Keldysh component is zero.

4.3.2 The Fock diagram

Next, we are going to sketch the calculation of the Fock self-energy
diagram depicted in Fig.(4.1b). It reads

−iΣF
ab;λλ′(x⃗, x⃗′; t, t′) = γα

acD0,αβ(x⃗, x⃗
′; t, t′)G0,cd;λλ′(x⃗, x⃗′; t, t′)γβ

db.
(4.12)
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After a Wigner transformation followed by a few steps of algebraic
manipulations, we find that

−iΣF
ab;λλ′(x⃗, p⃗; t, ν)

= δab

∫
dp⃗1
(2π)2

V (p⃗− p⃗1)

2

∫
dν1
2π

GK
0,λλ′(x⃗, p⃗1; t, ν1).

(4.13)

Subsequently, we transform it into the quasi-particle basis according

to −iσF
ab;λλ′(x⃗, p⃗; t, ν) = −i

(
U†
p⃗Σ

F
ab(x⃗, p⃗; t, ν)Up⃗

)
λλ′

. We are inter-

ested in elements on the main diagonal of the spinor space. They
are given by

σF
ab;λλ(x⃗, p⃗; t, ν) = σF,1

ab;λλ(x⃗, p⃗; t, ν) + σF,2
ab;λλ(x⃗, p⃗; t, ν), (4.14)

where

σF,1
ab;λλ(x⃗, p⃗; t, ν) = δabλ

∫
dp⃗1
(2π)2

cos(θp⃗1
− θp⃗)

V (p⃗− p⃗1)

2
, (4.15)

and

σF,2
ab;λλ(x⃗, p⃗; t, ν) = δab

∫
dp⃗1
(2π)2

1 + λλ1 cos(θp⃗1
− θp⃗)

2

V (p⃗− p⃗1)

2

× ((1− λ1)− 2fλ1(x⃗, t, p⃗1)) .

(4.16)

The first term diverges logarithmically and is responsible for the
renormalization of the Fermi velocity. To see this, we explicitly sub-
stitute the Coulomb potential in Eq. (3.10) followed by a transforma-
tion of the momentum variable from Cartesian to polar coordinates.
This gives

σF,1
ab;λλ(x⃗, p⃗; t, ν) = λ

αvF
4π

∫
p1dp1dθ

cos θ√
p2 + p21 − 2pp1 cos θ

≈ λ
αvF p

4

∫ K

p

dp1
1

p1
=

α

4
ln(K/p)λvF p.

(4.17)
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θ = θp⃗1
−θp⃗ is the angle of the momentum p⃗1 measured with respect

to p⃗. In order to extract the logarithmic divergence of the above
integral, we expanded the square root to the first power in p/p1, i.e.,
1/
√
p2 + p21 − 2pp1 cos θ ≈ 1/p1 (1 + p cos θ/p1). After the angular

integral, we find the result in the second line of Eq.(4.17). The
divergence of the integral is cut off at the inverse lattice spacing K.
The lower boundary of integration is consistently set to p (we require
p/p1 ≪ 1). When substituting Eq.(4.17) into the Dyson equation,
we find

g−1
0 − σF = ω − λ (1 + α ln(K/p)/4) vF p. (4.18)

the Fermi velocity is renormalized accordingly to

vRF = (1 + α ln(K/p)/4) vF .

Such logarithmic renormalization was first discussed within the renor-
malization group approach in Ref. [57] and measured in graphene in
Ref. [58]. The second contribution, Eq. (4.16), describes the con-
ventional exchange energy coming from both electrons and holes.
It varies with the doping µ and the temperature T of the system.
Moreover, different from the exchange energy of a conventional two
dimensional electron gas, there is a factor (1 + λλ1 cos(θp⃗1

− θp⃗))/2
arising from the wavefunction overlap, where θp⃗1

− θp⃗ is the angle
between p⃗ and p⃗1 [86]. In total, it reads

(σF,2)R±±(p⃗)

= −
∫

dp⃗1
(2π)2

1± cos(θp⃗1
− θp⃗)

2
V (p⃗− p⃗1)f

0
+(p⃗1)

+

∫
dp⃗1
(2π)2

1∓ cos(θp⃗1
− θp⃗)

2
V (p⃗− p⃗1)(1− f0

−(p⃗1)).

(4.19)
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After a series of manipulations, we find

(σF,2)R±±(p⃗)

= −αvF
4π

∫
dp1

√
p1
2p

(
g

(
p2 + p21
2pp1

)
± h

(
p2 + p21
2pp1

))
f0
+(p⃗1)

+
αvF
4π

∫
dp1

√
p1
2p

(
g

(
p2 + p21
2pp1

)
∓ h

(
p2 + p21
2pp1

))
(1− f0

−(p⃗1)),

(4.20)

with

g(x) =

∫ 2π

0

dθ√
x− cos θ

h(x) =

∫ 2π

0

dθ cos θ√
x− cos θ

. (4.21)

We proceed by evaluating the p1-integral numerically. We show in
Fig. 4.2 the exchange energies for electrons, (σF,2)R++, and holes,
(σF,2)R++, at the chemical potential µ/T = 1 for various values of
momenta. We see that the self-energy becomes less important at
high momenta. In Fig. 4.3 (b) we show the spectral function of the
electrons with and without the Fock correction. Since the exchange
energy is a real-valued function, there remains the Delta-peak fea-
ture manifested as the blue line in the middle of the plot. Compare
to the spectral function of the non-interacting theory in Fig. 4.3 (a),
the exchange energy plays two roles: (i) it shifts the chemical poten-
tial and (ii) it increases the Fermi velocity [86]. However, its effect
is relatively small compared to the Fermi velocity renormalization
coming from the logarithmic divergence. Therefore, we keep only
the latter effect in the following. In practice, this leads to replacing
vF with vRF , the renormalized Fermi velocity, in all expressions.

4.3.3 Energy spectrum

We are now ready to evaluate the energy spectrum of quasi-electrons
and quasi-holes in equilibrium within the Hartree-Fock approxima-
tion. The dispersion relation of the excitations can be found from
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Figure 4.2: Exchange self-energies for Dirac fermions with the chem-
ical potential µ/T = 1 as functions of wave vector q/T . The fine
structure constant α is chosen to be 1. The blue curve represents
(σF,2)R++ showing the exchange energy correction of the electrons.
The orange curve shows (σF,2)R−− the exchange energy of the holes.

Figure 4.3: Spectral function at µ/T = 1 and α = 1. (a) The spec-
tral function of the non-interacting electrons follows Im gR0 (q⃗, ω) =
−2πiδ(ω−vF q+µ). The blue line in the middle of the plot manifests
the Delta peak at ω = vF q − µ (vF is set to 1 in the plot). (b) The
spectral function with the inclusion of the exchange conventional en-
ergy in Eq.(4.19). Since the exchange energy is a real-valued func-
tion, the spectral function still has the Delta-peak feature as shown
by the blue line in the middle of the plot.

the roots of the inverse Green’s function. In the presence of the in-
teraction, the inverse Green’s function is the solution of the Dyson
equation in Eq. (3.78). We first transform the Dyson equation into
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the quasi-particle basis, which leads to

(g−1)Rλλ′ = (g−1
0 )Rλλ′ − (σH)Rλλ′ . (4.22)

where the retarded component of the Hartree self-energy is given by
the first row and first column element of Eq.(4.11) that is (σH)Rλλ′ =
σH
11,λλ′ . This gives

(g−1)Rλλ′(x⃗, t, p⃗, ω) =
(
ω + iδ ∓ λvRF p+ µ

− Vex(x⃗)−
∫

dx⃗′V (x⃗− x⃗′)n(x⃗′, t)
)
δλλ′ ,

(4.23)

where n(x⃗, t) is the total electron density. By inserting Vex(x⃗) from
Eq. (3.5), we find that

(g−1)
R/A
λλ′ (x⃗, t, p⃗, ω) = ω ± iδ − λvRF p+ µ− V H(x⃗), (4.24)

where the Hartree potential V H(x⃗) is defined as

V H(x⃗) =

∫
dx⃗′V (x⃗− x⃗′) (n(x⃗′, t)− n0) . (4.25)

The Hartree term represents the static potential energy of an elec-
tron at a position x⃗. This potential is produced by all other electrons
with the density n(x⃗′, t) at the other positions x⃗′ through Coulomb
interaction. This contribution is partially canceled by the potential
Vex(x⃗) arising from the interaction between electrons and the under-
lying jellium background. This fixed uniformly distributed positively
charged background guarantees the over-all electrical neutrality of
the system. Here n0 is the ion charge density which is identical to
the electron charge density in thermal equilibrium. Hence, in global
thermal equilibrium, the Hartree potential vanishes and thus the
energy spectrum of electrons is given by

ϵλ(p⃗) = λvRF p , (4.26)

as expected.
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4.3.4 The kinetic equation for Dirac fermions

Next, we derive the Bolzmann equation within the Hartree-Fock ap-
proximation. To this end, we consider Eq. (3.91). The left-hand
side will contain the so-called streaming terms, consisting of three
contributions. The first term describes the time derivative of the dis-
tribution function with the quasi-particle weight ∂ϵ

(
g−1
0 − ReσR

)
=

1 − ∂ϵ Reσ
R. The second term accounts for the change of the dis-

tribution function due to a force ∂x⃗
(
g−1
0 − ReσR

)
, whereas the last

term tracks the change of the distribution function due to the dif-
fusion of excitations with the velocity ∂p⃗

(
g−1
0 − ReσR

)
. The right-

hand side describes collisions that drive the system towards equilib-
rium. Using the Hartree-Fock approximation in Eq.(4.24), we find

∂ϵ
(
g−1
0 − (ReσH)R

)
= 1,

∂p⃗
(
g−1
0 − (ReσH)R

)
= −λvRF p̂,

∂x⃗
(
g−1
0 − (ReσH)R

)
= −∂x⃗V

H(x⃗). (4.27)

We first substitute these derivatives into Eq.(3.91) followed by a
multiplication of the resulting equation with the spectral function
Im g−1

λλ (p⃗, ϵ) = −2πiδ(ϵ − λvRF p). Subsequently, we integrate it over
the frequency which amounts to the quasi-particle approximation. In
the end, we obtain the mean-field collisionless Boltzmann equation,
also known as the Vlasov equation [13], for electrons (λ = +) and
holes (λ = −)

∂tfλ(x⃗, t, p⃗)+λvRF p̂·∂x⃗fλ(x⃗, t, p⃗)−∂x⃗V
H(x⃗)·∂p⃗fλ(x⃗, t, p⃗) = 0, (4.28)

where p̂ denotes the unit vector in the direction of the momentum
p⃗. In the above equation, the equilibrium value of the distribution

functions is given by f0
λ(p⃗) = (1 + exp

(
λvR

F p−µ
T

)
)−1. The potential

V H(x⃗) =
∫
dx⃗′V (x⃗−x⃗′)δn(x⃗′, t) results from the Hartree self-energy,

where δn = n− n0 is the density fluctuation. This potential is also
the solution of the classical Poisson equation for the internal electric
field.

To summarize, we found that the Hartree-Fock diagrams lead to
the Vlasov equation.
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4.4 Second-order perturbation theory: -
Born approximation

An important role in hydrodynamic systems is the relaxation process
towards local equilibrium by means of interactions that conserve par-
ticle number, momentum, and energy. These collisions occur beyond
first order in the Coulomb interaction. The lowest non-vanishing or-
der is second order and the contributions are pictorially shown in
Fig.(4.4). This is called the Born approximation for the cross sec-
tion [33, 32, 12, 59]. In principle, these diagrams play two roles: (i)
they describe the aforementioned relaxations due to collisions and
(ii) they renormalize the quasi-particle properties [27, 87].

The calculation of these diagrams is tedious but straightforward.
Here we summarize our final results and present the full derivation
in Appendix 4.8. The Boltzmann equation reads

∂tfλ(x⃗, t, p⃗) + λvRF p̂ · ∂x⃗fλ(x⃗, t, p⃗)− ∂x⃗V
H(x⃗, t) · ∂p⃗fλ(x⃗, t, p⃗)

= −
∫

dk⃗1
(2π)2

dq⃗

(2π)2
Rλλ1λ3λ2

(k⃗, k⃗1, q⃗)

2πδ(λϵk⃗ − λ1ϵk⃗−q⃗ − λ2ϵk⃗1+q⃗ + λ3ϵk⃗1
)

[
fλ(k⃗)fλ3

(k⃗1)(1− fλ1
(k⃗ − q⃗))(1− fλ2

(k⃗1 + q⃗))

−(1− fλ(k⃗))(1− fλ3
(k⃗1))fλ1

(k⃗ − q⃗)fλ2
(k⃗1 + q⃗)

]
,

(4.29)

where we introduced the shorthand notation

Rλλ1λ3λ2
(k⃗, k⃗1, q⃗) =

2
[
|Tλλ1λ3λ2

− Tλλ2λ1λ3
|2 + (N − 1)

(
|Tλλ1λ3λ2

|2 + |Tλλ2λ1λ3
|2
) ]

.

(4.30)

In this expression, we have used

Tλλ1λ2λ3
(k⃗, k⃗1, q⃗) =

V (q⃗)

2
Mλλ1

k⃗,⃗k−q⃗
Mλ2λ3

k⃗1 ,⃗k1+q⃗
, (4.31)
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where the coherence factor M comes from the overlap of the single-
particle wavefunctions. It is defined according to

Mλλ1

k⃗,⃗k1
=

(
U†
k⃗
U
k⃗1

)
λλ1

. (4.32)

For brevity, we suppress the space and time variables of the distri-
bution functions in the collision terms and have in mind that they
all depend on the same set of variables that is (x⃗, t). The collision
does not shift the center-of-mass and time coordinates. This effect
indeed exists, but it will show up at higher order in the gradient
expansion [88]. We can understand this collision integral in the fol-

lowing way: an electron in band λ with momentum k⃗ is scattered
into band λ1 and momentum k⃗ + q⃗ by a collision with another elec-
tron in band λ3 and state k⃗1 which is itself scattered into the energy
band λ2 and state k⃗1 − q⃗. For this event to take place, the initial
states k⃗ and k⃗1 have to be filled and the final states k⃗− q⃗ and k⃗1+ q⃗
must be empty. Thus the factors fλ(k⃗) and fλ3

(k⃗1) are the occupa-

tion number of these state and 1 − fλ1(k⃗ − q⃗) and 1 − fλ2(k⃗1 + q⃗)
describes the probability that the final states are unoccupied. The
conservation of energy is taken into account by the delta-function.
The transition probability of this event is Rλλ1λ3λ2

.
In total, we find that, up to second order in the perturbation the-

ory, Coulomb interaction enters the Boltzmann transport equation
in two ways: (i) as the Hartree potential produced by all the other
particles in the system and (ii) inelastic and momentum-conserving
electron-electron scatterings leading to local equilibration. Let us
note that within this approximation, the contribution from the real
part of the second-order diagrams to the left-hand side of Eq. (4.29)
is neglected.

Finally, let us note that the Born approximation is valid only
when the kinetic energy of the electrons is large compared to the
Coulomb interaction potential [77]. For the Dirac system, the ratio
of the potential energy to the kinetic energy is characterized by the
fine structure constant α = e2/4πϵvF . In condensed-matter systems,
this constant is not necessarily small (for graphene α ≈ 0.3 − 2.2).
In such a strong interaction limit, a perturbative series expansion in
α may break down. Instead one can employ an alternative perturba-
tive expansion in the other parameters. In the subsequent chapter,
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we will employ the random-phase approximation (RPA) and show
that it gives a different, more complicated picture from the Hartree-
Fock-Born result presented in this section.

(a)
(b)

(c)

Figure 4.4: Self-energy to second order in the interaction.

4.5 Conservation laws

The collision integral on the right-hand side of the Boltzmann equa-
tion in Eq. (4.29), henceforth denoted Cλ[f ](k⃗), has conservation
laws encoded in it. These conservation laws are important for two
reasons: (i) They allow for an identification or derivation of physical
quantities such as charge and current densities; (ii) it provides the
basis of the derivation of conservation laws and even transport phe-
nomena. When a system is driven away from equilibrium, the first
thing that happens is that collisions drive the system to local equi-
librium. Afterwards, there is a much slower return to global equi-
librium. The latter describes transport processes and is governed
by the conservation laws. The conserved quantities in the system
under consideration are particle number, momentum, and energy.
The conservation laws of electric charge, momentum, and energy
are obtained by multiplying the Boltzmann equation in Eq. (4.29),
by 1, p⃗ and ϵλ(x⃗, p⃗) = λvRF p+V H(x⃗) and then integrating the result-
ing equations over all momentum p⃗ as well as summing over energy
bands ± and flavors. This leads to the following collisional invariants

N
∑

λ=±

∫
dp⃗

(2π)2
Cλ[f ](p⃗) = 0, (4.33)
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N
∑

λ=±

∫
dp⃗

(2π)2
p⃗Cλ[f ](p⃗) = 0, (4.34)

and

N
∑

λ=±

∫
dp⃗

(2π)2
ϵλ(x⃗, p⃗)Cλ[f ](p⃗) = 0. (4.35)

(i) The continuity equation of charge can be obtained by integrating
the Boltzmann equation in Eq. (4.29), over momentum p⃗ followed by
a summation over the band index and flavor index, see Eq. (4.33).
In contrast to the case of one band system, there is a subtle point
here relating to the infinite number of particles in the filled band
which is unbound from below. This infinite constant vanishes upon
differentiation and does not contribute to the continuity equation.
Therefore, we can subtract the infinite contribution coming from
the Dirac sea and instead consider the population of holes defined as
f(x⃗, t, k⃗)−1. First, we consider the time-derivative term. Integrating
this term over all states gives

N
∑

λ=±

∫
dp⃗

(2π)2
∂tfλ(x⃗, t, p⃗)

= ∂t N

∫
dp⃗

(2π)2

[
f+(x⃗, t, p⃗) + (f−(x⃗, t, p⃗)− 1)

]
. (4.36)

We denote the charge density by

n(x⃗, t) = N

∫
dp⃗

(2π)2
[f+(x⃗, t, p⃗) + (f−(x⃗, t, p⃗)− 1)] . (4.37)

The second term can be integrated in a similar fashion and gives

N
∑

λ=±

∫
dp⃗

(2π)2
λvRF p̂ · ∂x⃗fλ(x⃗, t, p⃗)

= ∂x⃗ · N

∫
dp⃗

(2π)2
vRF p̂

[
f+(x⃗, t, p⃗)− (f−(x⃗, t, p⃗)− 1)

]
.

(4.38)

This term can be identified with the charge current density

j⃗(x⃗, t) = N

∫
dp⃗

(2π)2
vRF p̂

[
f+(x⃗, t, p⃗)− (f−(x⃗, t, p⃗)− 1)

]
. (4.39)
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The momentum-derivative term vanishes upon integration

−N
∑

λ=±

∫
dp⃗

(2π)2
∂x⃗V

H(x⃗) · ∂p⃗fλ(x⃗, t, p⃗)

= −N
∑

λ=±

∫
dp⃗

(2π)2
∂p⃗ ·

[
∂x⃗V

H(x⃗)fλ(x⃗, t, p⃗)
]
= 0 ,

(4.40)

since it is a total derivative. Combining the above equations to-
gether with Eq. (4.33), we find the continuity equation for the elec-
tric charge according to

∂tn(x⃗, t) + ∂x⃗ · j⃗(x⃗, t) = 0. (4.41)

It is worthwhile noting here that the charge density is conserved
locally.

(ii) Momentum conservation can be obtained by multiplying the
Boltzmann equation in Eq. (4.29) by momentum before integrating
the resulting equation over all states, see Eq. (4.34). The time-
derivative term yields

N
∑

λ=±

∫
dp⃗

(2π)2
p⃗∂tfλ(x⃗, t, p⃗) =

∂t N

∫
dp⃗

(2π)2
p⃗
[
f+(x⃗, t, p⃗) + (f−(x⃗, t, p⃗)− 1)

]
. (4.42)

This allows to define the momentum density,

n⃗p⃗(x⃗, t) = N

∫
dp⃗

(2π)2
p⃗
[
f+(x⃗, t, p⃗) + (f−(x⃗, t, p⃗)− 1)

]
. (4.43)

The space-derivative term can be similarly integrated and gives

N
∑

λ=±

∫
dp⃗

(2π)2
p⃗ λvRF p̂ · ∂x⃗fλ(x⃗, t, p⃗)

= ∂x⃗ · N

∫
dp⃗

(2π)2
vRF p⃗p̂

[
f+(x⃗, t, p⃗)− (f−(x⃗, t, p⃗)− 1)

]
.

(4.44)
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From this result, we define the momentum-flux tensor,

⃗⃗
Π(x⃗, t) = N

∫
dp⃗

(2π)2
vRF p⃗p̂

[
f+(x⃗, t, p⃗)− (f−(x⃗, t, p⃗)− 1)

]
. (4.45)

The momentum-derivative term yields

−N
∑

λ=±

∫
dp⃗

(2π)2
p⃗∂x⃗V

H(x⃗) · ∂p⃗fλ(x⃗, t, p⃗)

= ∂x⃗V
H(x⃗)N

∫
dp⃗

(2π)2
[f+(x⃗, t, p⃗) + (f−(x⃗, t, p⃗)− 1)]

= ∂x⃗V
H(x⃗)n(x⃗, t).

(4.46)

which defines a force term. Finally, combining the above equations,
we find the momentum equation according to

∂tn⃗
p⃗(x⃗, t) + ∂x⃗ · ⃗⃗Π(x⃗, t) = −∂x⃗V

H(x⃗, t)n(x⃗, t). (4.47)

This has a straightforward interpretation. The momentum of the
electron fluid in any given volume element can be changed in two
ways: (i) by means of momentum flow through the volume bound-
ary accounting for the space-gradient term and (ii) by the internal
electric field. Locally, the momentum density is not conserved and
changed by the internal electric force −∂x⃗V

H(x⃗, t). This internal
force, however, does not affect the total momentum of the entire
system. We still expect that the total momentum of the system is
conserved. This can be shown explicitly by integrating the momen-
tum equation over all space. The integration of the momentum-flux
gradient results in a surface term which vanishes. The Hartree force
term also vanishes. To see this, we consider the property of the
Coulomb potential

∂x⃗
1

|x⃗− x⃗′| = − x⃗− x⃗′

|x⃗− x⃗′|3 = −∂x⃗′
1

|x⃗− x⃗′| . (4.48)

Based on this, one can show explicitly that
∫

dx⃗∂x⃗V
H(x⃗, t)n(x⃗, t) =

∫
dx⃗dx⃗′∂x⃗V (x⃗− x⃗′)(n(x⃗′, t)− n0)n(x⃗, t)

= 0. (4.49)
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Combining all the above equations, we obtain

∂tP⃗ = 0, (4.50)

where the total momemtum of the entire system is given by

P⃗ (t) =

∫
dr⃗ n⃗p⃗(r⃗, t). (4.51)

(iii) Similarly, energy conservation is obtained by multiplying
the Boltzmann equation, Eq. (4.29) by energy ϵ(x⃗, p⃗) followed by
integrating and summing the equation over all states, see Eq. (4.35).
The time-derivative term yields

N
∑

λ=±

∫
dp⃗

(2π)2
ϵλ(x⃗, p⃗)∂tfλ(x⃗, t, p⃗) =

∂t N

∫
dp⃗

(2π)2

[
ϵ+(x⃗, p⃗)f+(x⃗, t, p⃗) + ϵ−(x⃗, p⃗)(f−(x⃗, t, p⃗)− 1)

]
.

(4.52)

This defines the energy density according to

nϵ(x⃗, t) = N

∫
dp⃗

(2π)2

[
ϵ+(x⃗, p⃗)f+(x⃗, t, p⃗)+ ϵ−(x⃗, p⃗)(f−(x⃗, t, p⃗)−1)

]
.

(4.53)
The spatial derivative leads to

N
∑

λ=±

∫
dp⃗

(2π)2
ϵλ(x⃗, p⃗) λv

R
F p̂ · ∂x⃗fλ(x⃗, t, p⃗)

= ∂x⃗ · N

∫
dp⃗

(2π)2
vRF p̂

[
ϵ+(x⃗, p⃗)f+(x⃗, t, p⃗)

− ϵ−(x⃗, p⃗)(f−(x⃗, t, p⃗)− 1)
]
− ∂x⃗V

H(x⃗) · j⃗. (4.54)

We find that it consists of two terms. The first term describes a
divergence of an energy current density defined as

j⃗ϵ(x⃗, t) = N

∫
dp⃗

(2π)2
vRF p̂

[
ϵ+(x⃗, p⃗)f+(x⃗, t, p⃗)−ϵ−(x⃗, p⃗)(f−(x⃗, t, p⃗)−1)

]
,

(4.55)
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whereas the second term describes Joule heating due to the internal
force. Next, we consider the momentum-derivative term and find
that it can also be rewritten as Joule heating due to the internal
Coulomb force.

−N
∑

λ=±

∫
dp⃗

(2π)2
ϵλ(x⃗, p⃗) ∂x⃗V

H(x⃗) · ∂p⃗fλ(x⃗, t, p⃗) = ∂x⃗V
H(x⃗) · j⃗ .

(4.56)
This term will thus be canceled by the second term on the right-
hand side of Eq. (4.54). Combining these equations, we find the
continuity equation of energy:

∂tn
ϵ(x⃗, t) + ∂x⃗ · j⃗ϵ(x⃗, t) = 0. (4.57)

Eqs.(4.41), (4.47), and (4.57) constitute the main equations of elec-
tron hydrodynamics and can be used to derive the Navier-Stokes
equations. Let us emphasize once again that, in contrast to the
hydrodynamic equations of usual fluids, electrons interact among
themselves via long-range Coulomb interactions and this effect shows
up on the right-side of the momentum equation in Eq.(4.47)

4.6 Collective modes

Now that we have the fundamental equations of hydrodynamics of
weakly interacting charged Dirac electrons, let us study some of its
properties. There are three independent hydrodynamic variables.
Here we choose the set of independent variables consisting of the
charge density (n), the energy density (nϵ) and the hydrodynamic
velocity u⃗ in terms of which the other quantities can be written. To
linear order in u⃗, we find that the charge current density is given
by j⃗ = nu⃗. The momentum flux is associated with the pressure by
means of Πij = Pδij where the pressure is in turn proportional to the
energy density according to P = nϵ/2. One of the consequences of
the linear spectrum of Dirac electrons is that the momentum density
is decoupled from the charge current. Instead, it is proportional
to the energy currents according to np⃗ = j⃗ϵ/v2F where the energy
current is given by jϵ = (P + nϵ)u⃗ . We now consider an electron
fluid at rest with constant n = n0, n

ϵ = nϵ
0, and u⃗ = 0. We are
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interested in small fluctuations around constant and homogeneous
solution, and put n = n0+ δn, nϵ = nϵ

0+ δnϵ and small u⃗. We insert
this solution into the hydrodynamic equations in Eqs. (4.41, (4.47),
and (4.57). By keeping terms up to linear order in the fluctuations,
we obtain

∂tδn(x⃗, t) + n0∂x⃗ · u⃗(x⃗, t) = 0,

(P0 + nϵ
0)/v

2
F∂tu⃗(x⃗, t) + ∂x⃗δP (x⃗, t) = −∂x⃗V

H(x⃗, t)n0,

∂tδn
ϵ(x⃗, t) + (P0 + nϵ

0)∂x⃗ · u⃗(x⃗, t) = 0. (4.58)

The solutions to these equations are propagating waves. As an
ansatz, we insert




δn(x⃗, t)
u⃗(x⃗, t)
δnϵ(x⃗, t)


 =




δn(p⃗, ω)
u⃗(p⃗, ω)
δnϵ(p⃗, ω)


 eip⃗·x⃗−iωt (4.59)

into the linearized hydrodynamic equations in Eq. (4.58). This leads
to

−iωδn(p⃗, ω) + in0pu∥(p⃗, ω) = 0 ,

−iω
P0 + nϵ

0

v2F
u⃗(p⃗, ω) + ip⃗ δP (p⃗, ω) = − i2παvF p⃗

p
δn(p⃗, ω)n0 ,

−iωδnϵ(p⃗, ω) + (P0 + nϵ
0)ipu∥(p⃗, ω) = 0 . (4.60)

Here, we define u∥ = u⃗ · p⃗/p which gives the component of the
hydrodynamic velocity in the direction of the momentum p⃗. We are
interested in the longitudinal propagating modes, so we project the
momentum equation on the momentum p⃗/p. This gives

−iω
P0 + nϵ

0

v2F
u∥(p⃗, ω) + ip δP (p⃗, ω) = −i2παvF δn(p⃗, ω)n0. (4.61)

Together with the other two equations, we find that




−iω in0p 0

i2παvFn0 −iω
P0+nϵ

0

v2
F

ip/2

0 ip(P0 + nϵ
0) −iω







δn(p⃗, ω)
u∥(p⃗, ω)
δnϵ(p⃗, ω)


 =



0
0
0


 . (4.62)
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For this equation to have non-trivial solutions, the frequency of the
fluctuations has to satisfy the dispersion relations

ω(p⃗) = 0

ω±(p⃗) = ±
√
2παv3Fn

2
0p/(P0 + nϵ

0) + v2F p
2/2. (4.63)

We observe, that in the long wavelength limit, there is a square-root
dispersion which represents the hydrodynamic plasmon. At charge
neutrality, n0 = 0, the dispersion becomes linear with the speed
given by vF /

√
2.

This result, as we will see later, is in disagreement with the calcu-
lation within the RPA. The RPA calculation predicts the existence
of thermal plasmons at charge neutrality and at non-zero tempera-
ture. The key step to reconcile these results relies on the observation
that, for Dirac electrons, the momentum density and charge current
are decoupled. This is in stark contrast to one-band systems with
a parabolic dispersion where the momentum density is proportional
to the charge current. To this end, let us additionally consider an
equation of motion for the charge current, which is obtained by mul-
tiplying the Boltzmann equation, Eq. (4.29), by the corresponding
group velocity ∂p⃗ϵλ(x⃗, p⃗) = λvRF p̂ and integrating the resulting equa-
tion over all states. The time-derivative term yields

N
∑

λ=±

∫
dp⃗

(2π)2
λvRF p̂∂tfλ(x⃗, t, p⃗) = ∂tj⃗(x⃗, t). (4.64)

The space-derivative term can be similarly integrated and gives

N
∑

λ=±

∫
dp⃗

(2π)2
(
vRF

)2
p̂p̂ · ∂x⃗fλ(x⃗, t, p⃗) = ∂x⃗ · ⃗⃗Ξ(x⃗, t) ,

(4.65)

where we define a second-rank tensor according to

⃗⃗
Ξ(x⃗, t) = N

∑

λ=±

∫
dp⃗

(2π)2
v2F p̂p̂

[
f+(x⃗, t, p⃗)+(f−(x⃗, t, p⃗)−1)

]
. (4.66)
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The momentum-derivative term yields

−N
∑

λ=±

∫
dp⃗

(2π)2
λvRF p̂∂x⃗V

H(x⃗) · ∂p⃗fλ(x⃗, t, p⃗) = ∂x⃗V
H(x⃗) · ⃗⃗Λ(x⃗, t)

(4.67)
where another second rank tensor has components given by

⃗⃗
Λij(x⃗, t) = N

∫
dp⃗

(2π)2

(
δij
p

− pipj
p3

)
[f+(x⃗, t, p⃗) + (f−(x⃗, t, p⃗)− 1)] .

(4.68)
In contrast to the conserved quantities discussed in the previous
section, the group velocity is not a collisional invariant. Therefore,
the current density is not conserved by electron-electron interactions.
This is particularly true at charge neutrality. The integration of the
collision term is, in general, very complicated, especially, since the
distribution function is unknown. For the purpose of this discussion,
we resort to the relaxation time approximation and assume that

∑

λ=±

∫
dp⃗

(2π)2
λvRF pCλ[f ](p⃗) ≈ − j⃗

τ
. (4.69)

The value of the relaxation time τ may be approximated by the
corresponding element of the collision operator in the Boltzmann
equation (see for example in [33]). Finally, combining the above
calculations, we find the equation of motion for the charge current.

∂tj⃗k(x⃗, t) + ∂x⃗i

⃗⃗
Ξik(x⃗, t) + ∂x⃗i

V H(x⃗, t)
⃗⃗
Λik(x⃗, t) = − j⃗k(x⃗, t)

τ
. (4.70)

To linear order in u⃗, we find that
⃗⃗
Ξij = nv2F /2 δij which is pro-

portional to the charge density and
⃗⃗
Λij = N

4πN δij where N =∫
dp

[
f0
+(p⃗)− (f0

−(p⃗)− 1)
]
= T log(2 + 2 coshµ/T ). Here f0

λ(p⃗) =

(1 + exp
(

λvF p−µ
T

)
)−1 is the Fermi-Dirac distribution function. We

are interested in small density fluctuations around the constant and
homogeneous value. The solution is n = n0 + δn and small u⃗. We
insert this solution into the current equation (4.70) and keep the
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terms to linear order in the fluctuations. This gives

n0∂tu⃗k(x⃗, t) +
v2F
2
∂x⃗k

δn(x⃗, t) + ∂x⃗k
V H(x⃗, t)

N

4π
N = −n0u⃗k(x⃗, t)

τ
.

(4.71)
The solution to this equation are propagating waves of the form

(
δn(x⃗, t)
u⃗(x⃗, t)

)
=

(
δn(p⃗, ω)
u⃗(p⃗, ω)

)
eip⃗·x⃗−iωt. (4.72)

We insert this solution into the linearized current equation (4.71)
and obtain

−iωn0u⃗(p⃗, ω)+i
v2F
2
p⃗δn(p⃗, ω)+i

2παvF p⃗

p
δn(p⃗, ω)

N

4π
N = −n0u⃗(p⃗, ω)

τ
.

(4.73)
Next, we project the equation on the momentum p⃗/p, This gives

−iωn0u∥(p⃗, ω)+i
v2F
2
pδn(p⃗, ω)+i2παvF δn(p⃗, ω)

N

4π
N = −n0u∥(p⃗, ω)

τ
.

(4.74)
Together with the continuity equation, we find that

(
−iω in0p

iαvF
N
2 N + i

v2
F

2 p −iωn0 + n0/τ

)(
δn(p⃗, ω)
u∥(p⃗, ω)

)
=

(
0
0

)
. (4.75)

For this equation to be valid, the frequency of the density fluctua-
tions has to satisfy the dispersion relation

ω±(p⃗) = ±
√

N

2
αvFTp log(2 + 2 coshµ/T ) +

v2F p
2

2
− 1

4τ2
− i

2τ
.

(4.76)
Note that, in the long-wavelength limit, we recover the previous
hydrodynamic result.

4.7 Conclusion and Outlook

In this chapter we have studied the basic equations of hydrodynam-
ics in ultraclean interacting two-dimensional Dirac systems. Our
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approach was based on non-equilibrium quantum field theory. We
first derived the hydrodynamic equations in weakly interacting sys-
tems, based on low-order perturbation theory. This allows to recover
mostly known literature expressions. We go beyond a weak coupling
analysis in the next chapter.

4.8 Appendices

Derivation of the collision integral of Eq.(4.29)

The algebraic expression for the diagram (4.4a) is given by

−iΣ
(2a)
ah (x⃗, x⃗′; t, t′) = −iN

∫
dt1dt2dx⃗1dx⃗2 γa′

abγ
b′
cdγ

c′
efγ

d′
gh

D0,a′b′(x⃗, x⃗1; t, t1)D0,γδ(x⃗2, x⃗′; t2, t
′)

G0,bg(x⃗, x⃗′; t, t′)G0,de(x⃗1, x⃗2; t1, t2)

G0,fc(x⃗2, x⃗1; t2, t1). (4.77)

After a Wigner transformation, its Keldysh component in the quasi-
particle basis reads

(σ
(2a)
λλ )K(x⃗, k⃗, t, ω) =

iN

∫
dk⃗1
(2π)2

dq⃗

(2π)2
2πδ(ω − λ1ϵk⃗−q⃗ − λ2ϵk⃗1+q⃗ + λ3ϵk⃗1

)

|Tλλ1λ2λ3
(k⃗, k⃗1, q⃗)|2

(
Fλ3

(x⃗, t, k⃗1)− Fλ2
(x⃗, t, k⃗1 + q⃗)

+Fλ1
(x⃗, t, k⃗ − q⃗)

[
Fλ2

(x⃗, t, k⃗1 + q⃗)Fλ3
(x⃗, t, k⃗1)− 1

])
.

(4.78)

Here we assume that the distribution function within the quasi-
particle approximation has no off-diagonal elements in the spinor
space. Furthermore, we introduce the shorthand notation for ihe
Coulomb interaction transition probability amplitude

Tλλ1λ2λ3(k⃗, k⃗1, q⃗) =
V (q⃗)

2
Mλλ1

k⃗,⃗k−q⃗
Mλ2λ3

k⃗1 ,⃗k1+q⃗
, (4.79)
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where the coherent factor coming from the overlap of the wavefunc-
tion is defined according to

Mλλ1

k⃗,⃗k1
=

(
U†
k⃗
Uk⃗1

)
λλ1

. (4.80)

The retarded component of the self-energy is given by

2i Im(σ
(2a)
λ )R(k⃗, ω) =

iN

∫
dk⃗1
(2π)2

dq⃗

(2π)2
2πδ(ω − λ1ϵk⃗−q⃗ − λ2ϵk⃗1+q⃗ + λ3ϵk⃗1

)

|Tλλ1λ2λ3(k⃗, k⃗1, q⃗)|2
(
Fλ2(x⃗, t, k⃗1 + q⃗)Fλ3(x⃗, t, k⃗1)− 1

+Fλ1(x⃗, t, k⃗ − q⃗)
[
Fλ3(x⃗, t, k⃗1)− Fλ2(x⃗, t, k⃗1 + q⃗)

])
.

(4.81)

The algebraic expression for the diagram (4.4b) is given by

−iΣ
(b)
ah (x⃗, x⃗

′; t, t′) = i

∫
dt1dt2dx⃗1dx⃗2γ

a′
ab γ

b′
cdγ

c′
efγ

d′
gh

D0,a′c′(x⃗, x⃗2; t, t2)D0,b′d′(x⃗1, x⃗
′; t1, t

′)

G0,bc(x⃗, x⃗1; t, t1)G0,de(x⃗1, x⃗2; t1, t2)

G0,fg(x⃗2, x⃗
′; t2, t

′). (4.82)

After a Wigner transformation, the Keldysh component of the self-
energy in the quasi-particle basis reads

(σ
(2b)
λ )K(x⃗, k⃗, t, ω) =

−i

∫
dk⃗1
(2π)2

dq⃗

(2π)2
2πδ(ω − λ1ϵk⃗−q⃗ − λ2ϵk⃗1+q⃗ + λ3ϵk⃗1

)

Tλλ1λ3λ2(k⃗, k⃗1, q⃗)T
∗
λλ2λ1λ3

(k⃗, k⃗1, k⃗ − q⃗ − k⃗1)(
Fλ3

(x⃗, t, k⃗1)− Fλ2
(x⃗, t, k⃗1 + q⃗) + Fλ1

(x⃗, t, k⃗ − q⃗)×
[
Fλ2

(x⃗, t, k⃗1 + q⃗)Fλ3
(x⃗, t, k⃗1)− 1

])
,

(4.83)
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whereas the retarded component of the self-energy is given by

2i Im(σ
(2b)
λ )R(k⃗, ω) =

−i

∫
dk⃗1
(2π)2

dq⃗

(2π)2
2πδ(ω − λ1ϵk⃗−q⃗ − λ2ϵk⃗1+q⃗ + λ3ϵk⃗1

)

Tλλ1λ3λ2
(k⃗, k⃗1, q⃗)T

∗
λλ2λ1λ3

(k⃗, k⃗1, k⃗ − q⃗ − k⃗1)(
Fλ2

(x⃗, t, k⃗1 + q⃗)Fλ3
(x⃗, t, k⃗1)− 1 + Fλ1

(x⃗, t, k⃗ − q⃗)×
[
Fλ3

(x⃗, t, k⃗1)− Fλ2
(x⃗, t, k⃗1 + q⃗)

])
. (4.84)

The algebraic expression for the diagram (4.4c) is given by

−iΣ
(c)
ah (x⃗, x⃗

′; t, t′) = i

∫
dt1dt2dx⃗1dx⃗2 γa′

abγ
b′
cdγ

c′
efγ

d′
gh

D0,a′d′(x⃗, x⃗′, t, t′)D0,b′c′(x⃗1, x⃗2; t1, t2)

G0,bc(x⃗, x⃗1; t, t1)G0,de(x⃗1, x⃗2; t1, t2)

G0,fg(x⃗1, x⃗
′; t2, t

′). (4.85)

This contribution to the collision intergral is omitted because (σ
(2c)
λ )K

and 2i Im(σ
(2c)
λ )R are both zero. After combining these contributions

from the diagram (2a)-(2c) and substituting the distribution func-
tion to zero order in the Berry connection given by Eq.(3.90) , we
find the collision integral for electron-electron scattering within the
Born approximation. Hereafter we for brevity suppress space and
time variables in the distribution function since the collision integral
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is local in spacetime.

σK
λ (p⃗)− 2i ImσR

λ (p⃗)(1− 2fλ(p⃗))

= −8i

∫
dk⃗1
(2π)2

dq⃗

(2π)2
2πδ(ω − λ1ϵk⃗−q⃗ − λ2ϵk⃗1+q⃗ + λ3ϵk⃗1

)

[
− Tλλ1λ3λ2(k⃗, k⃗1, q⃗)T

∗
λλ2λ1λ3

(k⃗, k⃗1, k⃗ − q⃗ − k⃗1)

+N |Tλλ1λ3λ2
(k⃗, k⃗1, q⃗)|2

]

[
fλ(k⃗)fλ3

(k⃗1)(1− fλ1
(k⃗ − q⃗))(1− fλ2

(k⃗1 + q⃗))

−(1− fλ(k⃗))(1− fλ3
(k⃗1))fλ1

(k⃗ − q⃗)fλ2
(k⃗1 + q⃗)

]
.

(4.86)

We make connection to the Golden rule result by shifting the vari-
ables appropriately, This gives

σK
λ (p⃗)− 2i ImσR

λ (p⃗)(1− 2fλ(p⃗)) =

−4i

∫
dk⃗1
(2π)2

dq⃗

(2π)2
2πδ(ω − λ1ϵk⃗−q⃗ − λ2ϵk⃗1+q⃗ + λ3ϵk⃗1

)

[
|Tλλ1λ3λ2

(k⃗, k⃗1, q⃗)− Tλλ2λ1λ3
(k⃗, k⃗1, k⃗ − q⃗ − k⃗1)|2

+(N − 1)
(
|Tλλ1λ3λ2

(k⃗, k⃗1, q⃗)|2 + |Tλλ2λ1λ3
(k⃗, k⃗1, k⃗ − q⃗ − k⃗1)|2

)]

[
fλ(k⃗)fλ3

(k⃗1)(1− fλ1
(k⃗ − q⃗))(1− fλ2

(k⃗1 + q⃗))

−(1− fλ(k⃗))(1− fλ3
(k⃗1))fλ1

(k⃗ − q⃗)fλ2
(k⃗1 + q⃗)

]
.

(4.87)

We the multiply Eq.(4.87) by the spectral function followed by an
integration over the frequency. In the end, we obtain a coupled
system of Boltzmann equations for electrons (λ = +) and holes
(λ = −).
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Chapter 5

Electron-hole-plasmon

hydrodynamics: the strong

coupling limit

In the previous chapter, we study the hydrodynamic properties of
ultraclean interacting two-dimensional Dirac electrons with Keldysh
quantum field theory within the weak-coupling analysis. In this
chapter, we study it from a strong-coupling perspective. We demon-
strate that long-range Coulomb interactions play a role in facilitating
the emergence of collective excitations, that is plasmons. We find
that plasmons contribute to transport properties on equal footing
with electrons. Our approach is based on an effective field theory
of the collective field associated with the plasmon coupled to elec-
trons. Within a conserving approximation for the coupled system we
derive a set of coupled quantum-kinetic equations. This builds the
foundation of the derivation of the Boltzmann equations for the in-
teracting system of electrons and plasmons. From this, we explicitly
derive all the conservation laws and identify the extra contributions
of energy density and pressure from the plasmons. We demonstrate
that plasmons show up in thermoelectric transport properties as well
as quantities that enter the energy-momentum tensor, such as the
viscosity1.

1This chapter is based on part of K. Pongsangangan, T. Ludwig, H.T.C.
Stoof, and L. Fritz, Hydrodynamics of charged Dirac electrons in two dimen-
sions. II. Role of collective modes. (accepted at PRB ) (2022).
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5.1 Introduction

The main question we address in this chapter is what are the quasi-
particles involved in hydrodynamical transport phenomena of ul-
traclean two-dimensional Dirac electrons at an accessible temper-
ature and how do they equilibrate? The conventional theory for
hydrodynamic behavior in two-dimensional Dirac systems is a ver-
sion of a two-component hydrodynamics, consisting of electrons and
holes [85, 66, 33]. This scenario is very popular and can formally
be derived from a weak-coupling analysis using a Hartree-Fock-Born
approximation. In that framework, Coulomb interaction plays two
different roles: (i) It is seen by an electron as an internal potential
produced by all the other particles in the system through the Hartree
term; (ii) The Coulomb interaction manifests itself as an inelastic
and momentum conserving scattering mechanism [33, 34, 32, 59, 12]
which locally equilibrates the system. This process is an important
requirement for observing the electron hydrodynamical regime with
its fascinating transport properties [85, 48, 49].

Perturbation theory up to, in this case, second order in the cou-
pling constant is unfortunately unable to describe many important
physical phenomena, such as the emergence of collective modes. Col-
lective modes, however, are the hallmark of interacting electronic
systems. One such mode are plasma oscillations, also called plas-
mons. In conventional three-dimensional metals, plasmons are a
gapped degree of freedom with a large energy gap, larger than the
Fermi energy. This implies that thermal plasmons cannot be ex-
cited at realistic experimental temperatures and hence are largely
irrelevant, both for thermodynamic as well as transport properties.
As an example, aluminium at room temperature has a ratio of the
plasmon gap to the thermal energy ℏωp/kBT ≈ 16 eV/0.25 eV = 64.
Consequently, the plasmon occupation number is negligibly small,
nB(ωp) ≈ 10−28, where nB is the equilibrium Bose-Einstein func-
tion distribution function [11]. In contrast, in two dimensions, plas-
mons are massless and follow a square-root dispersion, i.e., ω ∝√
q [55, 54, 53]. This is not only true for Dirac fermions but for

a generic two-dimensional electronic system. Consequently, at ac-
cessible temperatures, plasmons can be excited and thus constitute
proper low-energy elementary excitations. There might be various
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effects that potentially destabilize the plasmon and broaden their
spectral function such as disorder, electron-phonon, and electron-
electron collision [89, 90]. However, it turns out that the plasmons
are typically remarkably stable.

The main result in this chapter is that we offer a novel derivation
of the equations of hydrodynamics from a strong-coupling perspec-
tive. This results in a combined description of electrons, holes, and
plasmons, that are coupled to each other. In this description, plas-
mons enter on equal footing with the electronic degrees of freedom:
we find that plasmons make a contribution of the same order of mag-
nitude as the fermionic degrees of freedom to heat currents as well
as the energy-momentum tensor and consequently should show up
in measurements that measure thermal transport but also viscous
effects.

The organization of the rest of the chapter is as follows. We start
with a brief summary of the Keldysh formalism for a real bosonic
field including the structure of the bosonic Green’s function on the
closed-time contour, the Dyson equation, the Keldysh or quantum-
kinetic equation in Sec. 5.2. We proceed to perform the gradient ex-
pansion on the Keldysh equation and obtain the Boltzmann equation
for a bosonic degree of freedom. Next, we study a formalized version
of the random-phase approximation (RPA) in Sec. 5.3. To this end,
we introduce a new quantum field associated with a plasmon exci-
tation by means of a Hubbard-Stratonovich transformation [60, 61],
which is an exact rewriting of the theory. After integrating out the
fermions, the plasmons acquire their own dynamics, which is dis-
cussed in Sec. 5.5. An important side product is that we show that
there is also a feedback effect, that renormalizes the fermions and
provides scattering for them, despite having integrated them out.
Importantly, we can show explicitly that this is not an instance of
double counting, as one might suspect, but indeed required to pre-
serve conservation laws. In Sec. 5.6 we find a set of coupled kinetic
equations for electrons, holes, and the plasmons [72, 73, 91]. It is
important that, within the conserving approximation, the electrons
scatter from plasmons and vice versa. Using a series of approx-
imations, we derive Boltzmann equations from this effective field
theory. Based on this, we derive the conservation laws of the system
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in Sec. 5.7 which indeed show that the fermion dynamics is strongly
influenced by the plasmons. Furthermore, we observe, that the plas-
mons make an extra contribution to the heat current (this provides
an alternative derivation of the heat-current operator starting from
the quantum-kinetic equation) and energy density. Additionally, it
makes similar contributions to the momentum flux and therefore
shows up in quantities related to the viscosity. This section also
confirms that RPA is indeed a conserving approximation. We con-
clude our results in Sec. 4.7 as well as provide an outlook for future
work.

5.2 Green’s function

In the subsequent section, we introduce a real bosonic field associ-
ated with the plasmon and proceed an analysis with the Keldysh
quantum-field theory to obtain a quantum-kinetic equation. To this
end, we start with a summary of the salient features of the Keldysh
technique for a bosonic field. Similar to the fermion Green’s func-
tion, the boson Green’s function and its inverse have three non-
vanishing components expressed in the following matrix structure

Dab(x⃗, x⃗
′, t, t′) =

(
DK(x⃗, x⃗′, t, t′) DR(x⃗, x⃗′, t, t′)
DA(x⃗, x⃗′, t, t′) 0

)

ab

, (5.1)

and

D−1
ab (x⃗, x⃗

′, t, t′) =

(
0 (D−1)A(x⃗, x⃗′, t, t′)

(D−1)R(x⃗, x⃗′, t, t′) (D−1)K(x⃗, x⃗′, t, t′)

)

ab

,

(5.2)
together with the following relations

(D−1)R/A = (DR/A)−1, (5.3)

and
DR ◦ (D−1)K = −DK ◦ (D−1)A. (5.4)

The interacting Green’s function is again determined from a Dyson
equation (pictorially represented in Fig. 5.1)

D = D0 +D0⊗Π⊗D, (5.5)
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= + Π

Figure 5.1: Diagrammatic representation of the Dyson equation for
the boson Green’s function.

with a self-energy Π, which is, in general, approximated in a per-
turbative series. The self-energy assumes the same Keldysh matrix
structure as the inverse Green function to preserve causality, namely

Πab(x⃗, x⃗
′, t, t′) =

(
0 ΠA(x⃗, x⃗′, t, t′)

ΠR(x⃗, x⃗′, t, t′) ΠK(x⃗, x⃗′, t, t′)

)

ab

. (5.6)

The poles of the retarded and advanced components are again shifted
by interaction effects leading to a new energy dispersion and a life-
time for the dressed particles by means of

(D−1)R/A = (D−1
0 )R/A −ΠR/A. (5.7)

The Keldysh component of the Dyson equation leads to a kinetic
equation for the boson distribution function B.

D−1
0 ◦B −B ◦D−1

0 = −ΠK +ΠR ◦B −B ◦ΠA. (5.8)

The left-hand side again describes a streaming term, whereas the
right-hand side accounts for collision events. The Hermitian function
B is employed to parametrize the Keldysh Green function according
to

DK = DR ◦B −B ◦DA. (5.9)

Before we continue, it is convenient to rewrite the Keldysh equa-
tions, Eq. (5.8). The rewriting seems arbitrary at this point, but
later it will allow us to identify the left-hand sides with the stream-
ing terms of a Boltzmann equation, whereas the right-hand sides will
be the collision integrals. We can use the fact that we can decom-
pose the self energies according to ΠR/A = ReΠR ± i ImΠR. This
allows to rewrite Eq. (5.8) as

[
D−1

0 − ReΠR◦,B
]
= −ΠK + i{ImΠR◦,B}. (5.10)

111



Here, we introduced the notation [V ◦,W ] = V ◦ W − W ◦ V and
{V ◦,W} = V ◦W +W ◦ V , defining the commutator and anticom-
mutator of the functions V and W with ◦ as defined before. After
a Wigner transformation and keeping the Moyal product to first
non-trivial order, we obtain

i
{
∂x⃗

(
D−1

0 − ReΠR
)
· ∂p⃗B − ∂p⃗

(
D−1

0 − ReΠR
)
· ∂x⃗B

−∂t
(
D−1

0 − ReΠR
)
∂ωB + ∂ω

(
D−1

0 − ReΠR
)
∂tB

}

= −ΠK + 2i ImΠRB.

(5.11)

Next, we use the parametrization

B = 1 + 2b , (5.12)

where b plays the role of the bosonic distribution function exactly
in equilibrium reduces to the Bose-Einstein distribution. This leads
to a Boltzmann equation for the boson reading as

∂ϵ
(
D−1

0 (x⃗, t, p⃗, ϵ)− ReΠR(x⃗, t, p⃗, ϵ)
)
∂tb(x⃗, t, p⃗)

+ ∂x⃗
(
D−1

0 (x⃗, t, p⃗, ϵ)− ReΠR(x⃗, t, p⃗, ϵ)
)
· ∂p⃗b(x⃗, t, p⃗)

− ∂p⃗
(
D−1

0 (x⃗, t, p⃗, ϵ)− ReΠR(x⃗, t, p⃗, ϵ)
)
· ∂x⃗b(x⃗, t, p⃗)

=
i

2
ΠK(x⃗, t, p⃗, ϵ) + ImΠR(x⃗, p⃗, t, ϵ)(1 + 2b(x⃗, t, p⃗)) .

(5.13)

5.3 The effective field theory: The ran-
dom-phase approximation

In the previous chapter we focused on the weak-interaction limit
of the action in Eqs. (3.66), (3.67), (3.68). We analyzed the the-
ory by a straightforward pertubative expansion in the coupling con-
stant. We now consider a system of fermions interacting strongly
via long-range Coulomb interactions. It is well known that the in-
teractions between electrons can generate plasma oscillations. Un-
der certain circumstances, these plasma oscillations act as proper
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quasi-particles, as we will show below. Describing these oscillations
starting from Eqs. (3.66), (3.67), (3.68) requires to go beyond pure
perturbation theory and to resort to a resummation scheme, such
as the random-phase approximation (RPA) [5]. Formally, this can
be achieved by a Hubbard-Stratonovich transformation [60] which is
the formulation we choose here. The results in the following sections
are the most important new results of this thesis.

We introduce a real scalar boson field ϕa(r⃗, t) to decouple the
quartic Coulomb interaction using the Hubbard-Stratonovich iden-
tity reading as

exp

(
− i

2

∫
dtdt′dx⃗dx⃗′ρa(x⃗, t)D0,ab(x⃗, x⃗

′, t, t′)ρb(x⃗′, t′)

)
=

∫
Dϕ exp

(
i

2

∫
dtdt′dx⃗dx⃗′ϕa(x⃗, t)D

−1
0,abϕb(x⃗

′, t′)

−i

∫
dtdx⃗ϕa(x⃗, t)ρ

a(x⃗, t)

)
.

(5.14)

All the manipulations in this section are performed on the Schwinger-
Keldysh closed time contour, meaning the indices a and b are the
previously defined Keldysh indices. In writing down Eq. (5.14), we
absorb an irrelevant normalization constant into the functional in-
tegration measure. The real scalar field is conjugate to the electron
density and therefore directly captures the dynamics of the plas-
mons. Therefore, we henceforth refer to this boson field as plasmon
field. Inserting the identity of Eq.(5.14) into the partition function
of Eq. (3.31) leads to

Z =

∫
Dψ†DψDϕ exp

(
iS[ψ†, ψ, ϕ]

)
, (5.15)
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where the action reads

S[ψ†, ψ, ϕ] =

∫ ∞

−∞
dtdt′

[ ∫
dx⃗dx⃗′ψ†

a,λ(x⃗, t)
(
G−1

0,ab;λλ′

−γc
abδλλ′ϕc(x⃗, t)δ(x⃗− x⃗′)δ(t− t′)

)
ψb,λ′(x⃗′, t′)

+
1

2

∫
dx⃗dx⃗′ϕa(x⃗, t)D

−1
0,ab(x⃗, x⃗

′, t, t′)ϕb(x⃗
′, t′)

]
.

(5.16)

Philosophically, we have traded a theory of electrons interacting
amongst themselves for a field theory where electrons interact with
the plasmon field.

Green’s functions

The bare inverse Green’s function of the boson field reads

D−1
0,ab(x⃗, x⃗

′, t, t′) = 4ϵσx
abδ(x⃗− x⃗′)δ(t− t′)

√
−∇2/e2.

The square root of the Laplacian,
√
−∇2, can be understood in

the following way: it is the inverse Fourier transform of the abso-
lute value of the momentum, p ≡ |p⃗|. The Fourier transform of
D−1

0,ab(x⃗, x⃗
′, t, t′) consequently is given by

D−1
0,ab(p⃗, ω) = σx

ab2V
−1(p⃗) = σx

ab2p/2παvF . (5.17)

There are two things worthwhile noting here. First, this zeroth-
order Green’s function has no dynamics. The dynamics will only be
generated upon integrating out fermions or, equivalently, in pertur-
bation theory. Second, it comes with a factor of 1/2, i.e., D0,ab ∝
V (x⃗ − x⃗′)/2, which is standard for a real-valued field. There also
is the fermionic propagator, that we have to evaluate in the effec-
tive field theory of the plasmons. To obtain this field theory, we
have to integrate out the fermions. This suggests that the fermionic
propogator is given by the non-interacting one and all the renor-
malization effects are in the plasmon sector. This, however, is not
true, and the generated dynamics feeds back into the fermion sector.
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To see this, it proves advantageous to introduce source terms in the
action in Eq. (5.16), according to

SJ [ψ
†, ψ] =

∫
dtdx⃗

(
ψ†
a(x⃗, t)Ja(x⃗, t) + J†

a(x⃗, t)ψa(x⃗, t)
)
. (5.18)

This allows to recover the fermionic Green’s function for any level
of approximation of the plasmon field, even once the electrons are
integrated out. This is very important in the section about the
coupled quantum kinetic equations. The generating function for the
fermionic Green’s function reads

Z[J, J†] =
∫

Dψ†DψDϕ exp
(
iS[ψ†, ψ, ϕ] + iSJ [ψ

†, ψ]
)
. (5.19)

From this, we can determine the fermion Green’s function by means
of a functional derivative with respect to the source field, according
to

iG(r⃗, r⃗ ′, t, t′) =
1

Z[J, J†]
δ

δiJ(r⃗ ′, t′)
δ

δiJ†(r⃗, t)
Z[J, J†]

∣∣∣
J=J†=0

.

(5.20)
We continue to integrate out the fermion fields, which gives an effec-
tive theory of the boson field associated with the density fluctuations.
We find

Z[J, J†] =
∫

Dϕ exp
(
iSeff [ϕ, J, J

†]
)
, (5.21)

with the effective action given by

Seff [ϕ, J, J
†] = −iTr

[
ln
(
−iG−1

)]

+
1

2

∫
dtdt′dx⃗dx⃗′ϕa(x⃗, t)D

−1
0,ab(x⃗, x⃗

′t, t′)ϕb(x⃗
′, t′).

−
∫

dtdt′dx⃗dx⃗′J†(x⃗, t)G(x⃗, x⃗′, t, t′;ϕ)J(x⃗′, t′).

(5.22)

where the Green’s function Gab;λλ′(x⃗, x⃗′, t, t′;ϕ) is a functional of the
plasmon field [82] as

G−1
ab;λλ′(x⃗, x⃗

′, t, t′;ϕ) =

G−1
0,ab;λλ′(x⃗, x⃗

′, t, t′)− γc
abϕc(x⃗, t)δλλ′δ(x⃗− x⃗′)δ(t− t′) .

(5.23)
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While this is formally exact, the presence of the dynamical field
requires and approximation scheme to evaluate it. Using Eq. (5.20)
and the generating function introduced in Eq. (5.21), we find that
the fermion Green’s function can be calculated according to

Gab;λλ′(r⃗, r⃗ ′, t, t′) =

1

Z

∫
Dϕ Gab;λλ′(r⃗, r⃗ ′, t, t′;ϕ) exp

(
iSeff [ϕ, J, J

†]
) ∣∣∣

J,J†=0
.

(5.24)

This equation consequently shows in a very explicit manner that the
generated plasmon dynamics feeds back into the fermion dynamics
through the field ϕ and its associated dynamics encoded in Seff .
Consequently, the next step is to determine Seff .

5.4 The saddle-point equation

The effective action Seff , introduced formally in Eq. (5.22), can be
obtained after integrating out the fermions. It is exact but also
very complicated. The problem is that the trace cannot be evalu-
ated in an easy manner due to the presence of the plasmon field in
the Green’s function of the fermions. Consequently, we require an
approximation scheme. The saddle-point contribution to the parti-
tion function is given by the configuration that minimizes the action
Seff [ϕ] (formally this manipulation is equivalent to Hartree or mean-
field approximation). This can be obtained from the condition

δSeff [ϕ]

δϕ

∣∣∣
⟨ϕ⟩

= 0 (5.25)

This directly leads to

⟨ϕc(x⃗, t)⟩ = −i

∫
dt′dx⃗′D0,cd(x⃗, x⃗

′; t, t′)Gab;λλ(x⃗
′; x⃗′, t′, t′; ⟨ϕ⟩)γd

ba.

(5.26)

It is a self-consistency equation for the local charge density.
Philosophically, Eq. (5.26) corresponds to a self-consistent version of
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the Hartree diagram previously discussed in Sec. 4.3. The fermion
propagator on this level of approximation reads

G−1
ab;λλ′(x⃗, x⃗

′, t, t′; ⟨ϕ⟩) = G−1
0,ab;λλ′(x⃗, x⃗

′, t, t′)

−γc
ab⟨ϕc(x⃗, t)⟩δλλ′δ(x⃗− x⃗′)δ(t− t′) .

(5.27)

The expectation value of the plasmon can now be identified with
the self-energy within the Hartree approximation, already given in
Eq. (4.5). It thus recovers the dispersion of Eq. (4.26). We proceed
to expand the plasmon field in deviations from the mean-field value,
i.e., ϕa(x⃗, t) = ⟨ϕa(x⃗, t)⟩ + ϕ′

a(x⃗, t) where ⟨ϕa(x⃗, t)⟩ is the saddle-
point configuration and ϕ′

a is associated with fluctuations around
the saddle point. As a result, we have

G−1
ab;λλ′(x⃗, x⃗

′, t, t′;ϕ) = G−1
ab;λλ′(x⃗, x⃗

′, t, t′; ⟨ϕ⟩)
−γα

abϕ
′
α(x⃗, t)δλλ′δ(x⃗− x⃗′)δ(t− t′) .

(5.28)

We proceed to expand the effective action, Eq. (5.22), to second
order in the fluctuations ϕ′. Substituting Eq. (5.28) into Eq.(5.22)
and using the series expansion of logarithm, we suppress the Keldysh
indices here, we find to second order in fluctuations that

Seff [ϕ, 0, 0] = −iTr
[
ln−iG−1(⟨ϕ⟩+ ϕ′)

]

+
1

2

∫
dtdt′dx⃗dx⃗′

(
⟨ϕa(x⃗, t)⟩+ ϕ′

a(x⃗, t)
)

D−1
0,ab(x⃗, x⃗

′t, t′) (⟨ϕb(x⃗
′, t′)⟩+ ϕ′

b(x⃗
′, t′))

≈ −iTr[ln
(
−iG−1(⟨ϕ⟩)

)
] + iTr[G(⟨ϕ⟩)ϕ′]

+

∫
dtdt′dx⃗dx⃗′⟨ϕa(x⃗, t)⟩D−1

0,ab(x⃗, x⃗
′; t, t′)ϕ′

b(x⃗
′, t′)

+
i

2
Tr[G(⟨ϕ⟩)ϕ′G(⟨ϕ⟩)ϕ′].

(5.29)

Here, we use for brevity the shorthand notation

G−1(⟨ϕ⟩) ≡ G−1
ab;λλ′(x⃗, x⃗

′, t, t′; ⟨ϕ⟩).
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The first term gives an irrelevant constant which will be absorbed in
the functional integration measure. The linear terms in the fluctu-
ations sum to zero at the saddle point. Their cancelation is equiv-
alent to the saddle-point condition in Eq. (5.26). The remaining
term, consequently, is the last term in Eq. (5.29). It is the term that
accounts for quadratic fluctuations around the saddle point. At the
same time, however, it determines the effective plasmon propagator
with the the RPA approximation according to

Seff [ϕ
′] =

1

2

∑

α,β=1,2

∫
dtdt1dx⃗dx⃗

′ϕ′
α(x⃗, t)D

−1
αβ (x⃗, x⃗

′; t, t′)ϕ′
β(x⃗

′, t′) ,

(5.30)
where the inverse plasmon Green’s function satisfies

D−1
αβ (x⃗, x⃗

′, t, t′) = D−1
0;αβ(x⃗, x⃗

′; t, t′)−Π(x⃗, x⃗′, t, t′). (5.31)

The self-energy Π has the diagrammatic representation shown in
Fig. 5.3b. It is commonly referred to as the polarization diagram.
The corresponding algebraic expression reads as

Παβ = −iNTr[γαG(x⃗, x⃗′, t, t′, ⟨ϕ⟩)γβGϕ(x⃗
′, x⃗, t′, t, ⟨ϕ⟩)]. (5.32)

The retarded component of Eq. (5.31) gives dynamics to the plas-
mon: it allows to determine the dispersion and decay rate of the
plasmon in the next section. Its Keldysh components has the form
of Eq. (5.8) which will be the starting point for the derivation of the
Boltzmann equation for the plasmons. Now that we have the above
effective action of the plasmon and its dynamics, it is time to return
to the fermion Green’s function Gab;λλ′(x⃗, x⃗′, t, t′) in Eq. (5.24). We
can graphically represent the fermion Green’s function expansion in
terms of ϕ′ according to Fig. 5.2. We now have to ‘average’ this
fermion propagator over the Gaussian action of the bosons and re-
sum it. It turns out that we have to choose the series corresponding
to the Fock diagram, Fig. 5.3a, to obtain a conserving approxima-
tion [92]. The resulting Green’s function is the solution of the Dyson
equation

G−1
ab;λλ′(x⃗, x⃗

′, t, t′) = G−1
ab;λλ′(x⃗, x⃗

′; t, t′; ⟨ϕ⟩)− Σab;λλ′(x⃗, x⃗′, t, t′) ,
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= +

φ′

+

φ′ φ′

+ . . .

Figure 5.2: Diagram representing the solution of the Dyson equation
(5.28) in terms of a series expansion of the quantum fluctuation ϕ′.

Σ =

(a) electron self-energy

Π =

(b) Boson self-energy

Figure 5.3: Self-energy for electron and plasmon fields within the
RPA approximation. The set of the GW-diagram and polarization
function constitutes a conserving approximation.

where

Σab;λλ′(x⃗, x⃗′, t, t′) = i
(
γαG(x⃗, x⃗′, t, t′; ⟨ϕ⟩)γβ

)
ab;λλ′ Dαβ(x⃗, x⃗

′, t, t′) .

(5.33)

The Dyson equations in Eqs. (5.31)) and (5.33), together with
the self-energies in Eqs. (5.32)) and (5.33), are the minimal set of
equations that describes the interplay between the collective modes
and the single-particle components of the interacting Dirac electron.
This approximation can be derived from a single free energy dia-
gram. It was shown in Ref. [92] that this implies that it constitutes
a conserving approximation. As such, it respects the conservation
laws of total energy and momentum in the combined system of elec-
trons and plasmons, as we show explicitly in Sec. 5.7.
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5.5 The plasmons

In this section we discuss the plasmon dynamics nonzero finite tem-
perature and nonzero chemical potential. To this end, we analyze the
polarization function numerically. We then proceed to find an ap-
proximate analytical description that we use to determine the plas-
mon spectrum and the quasi-particle lifetimes.

Nonzero temperature polarization function

Here, we consider the retarded component of the polarization func-
tion, Eq. (5.32), at nonzero temperature. After a Wigner transfor-
mation, we obtain

ΠR(p⃗, ω) = −iN

∫
dq⃗

(2π)2
dν

2π

[
GR

ϕ;λλ′(p⃗+ q⃗, ω + ν)GK
ϕ;λ′λ(q⃗, ν)

+ GK
ϕ;λλ′(p⃗+ q⃗, ω + ν)GA

ϕ;λ′λ(q⃗, ν)
]
.

(5.34)

Here, for brevity, we suppress the space and time variables of the
functions involved. Next, we use the transformation matrix in Eq.-
(4.3) to transform the objects within the polarization function into
the quasi-particle basis. After that, we integrate over the frequency
variable ν by making use of the Dirac delta function coming from
gK0 . Finally, by a straightforward algebraic manipulation, we find the
polarization function expressed in the form of the Lindhard formula

ΠR(p⃗, ω) = 2N
∑

λλ′=±1

∫
dq⃗

(2π)2
Fλλ′(p⃗, q⃗) (fλ(q⃗)− fλ′(p⃗+ q⃗))

ω + i0+ + λvRF q − λ′vRF |p⃗+ q⃗| .

The coherence factor is defined according to

Fλλ′(p⃗, q⃗) =
1

2
(1 + λλ′ cos(θp⃗+q⃗ − θq⃗)) . (5.35)

Let us note that, strictly speaking, compared to the conventional
Lindard formula, there is an extra factor 2 in our result. This is
consistent within our convention that the inverse bare boson Green’s
function comes with the same factor, i.e., D0 ∝ 2V (r⃗ − r⃗ ′).
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The polarization function at zero temperature and arbitrary chem-
ical potential (Πµ,0) can be calculated exactly. Here, we focus on
nonzero temperatures. There is no analytical expression for the
nonzero temperature polarization. However, there exists a rela-
tion between zero temperature and nonzero temperature polariza-
tion functions [55].

ΠR
µ,T (p⃗, ω) =

∫ ∞

0

dµ′ ∑

λ=±1

ΠR
µ′,0(p⃗, ω)

4T cosh2
(

µ′+λµ
2T

) . (5.36)

Using this, we numerically solve the polarization function at arbi-
trary temperatures and subsequently replace it in the Dyson equa-
tion in Eq.(5.31). This allows us to determine the energy dispersion
(ωp) and the decay rate (γp) of the plasmon mode. The plasmon fre-
quency (ω = ωp − iγp) is obtained by equating the inverse Green’s
function to zero.

(D−1)R(p⃗, ω) = (D−1
0 )R(p⃗, ω)−Π(p⃗, ω) = 0. (5.37)

Defined this way, the decay rate γp is positive. If the damping
is sufficiently weak (γp ≪ ωp), one can expand the polarization
function to leading order in γp

Π(p⃗, ωp− iγp) ≈ ReΠ(p⃗, ωp)− iγp∂ω ReΠ(p⃗, ω)
∣∣∣
ω=ωp

+ i ImΠ(p⃗, ωp).

(5.38)
The energy of the plasmon can be determined from the real part of
Eq. (5.37)

(D−1
0 )R(p⃗, ωp)− ReΠ(p⃗, ωp) = 0 , (5.39)

whereas the decay rate is a solution of imaginary part

γp =
ImΠ(p⃗, ω)

∂ω ReΠ(p⃗, ω)

∣∣∣∣∣
ω=ωp

. (5.40)

In general, the non-interacting Green’s function, D−1
0 can be a func-

tion of both momentum p⃗ and frequency ω. However, in our case,
D−1

0 describes the bare Coulomb potential which is non-dynamical
and hence does not depend on the frequency variable. Fig. 5.4 shows
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the real part of the polarization function at nonzero chemical poten-
tial in the momentum-frequency plane. Solutions to Eq. (5.39) exist
only when ReΠ > 0. This is the case in the upper triangle of the
plot in Fig. 5.4 (a). As discussed before, a stable plasmon requires
ImΠ ≈ 0. In Fig. 5.4(b) we plot the imaginary part of the polariza-
tion function at the same value of parameters as in Fig. 5.4 (a). Al-
though it is not zero, it is still negligibly small in the low-momentum
limit. As a result, one may expect a long-wavelength underdamped
plasmon mode with for all pratical purposes almost infinitely long
lifetime. This implies that plasmons behave like quasi-particles for
practical matters.

In the next section, we find an approximate description of the
dispersion of the plasmon and its decay rate in the low-momentum
limit. We furthermore determine the value of the momentum cutoff
beyond which the plasmon are overdamped.

Analytical approximation

In this section, we will evaluate the energy spectrum and decay
rate of the plasmon in the long-wavelength limit. To this end, we
first decompose the polarization function into a sum of two terms
accordingly to ΠR(p⃗, ω) = ΠR

+(p⃗, ω) + ΠR
−(p⃗, ω). The first term,

Π+(p⃗, ω), describes the contribution from intraband particle-hole
pairs (λ′ = λ), whereas Π−(p⃗, ω) comes from the interband tran-
sitions (λ′ = −λ). The imaginary part of the polarization function
accordingly reads

ImΠR(p⃗, ω) = ImΠR
+(r⃗, t) + ImΠ−(p⃗, ω) (5.41)

and it amounts to a decay rate of the plasmon mode with

ImΠR
±(p⃗, ω) = −2Nπ

∑

λ=±1

∫
dq⃗

(2π)2
Fλ ±λ(p⃗+ q⃗, q⃗)

[
fλ(q⃗)− f±λ(p⃗+ q⃗)

]
δ(ω + ϵλ(q⃗)− ϵ±λ(p⃗+ q⃗)).

(5.42)

The conservation of energy enters through the delta-function with
the argument ω+λvRF q−λ′vRF |p⃗+ q⃗|. This function forms either an
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Figure 5.4: Polarization function, (a) real part and (b) imaginary
part, at a nonzero temperature and chemical potential. We show
the polarization function when the chemical potential µ/T = 1.

Figure 5.5: Spectral function of the plasmon at a non-zero temper-
ature and chemical potential µ/T = 4. The value of fine structure
constant is chosen to mimic graphene device sandwiched in hBN
(α = 0.3).

.
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Figure 5.6: Spectral function of plasmon at various electron chemical
potential at a small value of momentum q/T = 2.5. Here the fine
structure constant α = 0.3.

ellipse or a hyperbola in the qxqy-plane. It may be easy to see this
by means of a transformation of the momentum variables into the
elliptic coordinate system, (θ, µ), where θ ∈ [0, 2π) and µ ∈ [0,∞).
When λ = − and λ′ = +, this equation forms an ellipse with the
value of µ determined by coshµ = ω/p. The size of the ellipse
depends on the value of coshµ ≤ 1. We find that when ω is slightly
bigger than p, the available phase is restricted since the size of the
ellipse is small whereas when ω is much bigger than p, the available
phase space in turn grow bigger and allows the decay process more
likely to occur. However, when λ′ = λ, this equation becomes an
equation of a hyperbola centered at (−px/2,−py/2). The width of
the hyperbola is determined from the ratio of the frequency to the
momentum given by cos θ = λω/p. Therefore, the available phase
space for the plasmon with the energy ω to decay into two fermions
with the energies λp and λ|p⃗+q⃗| is extended. This process is thus the
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main mechanism for plasmon decay. We expand all the quantities
appearing in the polarization function up to first order in p⃗. This
gives

F±±(p⃗, q⃗) =
1

2
(1 + cos (θp⃗+q⃗ − θq⃗)) ≈ 1,

F±∓(p⃗, q⃗) =
1

2
(1− cos (θp⃗+q⃗ − θq⃗)) ≈

1

4

(
p⃗ · ∇⃗q⃗θq

)2

,

fλ(p⃗+ q⃗) ≈ fλ(q⃗) + p⃗ · ∇⃗q⃗fλ(q⃗),

ϵλ(p⃗+ q⃗) ≈ ϵλ(q⃗) + p⃗ · ∇⃗q⃗ϵλ(q⃗). (5.43)

By substituting Eq.(5.43) into the imaginary part of the polarization
followed by a straightforward calculation, we find

ImΠR(p⃗, ω) ≈ −2N

16

p2

ω

(
f+(|ω/2|)− f−(|ω/2|)

)
, (5.44)

which provides the main contribution to the decay rate whereas
ImΠR

+(p⃗, ω) gives an unimportant correction. In thermal equilib-
rium, the distribution function becomes the Fermi-Dirac distribu-
tion function at a temperature T and chemical potential µ , i.e.,
fλ(ω) =

1
exp((ω−µ)/T )+1) .

At zero temperature, this becomes

ImΠR
−(p⃗, ω) ≈ −2N

16

p2

ω
Θ(|ω| − 2|µ|). (5.45)

It vanishes when |ω| < 2|µ|, meaning in that region a long-lived
plasmon mode exists. The real part of the polarization function is
given by

ReΠR
±(p⃗, ω) = 2N

∑

λ=±1

∫
dq⃗

(2π)2
Fλ ±λ(p⃗, q⃗)

fλ(q⃗)− f±λ(p⃗+ q⃗)

ω + λvRF q ∓ λvRF |p⃗+ q⃗| .

(5.46)
We substitute these expressions into Eq. (5.43) followed by expand-
ing its denominator to first order in p/ω. Based on numerics, we
expect to find a stable plasmon mode in this limit. We can approx-
imate the expression as

ReΠR
+(p⃗, ω) ≈ 2N

∑

λ=±1

∫
dq⃗

(2π)2
−p⃗ · ∇⃗q⃗fλ(q⃗)

ω

[
1 +

p⃗ · ∇⃗q⃗ϵλ(q⃗)

ω

]
,
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which results in

ReΠR
+(p⃗, ω) ≈

2Np2

4πω2
N , (5.47)

where N = T log (2 + 2 coshµ/T ). When the Dirac system is ex-
posed to external perturbations, the polarization function varies
in position and time via the distribution function. In that case

N =
∫
dq

[
f+(q⃗) − (f−(q⃗)− 1)

]
. In contrast, the interband term

gives a logarithmic correction which will be neglected from evaluat-
ing the plasmon energy.

ReΠ−
R(p⃗, ω) ≈

Np2

2π

∫
dq

[
f+(q⃗)− f−(q⃗)

][ 1

4
(
vRF

)2
q2 − ω2

]
. (5.48)

At nonzero doping and zero temperature, we find that ReΠR
−(p⃗, ω) =

Np2

16πω log
(∣∣∣ω−2µ

ω+2µ

∣∣∣
)
. If we substitute Eqs. (5.47) and (5.17) into Eq. (5.39),

we obtain the disperion relation of the plasmon at nonzero T ,

ωp(p⃗) =

√
N

2
αTp log (2 + 2 coshµ/T ) , (5.49)

with the decay rate

γp =
πωp(p⃗)

2

16 log(2 + 2 coshµ/T )

(
f+(ωp(p⃗)/2)− f−(ωp(p⃗)/2)

)
. (5.50)

It is worthwhile pointing out that Eq. (5.49) agrees with the plasmon
dispersion from the beyond hydrodynamic treatment in Eq. (4.76).
In Fig. 5.7a and Fig. 5.7b, we show the dispersion relation and the de-
cay rate of the plasmon for a relatively small fine structure constant
(α = 0.3) solved numerically from the Dyson equation in Eq. (5.37).
The dispersion follows a square-root relation in the small momen-
tum limit, as in the approximate solution. In that limit, the plasmon
becomes one of the relevant quasi-particles for the interacting Dirac
electron since its decay rate is parametrically small. Fig. 5.7b shows
that the decay rate as obtained from Eq. (5.40) is much smaller than
plasmon energy, see Fig. 5.7a. Additionally, we plot the spectral
functions of the plasmons at two values of the chemical potentials
in the qω-plane in Fig. 5.5. It shows that the spectral function is

126



1 2 3 4
0

0.5

1

1.5

2

2.5

3

q/T

ω
p
(q⃗
)/
T

(a) Energy dispersion

1 2 3 4
0.00

0.02

0.04

0.06

0.08

0.10

q/T

γ
p
/T

(b) decay rate

Figure 5.7: Numerical solution of the Dyson equation (5.37) at
µ/T = 3 Here we choose a relatively small value of the fine structure
constant α = 0.3.

pronounced in the small momentum region. Therefore, it is possible
to treat the plasmon as a proper quasi-particles emerging from the
interacting Dirac electron gas. This also allows to define a cutoff. It
follows from the condition that at the momentum cutoff pc, we have

pc

ωp(p⃗)
= 1 which invalidates the quasi-particle picture. As a result,

we find pc =
N
2 αT log(2 + 2 coshµ/T ). It is interesting to note that

the combination of the linear dispersion relation for electrons and
the plasmon dispersion kinematically allows a plasmon to decay into
two electrons and hence contribute to its lifetime. Moreover, we ob-
serve that plasmon decay rate decreases significantly and therefore
our quasi-particle assumption is more accurate as the electron den-
sity increases. This can be clearly seen in Fig.(5.6). We show the
spectral function of plasmon at various electron chemical potential
(µ/T ). We find that the spectral function at a high doping away
from the Dirac point manifests a narrow spike shape resemble the
Dirac delta-function.

5.6 Kinetic equation of the plasmons

The starting point of our discussion is the gradient expanded version
of the plasmon Keldysh equation, Eq. (5.13). We have estimated the
real part of the polarization in the long-wavelength limit given by
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Eq. (5.47). Using it here leads to

D−1
0 − ReΠR =

p

πα
− 2Np2

4πω2
N =

p

παω2

(
ω2 − ω2

p(p⃗)
)
. (5.51)

As a result, the derivatives appearing on the left-hand side of the
above Keldysh equation are obtained.

∂ω
(
D−1

0 − ReΠR
)

=
Np2

πω3
N ,

∂p⃗
(
D−1

0 − ReΠR
)

=
p̂

πα
− Npp̂

πω2
N ,

∂x⃗
(
D−1

0 − ReΠR
)

= − Np2

2πω2
∂x⃗N . (5.52)

We substitute these expressions into Eq.(5.13). Next, we divide the
resulting equation by the spectral weight that is ∂ω(D

−1
0 − ReΠR)

and evaluate the resulting equation on-shell at the frequency ω =
ωp(p⃗). We assume that the excitations are long-lived and there-
fore the spectral function is sharply peaked at the energy dispersion
ωp(p⃗). Finally, we obtain the Boltzmann equation for the plasmons
according to

∂tb(x⃗, p⃗, t) +
ωp(p⃗)

2p
p̂ · ∂x⃗b(x⃗, p⃗, t)−

ωp(p⃗)

2N ∂x⃗N · ∂p⃗b(x⃗, p⃗, t)

= −2απ2Nωp(p⃗)

p

∫
dq⃗

(2π)2
Fλλ′(p⃗+ q⃗, q⃗)

δ(ωp(p⃗) + ϵλ(q⃗)− ϵλ′(p⃗+ q⃗))[
fλ(q⃗)

(
1− fλ′(p⃗+ q⃗)

)
b(p⃗)−

(
1− fλ(q⃗)

)
fλ′(p⃗+ q⃗)

(
1 + b(p⃗)

)]
.

(5.53)

The left-hand side of the equation describes the changes of the dis-
tribution function by the streaming of the plasmon distribution with
the group velocity v⃗p = ωp(p⃗)p̂/2p. This is consistently identical to
calculating the group velocity from taking a derivative of the plas-
mon energy with respect to its momentum, i.e., v⃗p = ∂p⃗ωp(p⃗). The
fluctuations of the underlying electron density have an effect on the

plasmon dispersion and enter as a force given by F⃗ = −ωp⃗∂x⃗N
2N .
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Next, let us examine how the plasmon and the electrons coexist in
the system. To this end, we consider the Keldysh equation of the
fermions given by Eq.(5.33). We proceed in exactly the same steps
as in the previous section to arrive at the kinetic equation for fermion
in Eq.(3.91). We find that

∂tfλ(x⃗, t, p⃗) +
(
λvF p̂+ λ∂p⃗ Reσ

R(x⃗, t, p⃗)
)
· ∂x⃗fλ(x⃗, t, p⃗)

− ∂x⃗
(
V H(x⃗) + λReσR(x⃗, t, p⃗)

)
· ∂p⃗fλ(x⃗, t, p⃗)

= −2απ2

∫
dq⃗

(2π)2
ωp(q⃗)

q
Fλλ′(p⃗+ q⃗, q⃗)δ(ωp(q⃗) + ϵλ(p⃗)− ϵλ′(p⃗+ q⃗))

[
fλ(p⃗)

(
1− fλ′(p⃗+ q⃗)

)
b(q⃗)−

(
1− fλ(p⃗)

)
fλ′(p⃗+ q⃗)

(
1 + b(q⃗)

)]

−2απ2

∫
dq⃗

(2π)2
ωp(q⃗)

q
Fλλ′(p⃗− q⃗, q⃗)δ(−ωp(q⃗) + ϵλ(p⃗)− ϵλ′(p⃗− q⃗))

[
fλ(p⃗)

(
1− fλ′(p⃗− q⃗)

)(
1 + b(q⃗)

)
−
(
1− fλ(p⃗)

)
fλ′(p⃗− q⃗)b(q⃗)

]
.

(5.54)

In this expression, V H(x⃗) is the Hartree potential as defined in
Eq.(4.25) and

ReσR ≈ πα

2p

∫
dq⃗

(2π)2
q

ωp(q⃗)
(1 + 2b(q⃗)) sin2 θ (5.55)

is the correction to the fermion energy resulting from electron-plasmon
interactions in the GW approximation. We define the angle θ be-
tween p⃗ and q⃗. We evaluate this self-energy using the long-wavelength
approximation of the plasmon dispersion, Eq. (5.49).

The collision term comes from the Fock-like diagram shown in
Fig. 5.3a. It is a sum of two terms. The first term describes a scatter-
ing process of an electron from the momentum state p⃗ into another
momentum state p⃗ + q⃗ by absorbing a plasmon of momentum q⃗.
The second term describes an emission of a plasmon of momentum
q⃗ from an electron of momentum p⃗ and as a result the electron scat-
ters into the momentum state p⃗ − q⃗. We need to write two terms
of the collision integral separately because from the perspective of
the electron in k⃗, the two events, the emission and absorption of a
plasmon are essentially different. The coupled system of Boltzmann
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equations in Eq.(5.53) and Eq.(5.54) constitutes one of the central
results of this chapter.

5.7 Conservation laws

In this section we check whether the level of approximation indeed
respects all the conservation laws. Compared to the weak-coupling
consideration based on Eq. (4.29) we now have two coupled Boltz-
mann equations, Eq. (5.53) and Eq. (5.54). Let us denote the colli-
sion integrals, i.e., the right-hand side of the Boltzmann equations
of Eq. (5.53) and Eq. (5.54) by Cb[f, b](p⃗) and Cf

λ [f, b](p⃗), respec-
tively. The collision integrals again have three collisional invariants
that correspond to the conservation of electric charge, momentum,
and energy. In that order, they read

∑

λ=±

∫
dp⃗

(2π)2
Cf

λ [f, b](p⃗) = 0 , (5.56)

∑

λ=±

∫
dp⃗

(2π)2
p⃗ Cf

λ [f, b](p⃗) +

∫
dp⃗

(2π)2
p⃗ Cb[f, b](p⃗) = 0 , (5.57)

and
∑

λ=±

∫
dp⃗

(2π)2
ϵλ(p⃗)C

f
λ [f, b](p⃗) +

∫
dp⃗

(2π)2
ωp(p⃗)C

b
λ[f, b](p⃗) = 0 ,

(5.58)
and these statements can be checked in a straightforward manner.
By integrating Eq. (5.54) over all momenta p⃗ and then summing over
the energy bands ± we obtain the continuity equation of charge

∂tn(x⃗, t) + ∂x⃗ · j⃗(x⃗, t) = 0, (5.59)

where the total charge density is given by

n(x⃗, t) = N

∫
dp⃗

(2π)2
[f+(x⃗, t, p⃗) + (f−(x⃗, t, p⃗)− 1)] . (5.60)

whereas the total charge current density reads

j⃗(x⃗, t) = N

∫
dp⃗

(2π)2
(vF p̂+∂p⃗ Reσ

R
+) (f+(x⃗, t, p⃗)− (f−(x⃗, t, p⃗)− 1)) .

(5.61)
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In writing the above expression, we again subtract the infinite con-
tribution from the Dirac sea and define the distribution function of
holes as f−(x⃗, t) − 1. This is allowed since subtracting this infinite
constant does not affect the conservation law.

In addition, we multiply Eq.(5.53) and Eq.(5.54) by momentum
p⃗ and then integrate the resulting equations over all momentum p⃗.
We add them together and find the law of momentum conservation:

∂tn⃗
p⃗(x⃗, t) + ∂x⃗ · ⃗⃗Π(x⃗, t) =

−∂x⃗V
H(x⃗)n(x⃗, t)−

∫
dp⃗

(2π)2
ωp(p⃗)

2

∂x⃗N
N b(x⃗, t, p⃗)

−N

∫
dp⃗

(2π)2
∂x⃗ Reσ

R(x⃗, t, p⃗) (f+(x⃗, t, p⃗) + (1− f−(x⃗, t, p⃗))) .

(5.62)

The right-hand side of the equation has three terms. The first term
is an internal force due to the Hartree potential from the other elec-
trons. The second term describes a force on a plasmon due to elec-
tron inhomogeneity. It is proportional a gradient of the electron

distribution function via ∂x⃗N where N =
∫
dq

[
f+(x⃗, t, q⃗) + (1 −

f−(x⃗, t, q⃗))
]
. The third term is a reaction of the force in the second

term. The total momentum density

n⃗p⃗(x⃗, t) = N

∫
dp⃗

(2π)2
p⃗
[
f+(x⃗, t, p⃗)− (1− f−(x⃗, t, p⃗))

]

+

∫
dp⃗

(2π)2
p⃗ b(x⃗, t, p⃗), (5.63)

the total momentum flux

⃗⃗
Π(x⃗, t) = N

∫
dp⃗

(2π)2
(vF p̂+ ∂p⃗ Reσ)p⃗

(f+(x⃗, t, p⃗) + (1− f−(x⃗, t, p⃗)))

+

∫
dp⃗

(2π)2
v⃗p p⃗ b(x⃗, t, p⃗). (5.64)

Here v⃗p = ωp(p⃗)p̂/2p defines the group velocity of a plasmon. We
find that the total momentum density is not locally conserved but
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changed by the internal electric forces on the right-hand side of the
equation. However, integrating over all space x⃗, the force terms
vanish and the Hartree potential cancels by virtue of being a total
derivative, ∫

dx⃗∂x⃗V
H(x⃗)n(x⃗, t) = 0. (5.65)

In contrast, the other two forces do not vanish individually, but
instead cancel each other:

−
∫

dx⃗

∫
dp⃗

(2π)2
ωp(p⃗)

2

∂x⃗N
N b(x⃗, t, p⃗)

−N

∫
dx⃗

∫
dp⃗

(2π)2
∂x⃗ Reσ

R(x⃗, t, p⃗)
(
f+(x⃗, t, p⃗)

+(1− f−(x⃗, t, p⃗))
)
= 0. (5.66)

On general grounds, this is a result of the Kadanoff-Baym conditions
for approximate Green’s function to maintain the macroscopic con-
servation laws [92]. As we discussed earlier, a self-energy included
in the approximate Green’s function must be generated from a di-
agram of a free energy functional and the contributions from those
self-energies generated from the same free energy diagram will can-
cel out to ensure the conservation laws. We find the conservation of
total momentum of the electrons

∂tP⃗ = 0 (5.67)

where the total momemtum of the whole system

P⃗ =

∫
dx⃗ n⃗p⃗(x⃗, t). (5.68)

Next, we multiply the electron Boltzmann equation of Eq.(5.53) by
the energy ϵλ(x⃗, t, p⃗) = λp+ V H(x⃗) + λReσR(x⃗, t, p⃗), integrate the
resulting equation over all momentum p⃗ and then summing over
the energy bands ±. Similarly, we multiply the plasmon Boltzmann
equation of Eq.(5.53) by its energy dispersion given by ω(x⃗, p⃗, t) =√

N
2 αpN (x⃗, t) and integrate over the momentum. We add the re-

sulting equations together, and find the conservation law of energy
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for the total system.

∂tn
ϵ(x⃗, t) + ∂x⃗ · j⃗ϵ(x⃗, t) = 0, (5.69)

where the total energy density

nϵ(x⃗, t) = N

∫
dp⃗

(2π)2

[
ϵ+(x⃗, t, p⃗)f+(x⃗, t, p⃗)

−ϵ−(x⃗, t, p⃗)(1− f−(x⃗, t, p⃗))
]
+

∫
dp⃗

(2π)2
ω(x⃗, t, p⃗)b(x⃗, t, p⃗),

(5.70)

and the total energy current density

j⃗ϵ(x⃗, t) = N

∫
dp⃗

(2π)2

[
v⃗+ϵ+(x⃗, t, p⃗)f+(x⃗, t, p⃗)

−v⃗−(x⃗, t, p⃗)ϵ−(x⃗, t, p⃗)(1− f−(x⃗, t, p⃗))
]

+

∫
dp⃗

(2π)2
v⃗pωpb(x⃗, t, p⃗). (5.71)

5.8 Conclusion

We use the random-phase approximation which naturally leads to
the notion of a coupled field theory of electrons, holes, and plasmons.
Contrary to in three dimensional metals, the emerging plasmons con-
stitute proper low-energy degrees of freedom without an excitation
gap. Furthermore, these plasmons are stable and do not decay easily.
Based on this, we study a set of coupled Boltzmann equations. We
explicitly establish in that framework, that the approach provides
a consistent conserving approximation which respects the conserva-
tion of electrical charge, momentum, and energy. Our main findings
are that, compared to weak-coupling theories, there are direct low-
energy contributions of the plasmons to the heat current and the
energy-momentum tensor that are on equal footing with electronic
excitations. These implies that they should be measurable in trans-
port experiments in encapsulated graphene devices that achieve the
hydrodynamic regime. While we do not expect a similar effect in
three-dimensional metals we also expect an enhancement close to
the Dirac point of three dimensional Dirac and Weyl systems.
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Chapter 6

The role of particle-hole pairs in

thermo-electric response in

two-dimensional Dirac systems:

numerical results

Clean two-dimensional Dirac systems have received a lot of atten-
tion for being a prime candidate to observe hydrodynamical trans-
port behavior in interacting electronic systems. This is mostly due
to recent advances in the preparation of ultrapure samples with suf-
ficiently strong interactions. In this chapter, we investigate the role
of collective modes in the thermo-electric transport properties of
those systems. By solving a coupled system of Boltzmann equations
numerically, we find that dynamical particle-hole pairs, plasmons,
make a sizeable contribution to the thermal conductivity. While
the increase at the Dirac point is moderate, it becomes large to-
wards larger doping. We suspect, that this is a generic feature of
ultraclean two-dimensional electronic systems, also applicable to de-
generate systems1.

1This chapter is based on K. Pongsangangan, S. Grubinska, and L.Fritz,
Thermo-electric response in two-dimensional Dirac systems: the role of particle-
hole pairs. (accepted at PRResearch) (2022).

135



6.1 Introduction

The study of transport in metallic systems has a long and success-
ful history, going back all the way to Drude transport theory [1].
Remarkably, a picture of non-interacting electrons scattering from
disorder provides reasonably a description of transport properties
of metals or more specifically Fermi liquids. In general, however,
electrons are interacting and a question that has been discussed for
70 years is why the picture of independent electrons diffusing in a
disordered background is so successful [4]. To rephrase the question:
Why and how do the long-range correlations between electrons due
to Coulomb interaction become ineffective? Bohm and Pines ar-
gued that there are two components associated with the Coulomb
interaction, short- and long-range, and they play a very different
role. The short-range part leads to a quasiparticle renormalization
in the spirit of Landau’s Fermi liquid theory, leading to ‘new’ al-
most free electrons. The primary manifestation of the long-range
part are the plasma oscillations or plasmons [5, 6]. In the standard
theory of metallic transport, interactions consequently play a minor
role in the low temperature limit. There are two ways in which they
enter: (i) as a source of inelastic scattering for the electronic quasi-
particles [12] and (ii) as dynamical collective degrees of freedom like
plasmons that make a direct contribution to transport properties.
In conventional three dimensional Fermi liquids, neither of the two
happens. (i) Inelastic scattering is subdominant compared to elas-
tic impurity scattering. It is parametrically small in (T/TF )

2 where
TF ≈ 103 − 105 K is the Fermi temperature of the metallic system.
(ii) In a three dimensional metal, stable plasmons are gapped, show-
ing a gap that is even larger than the Fermi energy of the electronic
system. This implies that they cannot be excited at energy scales
relevant for transport [11]. As a consequence, only electrons are
relevant in the low-energy limit, and they interact with each other
through the residual short-range component of the interaction. The
primary source of scattering is given by disorder (note that we do
not consider the role of phonons throughout this work [77]). One of
the consequences of this is the famous Wiedemann-Franz law which
goes back to 1853 [79]. It states that at lowest temperatures in
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metals the ratio

lim
T→0

κ

Tσ
= L0 (6.1)

is constant and independent of details of the system. In Eq. (6.1), T
is the temperature, σ is the electrical conductivity, κ is the heat con-
ductivity, and L0 = (πkB)

2/(3e2) is the Lorenz number (kB is the
Boltzmann constant and e the electron charge). One way to rational-
ize this finding is that at lowest energies only electrons carry charge
and heat, and both transport channels undergo the same scattering
mechanisms from disorder. This leads to the same scattering time
for both charge and heat transport. The question whether inelastic
scattering can be the dominant scattering mechanism in degenerate
Fermi systems has been discussed in the 1960s [44, 9, 10] but re-
cently gained more momentum [39, 93, 94, 63, 68, 69]. The general
expectation is that one should then observe hydrodynamic transport
phenomena.

Another variant of conducting and interacting electronic systems
are Dirac- and/or Weyl-metals [14]. Their defining feature is a linear
band crossing in isolated points in the Brillouin zone which strongly
suppresses the density of states. These systems are semimetals or
non-degenerate. The most famous example is graphene which has
been at the forefront of research for almost two decades [16, 17].

Close to its Dirac point, pristine graphene has properties that
are distinct from normal Fermi liquids. One major difference is that
at the Dirac point the system is scale-free, resembling a quantum
critical system [26]. Consequently, temperature T is the only energy
scale, contrary to a degenerate fermionic system which possesses the
Fermi temperature TF . While this modifies thermodynamic proper-
ties, it also has consequences on the interaction properties: inelastic
interaction scattering cannot be suppressed by the smallness of T/TF

(also in the vicinity of the Dirac point T/TF remains large), it can
even dominate elastic scattering from disorder. Therefore, in suffi-
ciently clean samples, it is theoretically expected that one finds hy-
drodynamic transport behavior [95, 96, 32, 33, 34, 47, 97, 66, 98, 49].
Secondly, it is known that decreasing dimensionality increases the
effect of long-range interactions in electronic systems. That not
only increases inelastic scattering, it also makes the effect of col-
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lective modes more prominent. It is known that plasmons in a one-
dimensional conductor contribute significantly to thermal transport.
This begs the question about two dimensions. In two dimensions,
contrary to three dimensions, plasmons are massless [5, 6, 7] and fol-
low a square root dispersion, i.e., ω ∝ √

q. Consequently, they are
easily excited under non-equilibrium conditions and can therefore be
relevant to the transport phenomena, especially thermal transport.
It is important to note that the second point is not exclusive to Dirac
systems but it is also true for two-dimensional degenerate systems.

In recent years, suspended samples or samples sandwiched in be-
tween boron-nitrid (BN) structures [58, 18, 85, 37, 36, 99, 38, 100, 65]
allow to suppress disorder levels sufficiently to access the hydrody-
namic regime. With the new ultrapure samples, it is thus possible
to ask quantitative questions that could not be addressed before. In
this chapter, we reinvestigate transport theory in ultraclean Dirac
systems. Our special focus is on the role of Coulomb interactions
and their unscreened long-range nature in thermo-electric transport.

As explained above, we expect Coulomb interaction to be re-
sponsible for mainly two effects in regards of transport phenomena:
(i) charge carriers scatter from each other leading to an effective in-
elastic transport time or mean free path; (ii) collective excitations,
such as plasmons, that possess their own dynamics. Consequently,
they make a direct contribution to the heat current.

The thermo-electric response involves two types of currents: the
electrical current Je and the heat current Q = JE − µ/eJe, where
JE is the energy current. The Onsager relation states [56, 76]

(
J⃗e

Q⃗

)
=

(
σ̂ α̂

T α̂ κ̂

)(
E⃗

−∇⃗T

)
. (6.2)

The thermal conductivity, κ̂, is defined as the heat current response
to a thermal gradient −∇⃗T in the absence of an electrical current
(electrically isolated boundaries), given by κ̂ = κ̂ − T α̂σ̂−1α̂. In
the following we drop ‘hats’ and only explicitly discuss the diagonal
response σ and κ. The Wiedemann-Franz ratio κ/(Tσ) assumes the
value L0 = π2/3 × (kB/e)

2 (L0 is the Lorenz number) in a Fermi
liquid [79], see Eq. (6.1). This is sometimes considered the hallmark
of a Fermi liquid and it was argued before that it breaks down in

138



the vicinity of the Dirac point [75, 33, 85]. The main reason for this
breakdown is that there are two completely independent hydrody-
namic modes that are subject to different scattering mechanisms.

Instead of concentrating on two types of degrees of freedom, elec-
trons and holes, we additionally consider plasmons. The situations
are sketched in Fig. 1.4a for electrical transport and in Fig. 1.4b for
heat transport. The potential drop in Fig. 1.4a acts on electrons and
holes oppositely, but not on the plasmons: the plasmons experience
no direct force, but they are subject to drag effects. Being neutral
quasiparticles, they do not contribute to the charge current. In the
case of a temperature gradient, see Fig. 1.4b, all particles experience
a force in the same direction, and there is an additional direct con-
tribution to the current through the plasmons. On a technical level,
we derive and solve three coupled Boltzmann equations for electrons,
holes, and plasmons, which includes relaxational processes and the
respective streaming terms. We find that the plasmon contribution
to the heat conductivity is seizable and cannot be neglected, neither
at the Dirac point, nor in the degenerate limit.

6.2 The model

We study a model of Dirac fermions coupled through Coulomb in-
teraction and subject to potential disorder:

H =

∫
d2r⃗ Ψ†

i (r⃗)
(
−ivF ∂⃗ · σ⃗ + Vdis(r⃗)

)
Ψi (r⃗)

+
1

2

∫
d2r⃗d2r⃗′Ψ†

i (r⃗)Ψi (r⃗)V (r⃗ − r⃗′)Ψ†
j(r⃗

′)Ψj(r⃗
′) .

(6.3)

Ψi(r⃗) is the two component wave function, i is the flavor index rang-
ing from i = 1, ..., N (for graphene N = 4 counting spin and valley),
vF the Fermi velocity, and V (r⃗− r⃗′) = α vF

|r⃗−r⃗′| the Coulomb interac-

tion (note that double indices are summed over). The dimensionless
fine structure constant sets the strength of interaction and is given
by α = e2/(4πϵ0ϵrvF ). The disorder potential Vdis(r⃗) can be used
to describe a variety of disorder types specified by the disorder cor-
relation function. We only consider delta-correlated disorder, i.e.,
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⟨Vdis(r⃗)Vdis(r⃗
′)⟩ = 4πγ2δ(r⃗ − r⃗′), but generalizations are straight-

forward. Consequently, the parameters of our theory are α and γ.
Eq. (6.3) does not provide a convenient starting point for the study
of the thermal conductivity due to the non-local Coulomb interac-
tion.

A corresponding local field theory that easily lends itself to an
interpretation in terms of plasmons can be derived using a Hubbard-
Stratonovich transformation. It reads

L = − ϵ0ϵr
2

ϕ(r⃗, z, t)
(
∂⃗2 + ∂2

z

)
ϕ(r⃗, z, t)

− eΨ†
α(r⃗, t)Ψα(r⃗, t)ϕ(r⃗, z, t)δ(z) (6.4)

+ Ψ†
α(r⃗, t)

(
i∂t − ivF ∂⃗ · σ⃗ + Vdis(⃗r)

)
δ(z)Ψα(r⃗, t) ,

where ϕ(r⃗, z, t) is the real valued plasmon field. Importantly, the
mapping between Eq. (6.3) and Eq. (6.4) is exact.
Current operators: The electrical charge current is only carried by
electrons and holes and its density is given by

je(r⃗, t) = −evFΨ
†
α (r⃗, t) σ⃗Ψα (r⃗, t) . (6.5)

The heat current density is given by Q = jE − µ/eje where the
energy current density reads [101]

jE(r⃗, z.t) = −ivFΨ
†
α(r⃗, t)σ⃗∂tΨα(r⃗, t)ϵ0ϵr∂⃗ϕ(r⃗, z, t)∂tϕ(r⃗, z, t) .

(6.6)
This expression explicitly includes the plasmon contribution which
is the main new aspect of this work.

6.3 Plasmon dynamics

Integrating out the photon modes outside the graphene sheet leads
to an effective two-dimensional theory,

SΦ =
1

2

∫
dtdt′d2r⃗d2r⃗′Φ(r⃗, t)D−1

0 (r⃗, r⃗′, t, t′)Φ(r⃗′, t′) (6.7)

with Φ(r⃗, t) = ϕ(r⃗, z = 0, t) and D−1
0 (k⃗, ω) = α(2πvF )/(e

2k) with

k = |⃗k|.

140



The dynamics is generated from within the fermionic system and
corresponds to particle-hole pairs. We use the standard random
phase approximation (RPA), formally justified in the limit of a large
number N of flavors. The boson self energy is approximated through
e2Π(r⃗, r⃗′, t, t′), where Π(r⃗, r⃗′, t, t′) is the polarization function. The
polarization function of two-dimensional Dirac systems has a closed
analytical form at zero temperature [54]. The finite temperature
properties at arbitrary chemical potential have been studied numer-
ically in Ref. [55]. In the long wavelength limit, important for the
plasmon dynamics, the retarded polarization function can be ap-
proximated as

Πr(q⃗, ω, µ, T ) ≈ Nq2T

4πω2
ln
(
2 + 2 cosh

( µ

T

))
− i

Nq2

32ω
f(µ, ω, T ) ,

(6.8)
with f(µ, ω, T ) = tanh

(
µ
2T − ω

4T

)
− tanh

(
µ
2T + ω

4T

)
. We obtain the

plasmon dispersion from the poles of the retarded plasmon propa-
gator

Dr(q⃗, ω) =
Dr

0(q⃗, ω)

1− e2Dr
0(q⃗, ω)Π

r(q⃗, ω, µ, T )
, (6.9)

where Dr
0(q⃗, ω) = 1/(2ϵ0ϵrq), with ϵ0 being the vacuum permittivity,

while ϵr is the relative permittivity. Using the approximate polariza-
tion function, Eq. (6.8), we can approximate the plasmon propagator
as

Dr(q⃗, ω) ≈ 1

2ϵ0ϵr

ω2

q

1

(ω + i0+)2 − (ωp(q⃗) + iγp(q⃗))
2 ,

(6.10)

with the plasmon dispersion ωp(q⃗) and damping γp(q⃗) given by

ωp(q⃗) =

√
α
N

2
kBTvF q ln

(
2 + 2 cosh

(
µ

kBT

))
,

γp(q⃗) = −πωp(q⃗)
2

16T

f(µ, ωp(q⃗), T )

ln
(
2 + 2 cosh

(
µ
T

)) . (6.11)

There are two possible momentum cutoffs for the plasmons of Eq.-
(6.11). Either, when they cease to be well-defined quasiparticles, i.e.,
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ωp(q⃗c) ≈ γp(q⃗c), or, when the square-root dispersion breaks down,
i.e., qc = αNT/(2vF ) ln (2 + 2 cosh (µ/T )). Numerically, we always
choose the lower of the two. In practice, it turns out that it is always
the latter. For all practical calculations in this chapter, we assume
the plasmons to be well-defined quasiparticles since their decay rate
is parametrically small in α. It turns out that below qc plasmons are
very stable against a single particle-hole decay channel. Therefore,
the leading relaxation mechanisms might be from either the plasmon
decay into two electron-hole pairs [90] or phonon-assisted Landau
damping [89]. Both are neglected in this work for different reasons.
The former channel is of higher order in perturbation theory, while
the latter is forbidden in the electron hydrodynamic window. It is
important to note that there is also a linear plasmon beyond the
cutoff scale which is subleading and consequently negligible in our
analysis.

6.4 The Boltzmann equation

We leave a systematic derivation of the Boltzmann equation starting
from the Schwinger-Keldysh formalism (see for instance Ref. [81]) for
an Appendix (see also the previous chapters). The key steps of the
derivation are: (i) A conserving approximation of the fermion and
boson self-energies to the lowest non-trivial order in α and γ. (ii) A
lowest non-trivial order gradient expansion starting from the Wigner
transform. (iii) an integration over the fermion and boson spectral
functions, equivalent to an on-shell quasiparticle approximation; (iv)
a projection into the quasiparticle basis. In the last step we only
consider the diagonal parts and neglect Berry phase (these terms are
second order in the gradient expansion) and Zitterbewegung terms
(see Ref. [32, 33]). Eventually, we find three coupled Boltzmann
equations for electrons, holes, and plasmons,

eE⃗∂k⃗fλ(k⃗)− λvF
ˆ⃗
kσz∇⃗T∂T fλ(k⃗) = Iλcoll[fλ, b] ,

2
k⃗

k2
∇⃗Tωp(k⃗)∂T bωp(k⃗)

(k⃗) = Ĩcoll[fλ, b] . (6.12)

Here, fλ and b are the distribution functions of the electrons and
holes (λ = ±), and the plasmons, respectively.
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Sources of current relaxation: The collision integral for the Dirac
fermions consists of two independent parts,

Iλcoll =

∫
d2q

(2π)2

∑

λ′=±
Cinel
λλ′ (k⃗, q⃗)

[
fλ(k⃗)

(
1− fλ′(k⃗ + q⃗)

)

− bϵλ(k⃗)−ϵλ′ (k⃗+q⃗)(q⃗)
(
fλ′(k⃗ + q⃗)− fλ(k⃗)

)]

+

∫
d2q

(2π)2
Cel
λ (k⃗, q⃗)

(
fλ(k⃗)− fλ(k⃗ + q⃗)

)
. (6.13)

The first term accounts for inelastic scattering of electrons from plas-
mons, denoted Cinel

λλ′ . In this process, both energy and momentum
are transferred between the fermions and the plasmons. Addition-
ally, there is elastic scattering from disorder, encoded in Cel

λ . This
term breaks momentum conservation and is important to relax the
heat current. The collision integral for the plasmons reads

Ĩcoll =

∫
d2q

(2π)2

∑

λ,λ′=±
C̃inel
λλ′

[
fλ′(k⃗ + q⃗) (fλ(q⃗)− 1)

− bϵλ′ (k⃗+q⃗)−ϵλ(q⃗)
(k⃗)

(
fλ′(k⃗ + q⃗)− fλ(q⃗)

)]
. (6.14)

It contains an inelastic part describing scattering from fermions, C̃inel
λλ′

(we defer the role of inelastic scattering from disorder to follow-up
work). In the absence of disorder, the combined electron-plasmon
system conserves momentum. The precise form of Cinel

λλ′ , Cel
λ , and

C̃inel
λλ′ can be found in the supplemental materials. It is important to

note, however, that momentum excited in the plasmon sector can
be relaxed in the fermion sector from disorder.
Linearized Boltzmann equation: In equilibrium, the collision inte-
grals are nullified by the thermal Fermi-Dirac and Bose-Einstein

distributions, respectively, f0
λ(k⃗) = (e(ϵλ(k⃗)−µ)/T +1)−1 and b0ω(k⃗) =

(eωp(k⃗)/T − 1)−1. In the presence of driving terms due to a poten-
tial gradient, a thermal gradient, or both, the distribution functions
deviate from their equilibrium form. Importantly, even though an
electric field does not couple directly to the plasmons, away from the
Dirac point they are still driven out of equilibrium by a drag effect 2.

2At the Dirac point the underlying particle-hole symmetry forbids drag [35]
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Since we are interested in linear response transport properties, we
linearize the Boltzmann equations in E⃗ and −∇⃗T . This enforces the
following parametrizations for the fermions and boson distribution
functions:

fλ(k⃗) = f0
λ(k⃗)−

1

T

∂f0
λ(k⃗)

∂ϵλ(k⃗)
λvF

ˆ⃗
k ·

(
eE⃗χE

λ (k) + ∇⃗TχT
λ (k)

)
, (6.15)

and

bωp(k⃗)
(k⃗) = b0

ωp(k⃗)
(k⃗)− 1

T

∂b0
ωp(k⃗)

(k⃗)

∂ωp(k⃗)
vF

ˆ⃗
k ·

(
eE⃗ϕE(k) + ∇⃗TϕT (k)

)
.

(6.16)
As mentioned before, an electric field applied to the fermions

’drags’ the plasmons out of equilibrium which is why we have to

introduce ϕE . The functions χ
T/E
λ and ϕT/E have to be determined

numerically and give access to the respective currents and related
response functions. In terms of their parametrizations, we find the
following set of equations

Dλ[f ] = I lininel [χT , χE , ϕT , ϕE ] + I linel [χE , χT ] ,

D̃[b] = Ĩ lininel [χT , χE , ϕT , ϕE ] + Ĩelinel [ϕT , ϕE ] . (6.17)

where the driving terms are given by

Dλ[f ] = λevF
ˆ⃗
k · E⃗ ∂f0

λ(k⃗)

∂ϵλ(k⃗)
− λvF

ˆ⃗
k∇⃗T

ϵλ(k⃗)− µ

T

∂f0
λ(k⃗)

∂ϵλ(k⃗)
(6.18)

D̃[b] = − k⃗

k2
∇⃗T

ω2
p(k⃗)

T

∂b0
ωp(k⃗)

(k⃗)

∂ωp(k⃗)
(6.19)

with details to be found in the appendices. In the absence of disor-
der, the combined system of fermions and plasmons possesses a zero
mode associated with momentum conservation, meaning the combi-
nation C inel

λλ′ and C̃ inel
λλ′ together with the appropriate mode cannot

relax momentum (we explicitly checked this point numerically). The
intuition behind this is that momentum can always be transferred
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between the fermion and plasmon sector without being dissipated.
This implies that disorder scattering is vital as a source of momen-
tum relaxation for the total system, and it plays an important role
in the choice of modes, explained below (see Ref. [77] for a related
discussion in the electron-phonon problem without Umklapp scat-
tering).

6.5 Choice of modes

The above parametrization allows for a very transparent identifi-
cation of the slow hydrodynamic modes of the problem. In the
solution of the fermion only problem, Eq. (6.3), it was pointed out
that in order to study thermoelectric transport in the vicinity of
the Dirac point all the way to the Fermi liquid regime it suffices
to study two types of modes for electrons and holes, respectively,

χ
T/E
λ (k) = a

T/E
0,λ +λa

T/E
1,λ k [33, 34]. The mode associated with a

T/E
0,λ

is called chiral mode, whereas the one associated with a
T/E
1,λ corre-

sponds to the momentum mode. For the plasmons, the equivalent

ansatz reads ϕT/E(k) = b
E/T
0 + b

T/E
1 k. We can convert the problem

of solving the Boltzmann equation into a linear algebra problem by
projecting the scattering integral onto the respective modes, see the
discussion in the supplemental material.

6.6 Results

We have solved the coupled Boltzmann equations, Eq. (6.17), at and
away from the Dirac point. This allows to access both the electrical
and the heat conductivity, and consequently, the Wiedemann-Franz
ratio. In the following we present two types of plots: (a) the conduc-
tivities as a function of the chemical potential (Fig. 6.1, Fig. 6.2,and
Fig. 6.3) and (b), more experimentally relevant, as a function of the
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Figure 6.1: Electrical conductivity as a function of chemical poten-
tial. The curve was obtained as solution of the Boltzmann equation
with α = 0.36 and 4πγ2 = 0.5 at T = 75K.
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Figure 6.2: Thermal conductivity of graphene as a function of the
chemical potential. The curves are calculated using the same set
of parameters used in Fig. 6.1. The blue curve is the full response
including the plasmons while the red curve only shows the electronic
contribution. There is a slight plasmon enhancement close to the
Dirac point and a massive one with increasing chemical potential.

electronic density (Fig. 6.4, Fig. 6.5,and Fig. 6.6). In all plots, we
have fixed the temperature to be T = 75 K and the fine structure
constant α to be α = 0.36. For disorder, we made the assump-
tion that it is short-ranged and 4πγ2 = 0.5 (our main point here is
not to connect to a specific experiment). In all plots, we plot the
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Figure 6.3: Wiedemann-Franz ratio as a function of the chemical po-
tential. We observe two regions with enhancement: the well-known
hydrodynamic regime in the vicinity of the Dirac point and at higher
doping.

total conductivity including the plasmon contribution in blue and
the electronic contribution only in red. Since the plasmons cannot
make a direct contribution to the electrical conductivity, there is
only a blue line in Fig. 6.1 and Fig. 6.4. We observe that there
is an enhancement of the thermal conductivity close to the Dirac
point. This enhancement increases the expected violation of the
Wiedemann-Franz law at the Dirac point. A bit more surprisingly,
however, there is a sizeable and increasing enhancement of the ther-
mal conductivity towards the Fermi liquid regime, i.e., µ ≫ T .

It is tempting to attribute the growth of the plasmon contribu-
tion to its dispersion relation, Eq. (6.11), which is

√
µ for µ/T ≫ 1.

However, this is not the sole reason for the increase: Phenomenolog-
ically, one expects the thermal conductivity to follow a Drude type

expression κ ∝
∫
d2qωp(q⃗)v⃗

2
p(q⃗)

(
− ∂b

∂ωp(q⃗)

)
τp(q⃗, µ), where τp(q⃗, µ) is

a scattering time that comes from the solution of the Boltzmann
equation. If we assume that τp(q⃗, µ) is constant as a function of q⃗ in
the relevant momentum window, one ends up with κ ∝ µ0τp(0, µ).
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Figure 6.4: Electrical conductivity as a function of carrier density.
The curve was obtained as solution of the Boltzmann equation with
α = 0.36 and 4πγ2 = 0.5 at T = 75K.
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Figure 6.5: Thermal conductivity of graphene as a function of the
charge carrier density. The curves are calculated using the same set
of parameters used in Fig. 6.4. The blue curve is the full response
including the plasmons while the red curve only shows the electronic
contribution. There is a slight plasmon enhancement close to the
Dirac point and a massive one with increasing chemical potential.

Consequently, the effect appears to strongly depend on the scatter-
ing time, which is born out by an analysis of the scattering integral.
To summarize, the main observation is the growing enhancement of
the thermal conductivity due to plasmons in the region of µ/T > 1.
It is important to note that the relaxation of the plasmons is due
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Figure 6.6: Wiedemann-Franz ratio as a function of the charge car-
rier density. We observe two regions with enhancement: the well-
known hydrodynamic regime in the vicinity of the Dirac point and
at higher doping.

to the disorder in the fermionic sector. Momentum that is excited
in the plasmon sector through the thermal gradient is transferred to
the fermionic subsystem via inelastic scattering. There it is relaxed
from the momentum conservation breaking disorder. It is worth-
while noting that the around µ/T ≈ 2 there is a suppression of
the Lorenz ratio below 1. This seems to be a feature that is also
encountered in experiments [80].

6.7 Conclusion and Outlook

In this work we have analyzed the thermo-electric response of inter-
acting two-dimensional Dirac systems at and away from the Dirac
point. We have done so by deriving and solving coupled linearized
Boltzmann equations for electrons, holes, and plasmons. At the
Dirac point we find a moderate enhancement of the thermal con-
ductivity due to plasmons, compared to the electronic contribution.
However, away from the Dirac point, we find a strong enhancement
of thermal transport due to plasmons. Compared to a conventional
three dimensional metal, this is made possible by the undamped
gapless nature of plasmons which have a square root dispersion, i.e.,
ω ∝ √

q. Consequently, this effect is special to two dimensions and
is not expected to exist in three dimensions, in line with very early
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works [5, 6]. The plasmon contribution to the heat conductivity
and, connected to that, the violation of the Wiedemann-Franz law,
increases as we tune into the Fermi liquid regime of a Dirac system.
This suggests that the observed effect should also be observable in
conventional degenerate two-dimensional metallic systems. While
we do not expect a similar effect in three dimensional metals we also
expect and enhancement close to the Dirac point of three dimen-
sional Dirac-/Weyl-systems.

The results presented here immediately provoke a series of ques-
tions: (i) How can the results be connected to the known results for
the disordered two-dimensional Fermi liquid [50]? (ii) How can we
model relaxation processes, such as disorder, for plasmons? (iii) Can
this effect be observed in experiments? (iv) Can we find a unified
hydrodynamic description in which all degrees of freedom enter on
equal footing? The answers to some of the above questions are left
for future study.

6.8 Appendices

Keldysh equations

In the following we set up the Keldysh equations for describing trans-
port phenomena in the coupled fermion-plasmon system. The pro-
cedure is akin a system of fermions coupled to phonons where drag
effects have to be taken into account. Following standard procedure
we parametrize the fermionic and bosonic Keldysh components as

GK = Gr ◦ F − F ◦Ga

DK = Dr ◦B −B ◦Da (6.20)

where F and B are hermitian matrices and ◦ denotes matrix mul-
tiplication in real space and time where C = A ◦ B corresponds
to C(x⃗1, t1, x⃗2, t2) =

∫
dx⃗′dt′A(x⃗1, t1, x⃗

′, t′)B(x⃗′, t′, x⃗2, t2). Both F
and B are, in thermal equilibrium, related to standard distribution
function, where F = 1− 2f and B = 1+2b with f being the Fermi-
Dirac distribution and b the Bose-Einstein distribution. They obey
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the kinetic equation according to

[
F,G−1

0

]◦
− = ΣK − (Σr ◦ F − F ◦ Σa) and

[
B,D−1

0

]◦
− = e2

(
ΠK − (Πr ◦B −B ◦Πa)

)
, (6.21)

where the left-hand sides is a commutator involving the bare Green’s
functions G0 of the Dirac fermions and D0 of the plasmons, whereas
the right hand side is the so-called collision integral. We assume that
e2Π is the self-energy of the bosons whereas Σ is the self-energy of
the fermions which we leave unspecified for the moment. We are now
going through a series of approximations which will eventually lead
us to the Boltzmann equation. We start with a gradient expansion

[
F,G−1

0

]⋆
− =

(
ΣK − (Σr ⋆ F − F ⋆ Σa)

)
and

[
B,D−1

0

]⋆
− = e2

(
ΠK − (Πr ⋆ B −B ⋆Πa)

)
, (6.22)

where we have introduced the Moyal product. It has to be inter-
preted in the following way: there are center of mass coordinates
X = (x1 + x2)/2 and T̃ = (t1 + t2)/2 as well as relative coordinates
x = x1 − x2 and t = t1 − t2 (note that we introduce the notation T̃ ,
here, to later distinguish it from the temperature T ). Furthermore,
we perform a Fourier transformation with respect to the relative
coordinates, leading to k⃗ and ω. The Moyal product then reads

C
(
X, T̃ , k⃗, ω

)
= A

(
X, T̃ , k⃗, ω

)
⋆ B

(
X, T̃ , k⃗, ω

)
(6.23)

with

⋆ = exp

[
i

2

(←−
∂ X⃗

−→
∂ k⃗ −←−

∂ T̃

−→
∂ ω −←−

∂ k⃗

−→
∂ X⃗ +

←−
∂ ω

−→
∂ T̃

)]
.

(6.24)

We perform a leading order expansion of both the left- and right-
hand sides of Eq. (6.22).
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i
(
∂X⃗F∂k⃗Ḡ

−1 − ∂k⃗F∂X⃗Ḡ−1 − ∂T̃F∂ωḠ
−1 + ∂ωF∂T̃ Ḡ

−1
)

= ΣK − F (Σr − Σa) ,

i
(
∂X⃗B∂k⃗D̄

−1 − ∂k⃗B∂X⃗D̄−1 − ∂T̃B∂ωD̄
−1 + ∂ωB∂T̃ D̄

−1
)

= e2ΠK − e2B (Πr −Πa) .

(6.25)

where Ḡ−1 = G−1
0 − Re{Σr} and D̄−1 = D−1

0 − e2 Re{Πr}.
These two coupled equations constitute the basis of all further

investigations. The next step towards the Boltzmann equation is to
replace the function F = 1− 2f and B = 1+ 2b with the respective
distribution functions leading to

i2
(
∂k⃗f∂X⃗G−1

0 − ∂X⃗f∂k⃗G
−1
0 + ∂T̃ f∂ωG

−1
0 − ∂ωf∂T̃G

−1
0

)

= ΣK − (1− 2f) (Σr − Σa) ,

i2
(
∂X⃗b∂k⃗D

−1
0 − ∂k⃗b∂X⃗D−1

0 − ∂T̃ b∂ωD
−1
0 + ∂ωb∂T̃D

−1
0

)

= e2ΠK − e2(1 + 2b) (Πr −Πa) .

(6.26)

In this chapter we concentrate on heat and charge transport. For
the left-hand sides of the kinetic equations this implies

∂k⃗f∂X⃗G−1
0 − ∂X⃗f∂k⃗G

−1
0 + ∂T̃ f∂ωG

−1
0 − ∂ωf∂T̃G

−1
0

= eE⃗∂k⃗f − vF σ⃗∂X⃗f = eE⃗∂k⃗f − vF σ⃗ · ∂X⃗T∂T f

∂X⃗b∂k⃗D
−1
0 − ∂k⃗b∂X⃗D−1

0 − ∂T̃ b∂ωD
−1
0 + ∂ωb∂T̃D

−1
0

= 2ϵ0ϵr
k⃗

|⃗k|
∂X⃗b = 2ϵ0ϵr

k⃗

|⃗k|
· ∂X⃗T∂T b (6.27)

where T is the temperature. The next step to convert this into a
Boltzmann type equation is to perform the quasiparticle approxima-
tion. This is achieved by integrating over the spectral function. To
that end we solve the Dyson equation to access the retarded Green’s
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functions Gr and Dr. For Gr suffices to state that the electrons of
holes of graphene are well defined and we thus work with Gr

0 thereby
disregarding corrections to infinitely long lived quasiparticles. For
the plasmons, we use

Dr(q⃗, ω) ≈ 1

2ϵ0ϵr

ω2

q

1

(ω + i0+)2 − ωp(q⃗)2
(6.28)

with the plasmon dispersion

ωp(q⃗) ≈
√
α
N

2
kBTvF q ln

(
2 + 2 cosh

(
µ

kBT

))
, (6.29)

as derived in the main text.

Sources of relaxation

The self-energy of the Dirac fermion consists of two parts: One due
to interactions with the plasmons, another one due to scattering
from impurities, to lowest order, is approximated as

2i ImΣr(ω, k⃗) = −2e2
∫

dν

2π

∫
d2q

(2π)2

[
ImGr(ω + ν, k⃗ + q⃗) ×

DK(−ν,−q⃗) + GK(ω + ν, k⃗ + q⃗) ImDr(−ν,−q⃗)
]

+
γ2
0

2

∫
d2q

(2π)2
f̂(−q⃗)

(
Gr(ω, k⃗ + q⃗)−Ga(ω, k⃗ + q⃗)

)
, (6.30)

and

ΣK(ω, k⃗) = ie2
∫

dν

2π

∫
d2q

(2π)2

[
GK(ω + ν, k⃗ + q⃗)DK(−ν,−q⃗)

− 4 ImGr(ω + ν, k⃗ + q⃗) ImDr(−ν,−q⃗)
]

+
γ2
0

2

∫
d2q

(2π)2
f̂(−q⃗)GK(ω, k⃗ + q⃗). (6.31)

where the first line in both cases accounts for scattering of plasmons
whereas the second line accounts for disorder scattering.

153



For the plasmons we have

2i ImΠr(ω, k⃗) = N

∫
dν

2π

∫
d2q

(2π)2
tr
(
ImGr(ω + ν, k⃗ + q⃗)GK(ν, q⃗)

− GK(ω + ν, k⃗ + q⃗)ImGr(ν, q⃗)
)

(6.32)

ΠK(ω, k⃗) = − i

2
N

∫
dν

2π

∫
d2q

(2π)2
tr
(
GK(ω + ν, k⃗ + q⃗)GK(ν, q⃗)

+ 4 ImGr(ω + ν, k⃗ + q⃗)ImGr(ν, q⃗)
)
.

(6.33)

Quasiparticle basis

In order to arrive at the final Boltzmann equation we have to project
the kinetic equations into the quasiparticle basis. This is straight-
forward for the plasmons, for the fermions we need a momentum-
dependent rotation. To that end we consider the retarded part of
the noninteracting fermionic Green’s function

(Gr)
−1

(ω, k⃗) = (ω + µ)1− vF kxσx − vF kyσy (6.34)

In order to project this onto the quasiparticle basis we need to di-
agonalize the Green function (or inverse Green function). The cor-
responding unitary transformation reads

U−1

k⃗
=

1√
2k

(
kx − iky −kx + iky

k k

)

U
k⃗

=
1√
2k

(
kx + iky k
−kx − iky k

)
(6.35)

with

(gr)
−1

(ω, k⃗) = U
k⃗
(Gr)

−1
(ω, k⃗)U−1

k⃗

= (ω + µ)1+ vF kσz

(6.36)
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Coupled Boltzmann equations

After having derived the Keldysh equations and specified the colli-
sion integral the last missing pieces towards the Boltzmann equation
are a projection into the quasiparticle basis followed by an integra-
tion over the spectral functions. To that end we need the retarded
part of the Dyson equation. For the plasmons, as discussed before,
this reads

(Dr)−1(ω, k⃗) = (Dr
0)

−1(ω, k⃗)− e2Πr(ω, k⃗)

≈ 2ϵ0ϵrk

ω2

(
ω2 − ω2

p(k⃗)
)

(6.37)

whereas for the fermions we resort to the unperturbed propagator.
We furthermore define the form factors

Mλλ′

q⃗,⃗k+q⃗
=

(
Uq⃗ U−1

k⃗+q⃗

)
λλ′

=
1

2

(
1 + λλ′Q(K⋆ +Q⋆)

q|⃗k + q⃗|

)

Tλλ′

q⃗,⃗k+q⃗
= Mλλ′

q⃗,⃗k+q⃗
Mλ′λ

k⃗+q⃗,q⃗
=

1

4

∣∣∣∣∣

(
1 + λλ′Q(K⋆ +Q⋆)

q|⃗k + q⃗|

)∣∣∣∣∣

2

.

(6.38)

The poles of the Green function determine the dispersion ϵλ(k⃗) =
λvF k. This allows to write the coupled Boltzmann equations as
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eE⃗
∂
k⃗
f λ

(k⃗
)δ

λ
λ̄
−

v F

( ˆ⃗ k
σ
z
−

ˆ⃗ k
×

ê z
σ
y

) λ
λ̄
∇⃗
T
∂
T
f λ

(k⃗
)

=
4π

v F
α

∫
d
2
q

(2
π
)2
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±
M

λ
λ
′

k⃗
,⃗k
+
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+
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,⃗k

( δ
( ϵ λ

′ (
k⃗
+
q⃗)

−
ϵ λ
(k⃗
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ω
p
(q⃗
))
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δ
( ϵ λ

′ (
k⃗
+
q⃗)

−
ϵ λ
(k⃗
)
−

ω
p
(q⃗
)))

×

×
ϵ λ

′ (
k⃗
+
q⃗)

−
ϵ λ
(k⃗
)

q

[ f λ
(k⃗
)
( 1

−
f λ

′ (
k⃗
+
q⃗)
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−

b ϵ
λ
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ϵ λ

′(
k⃗
+
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)
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′ (
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+
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f λ
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))]

+
γ
2 0

2π
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2
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′ δ
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ω
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δ
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+
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−
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ω
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×
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k

[ f λ
′ (
k⃗
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−
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−
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( f λ
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.3
9)
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In equilibrium we have

f0
λ(k⃗) =

1

e(ϵλ(k⃗)−µ)/T + 1
and b0ω(k⃗) =

1

eω/T − 1
. (6.40)

The second term in the l.h.s. of the first line corresponds to the
Berry phase term which comes from the adiabatic projection into
the quasiparticle basis. The fourth term is the thermal analogue of
the Zitterbewegung. These terms makes no regular contribution in
our calculation and are subsequently omitted.

Linearized Boltzmann equation

We then proceed to linearize the Boltzmann equations. To that end
we introduce the parametrization

fλ(k⃗) = f0
λ(k⃗)−

1

T

∂f0
λ(k⃗)

∂ϵλ(k⃗)
λvF

ˆ⃗
k ·

(
eE⃗χE

λ (k) + ∇⃗TχT
λ (k)

)
, (6.41)

and

bωp(k⃗)
(k⃗) = b0

ωp(k⃗)
(k⃗)− 1

T

∂b0
ωp(k⃗)

(k⃗)

∂ωp(k⃗)
vF

ˆ⃗
k ·

(
eE⃗ϕE(k) + ∇⃗TϕT (k)

)
.

(6.42)
Using the linearization and neglecting the Berry phase as well as the
off-diagonal contribution we obtain
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Our ansatz for the deviation from equilibrium reads

χE
λ (k) = aE0,λ + aE1,λk = aE0,λ|E, 0, λ⟩+ aE1,λ|E, 1, λ⟩

χT
λ (k) = aT0,λ + aT1,λk = aT0,λ|T, 0, λ⟩+ aT1,λ|T, 1, λ⟩

ϕE(k) = bE0 + bE1 k = bE0 |E, 0⟩+ bE1 |E, 1⟩
ϕT (k) = bT0 + bT1 k = bT0 |T, 0⟩+ bT1 |T, 1⟩ . (6.45)

One can rewrite the Boltzmann equations in a more compact form
as

|Df,E, λ⟩+ |Df, T, λ⟩ = |Icoll, E⟩+ |Icoll, T ⟩
|Db, T ⟩ = |Ĩcoll, E⟩+ |Ĩcoll, T ⟩ . (6.46)

To determine the expansion coefficients in Eq. (6.46) we define a
scalar product according to

⟨f |g⟩ =
∫

d2k

(2π)2
f(k)

k⃗

k
g(k⃗) . (6.47)

This allows to convert the linearized Boltzmann equations into a

linear algebra problem which we can solve for a
E/T
0/1,λ and b

E/T
0/1 .
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U. Drechsler, R. Zierold, C. Felser, and B. Gotsmann. Ther-
mal and electrical signatures of a hydrodynamic electron fluid
in tungsten diphosphide. Nature Communications, 9(1):4093,
2018.
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