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Game developers, researchers, and players recognize the harm of toxic behaviour in online games—yet toxicity
persists. Players’ coping strategies are limited to tools that focus on punishing toxic players (e.g., muting,
blocking, reporting), which are inadequate and often misused. To address the needs of players experiencing
toxicity, we took inspiration from research in other online spaces that provide support tools for targets of
harassment. We iteratively designed and evaluated in-game tools to support targets of toxicity. While we found
that most players prefer tools that explicitly address toxicity and increase feelings of control, we also found
that tools that solely provide social or emotional support also decrease stress, increase feelings of control, and
increase positive affect. Our findings suggest that players may benefit from variety in toxicity support tools
that both explicitly address toxicity in the moment and help players cope after it has occurred.
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1 INTRODUCTION
Game developers, researchers, and players have identified toxicity—a set of negative behaviours
that disrupt gameplay or game enjoyment, including but not limited to harassment, cheating, and
raging [1, 2, 10, 30, 49, 81, 90]—as a major problem in multiplayer online games. Toxic behaviour in
games is sometimes further categorized into ‘trolling’ (verbal or in-game behaviours intended to
provoke and antagonize other players) [10, 24, 90], ‘flaming’ (aggressive or derogatory language) [10,
49], ‘griefing’ (play styles that disrupt the gaming experience of other players) [1, 10, 30, 75, 90], or
‘spamming’ (repeated disruptive use of online communication) [10]. Players who are exposed to
toxicity may experience decreased mood or enjoyment [77, 90], lower game performance [57], and
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may even withdraw from the game entirely [31, 34]. Further, players from marginalized groups are
particularly affected by toxicity, with women [31, 47, 76], players of colour [35, 36], and members
of the 2SLGBTQ+ community [7] being disproportionately targeted by toxic players. Yet, despite
efforts to identify and combat toxic behaviour in games, toxicity remains highly subjective and
difficult to define, partly due to unique game contexts and individual norms within different game
communities [10, 34, 90].
In games, current approaches to address toxicity centre around punishing toxic players. For

example, most competitive multiplayer games offer some form of reporting tool that allows players
to flag perpetrators for punishment, or blocking or muting tools to help players avoid further
exposure to toxicity. However, the utility of reporting is limited [65] for various reasons, such as
not reporting toxic players because of normalization [10] or reporting non-toxic players who play
poorly [45].

In contrast to the common approaches of reporting, blocking, muting, or punishing toxic players
in games, research in other online spaces has instead taken the approach of supporting the targets
of harassment. For example, similar to hotlines traditionally used to support survivors of domestic
violence or sexual assault [92], HeartMob is an online community that helps those exposed to
online harassment by providing real-time support [37]. In particular, HeartMob supports targets
of harassment by the provision of emotional and instrumental support, such as sending positive
messages or helping to guide the process of reporting abusive users. The benefits of this approach are
supported by findings from Vitak et al. [93], who identify that sending targets of online harassment
positive messages may help mitigate harm. In general, social support and promoting experiences
of positivity have been proposed as promising approaches in the design of interactive tools that
might mitigate the harm of cyberbullying [5] and racism [88]. Emotional and instrumental social
support, along with positivity and humour, are well-established coping approaches that have been
demonstrated in a variety of cultures and contexts [20]. However, these resources are often external
to the platform on which the harassment occurred, and must typically be actively sought out by
those in need of such resources. A more platform-specific, integrative approach to providing these
resources could support targets in real-time, potentially further mitigating the harm of online
harassment.
Given that toxicity in gaming is—at its core—harassment of other players, and given that inter-

ventions supporting targets of harassment have been successful in other online spaces [12, 28, 52],
it is surprising that there are no existing game interventions for toxicity that explicitly support
the target, rather than aiming to punish the perpetrator. There is evidence that support-based
interventions might be welcomed by players; Passmore and Mandryk [62] identified seeking social
support in a taxonomy of coping strategies among gamers who have been exposed to discrimination
within online games. Players who form friendships in a game have also been shown to turn to these
friends for offline advice and emotional support [40, 60, 89]. However, options to receive support
in games are limited for various reasons. For example, the normalization of toxicity within gaming
has led to a culture in which many players feel that toxic behaviours are simply an inextricable
element of the competitive video game experience that is acceptable, typical of games, and is not
actually harassment, but instead harmless banter [10]. McLean and Griffiths also showed that
women players were directly insulted or brushed off when discussing experiences of harassment,
and further received no bystander support from other players, not even from other women [55].
For game developers and community managers who may wish to develop and deploy integrated
support tools, the problem is that there is little guidance on how tools designed to support targets,
rather than punish perpetrators, might work within games: Do gamers value support tools? Do
support tools actually help targets of toxicity? And what particular facets of support are players
looking for within gaming contexts?
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We iteratively designed several in-game tools intended to answer the following research ques-
tions:

• RQ1: What do players hope to gain from the use of in-game support tools?
• RQ2: Are in-game support tools effective at providing support for players targeted by toxicity?
• RQ3: Are there differences in effectiveness between women and men?

We conducted two studies evaluating players’ perceptions and experiences of these tools. In our
first study (n=31), we iteratively designed and qualitatively evaluated low-fidelity prototypes of
six tools inspired by research in other online spaces that show the benefit of supporting targets of
harassment, aiming to answer RQ1 and to improve initial tool designs.
In our second study (n=132), we refined four of these tools that represent a two-dimensional

space: problem- or emotion-focused tools, using either internal or external approaches, to support
targets of game-based toxicity (Blocklist, Eyebleach Pictures, Send A Message, Friendly Messages). We
compared these tools to Report, as the industry standard, and No Tool, as a baseline condition, by
presenting interactive, high-fidelity mockups of each tool. To explore RQ2, these prototypes were
embedded in recorded examples of in-game toxicity from the popular online multiplayer game,
Overwatch, a game chosen because its features provide increased opportunities for toxic interactions
amongst players [10] and because its community is suffering from toxicity in general [66].

Study 1 showed that feelings of control and positive emotions were important for players (RQ1),
with a reported preference for tools that explicitly address toxicity. Study 2 showed that all tools—
including those that solely provide social or emotional support—were effective (RQ2), as they
significantly decreased stress, increased feelings of control, and increased positive affect after
players were exposed to a toxic interaction. A gender-based analysis revealed that the reduction in
stress and arousal, alongside an increase in valence and control, provided by the tools was larger for
the women in our sample (RQ3). That is, the efficacy of our toxicity support tools was amplified for
a group of players who stand to benefit most—the women who are disproportionately targeted by
game-based toxicity. In sum, our findings suggest that in-game support tools are effective. Players
may benefit from more variety in toxicity support tools that both explicitly address toxicity in the
moment and help players cope with it after it has occurred. Seeking social support and pursuing
positivity are well-established coping approaches for people who have been discriminated against,
harassed, bullied, or otherwise mistreated. Integrated tools that provide access to these coping
strategies within game play itself may be an effective strategy to help combat the harmful effects
of in-game toxicity, making social gaming a safer and more accessible space for all players.

2 BACKGROUND
We contextualize our paper in existing literature on toxic behaviour in games and mechanisms for
support.

2.1 The Problem of Toxicity
Harassment and other negative behaviour is present in many online social spaces, with multiplayer
video games being no exception, as highlighted by long-standing academic discourse on what
is acceptable in games [27, 87]. In-game features intended for positive communication or team
strategizing, such as voice or text chat, unfortunately also provide a platform for nefarious or
insulting messages, with members of marginalized communities often being targeted by toxic
players most often [7, 35, 47]. Additionally, unlike most other online spaces, toxic behaviour in
games is not limited to verbal harassment. The interactions between in-game characters within
the game space can facilitate negative in-game griefing behaviour such as spatial intrusion [30],
where a toxic player violates another player’s digital space, potentially by performing lewd actions
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or blocking the targeted player from moving freely through the game map. Other forms of non-
verbal grief play can include power imposition or greed play, in which toxic players exploit game
mechanics to take advantage of other players for their own gain [30]. Ultimately, in all cases these
actions serve to disrupt other players’ game enjoyment, performance, or both.
The pervasive occurrence of such negative behaviour in online games is widely recognized by

both players and game developers. Recent surveys suggest that 83% of adult gamers experienced
harassment in online multiplayer games [4]. Despite its prevalence, toxicity remains both difficult
to define and hard to mitigate. Both of these factors are likely influenced by the wide range of
behaviours that players can perceive as toxic, which is further complicated by the normalization of
such behaviours by many players [10]. Moreover, toxicity may even be fostered by the communities’
and developers’ behaviours, e.g., by popular community figures being bad role models (cf. [48]).
Intentionality may also play a role in the somewhat nebulous nature of toxicity: if a player performs
badly or unintentionally disrupts the game for another player, they may be viewed as toxic or
reported by other players even though they did not intend to cause harm [30, 45]. However, since
toxicity can lead to decreased mood [77, 90], lower game performance [57], disruptive effects on
day-to-day life [4], or players quitting the game completely [31, 34], it remains a critical area for
developers and researchers to address.

2.2 Addressing Toxic Behaviour in Games
In an effort to address toxicity in games, researchers have studied the characteristics andmotivations
of toxic players. Factors such as player experience [81], playing in competitive game modes [34],
and whether or not a player has been the target of toxicity in the past [44] have all been linked
to increased toxic behaviour. Players are also more likely to encounter toxicity from teammates
rather than their opponents, especially when teams are losing or have high skill disparity between
players [54, 81]. Anothermajor factor that contributes to toxicity is the online disinhibition effect [44,
90], in which online anonymity can engender negative behaviour [83]. Toxic online disinhibition
has also been linked to a decreased perception of the severity of toxicity, which may contribute to
its normalization in games [10]. While the occurrence of harassment and other toxic behaviour is
not without precedent in other offline and online spaces [17, 68, 93], the normalization of toxic
behaviour in games is still an important issue to address, as it affects existing players and also acts
as a barrier to newcomers.
In addition to investigating the characteristics of toxic players, researchers have also studied

the ways in which targeted players cope with toxic experiences during play. Many players em-
ploy strategies sequentially, especially when toxic behaviour persists, with the most common
sequence being endure/ignore, mute/block (if possible), and finally concealing their online identity
or switching games [62]. It is important to note that coping strategies are influenced by players’
intersectional identities—for example, Black men and Hispanic or white women employ strategies
that remove their perception of toxic players, such as muting, blocking, or reporting, whereas
mostly women modify their digital self through strategies such as hiding, modifying usernames, and
not engaging in game chat [62]. Fox and Tang [31] identified similar responses to toxic behaviour
among female gamers, including gender masking, avoidance, seeking help, denial, and self blame.
With the exception of seeking help, many of these strategies point to the normalized atmosphere
of toxicity in games, in which players may feel as though encountering toxicity is inevitable, and
either ignore the problem, blame themselves, or hide their identities to preemptively avoid toxicity.
Of course, the ways that players deal with toxicity depend on the tools offered in games. Most

competitive multiplayer games offer some form of reporting tool that aims to flag perpetrators for
punishment, though the utility of the tool can vary greatly [65]. For example, League of Legends
(LoL) [72] players can only report at the end of matches or during the champion select phase at the
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beginning, whereas Valorant [73] players can report at any time, even from their match history.
Similarly, games may offer blocking or muting tools to help players avoid further exposure to
toxicity after it occurs. Some games even use reputation systems to reward well-behaved players;
for example, Riot uses their honor system to determine who is eligible to receive end-of-season
rewards (e.g., cosmetic borders, icons, and banners), providing an incentive for players to behave.
Prior work argued that moderation strategies allow for control over spaces [13], suggesting that
individual actions, such as muting, may be useful to gain a sense of control. In general though,
most games focus on systems to identify and punish toxic players, which is not always effective.
First, it can be challenging to moderate player behaviour, as evidenced by prior approaches such as
player-based governance in the Tribunal system used in LoL [46], which was ultimately retired but
did provide agency [10, 71] and power in governance [46] for players. Another issue with reporting
is that players do not always use flags as intended to identify toxic behaviour, and instead either
do not report players at all, or report non-toxic players who they believe are playing poorly [45].
Players may not report toxic players because they believe such behaviour is acceptable or normal
for games [10]. Players (and users of other online spaces) have also indicated that they want existing
report systems to be more transparent, as report feedback in games (if given at all) is typically
insufficient [12, 42, 45, 50, 93]. Pohjanen [65] also found that 51.3% of players overall believed the
existing tools in games were not enough to deal with toxicity, though specific individual games
showed more favourable results. As such, while reporting systems may be beneficial, they are
limited because they require good feedback and transparency, and constitute only reactive action,
which may not help players who already experienced toxicity.

Game developers themselves have noted some of the challenges that come with moderating
toxic behaviour in games. These challenges include unclear boundaries between what is acceptable
and unacceptable player behaviour, constraints induced by maintaining game functionality, risks
to studio reputation, revenue, or the safety of employees, lack of knowledge or support in making
governing decisions, as well as the idea that completely eliminating toxic behaviour is impossible
and unreasonable [82]. However, perceived organizational responsiveness has been shown to
influence player retention [31], which indicates that players appreciate when game companies
attempt to combat toxicity within their communities. To that end, it is useful to explore whether
tools that focus primarily on supporting targets of toxicity in games, rather than tools that solely
focus on identifying and penalizing perpetrators, can be used to better manage the effects of
in-game toxicity. Further, we know that toxic behaviour is directly detrimental to players—but
current disciplinary-focused approaches do not immediately help those who are targeted. Alongside
penalising toxic players, there exists an obvious and important opportunity to also implement
methods that support targeted players.

2.3 Social Support
In contrast to systems that primarily punish the perpetrators of harmful behaviours, targets may
instead desire and turn to social support for help. People may seek out support in both online and
offline spaces, and for a variety of reasons beyond dealing with harassment, including to help cope
with bullying, physical or mental health conditions, loneliness, and addictions. While there are
many online resources that can provide information about these issues, the sheer number of options
can be time consuming to parse, and adolescents in particular may find it difficult to filter through
and understand the available information on their own [39]. Therefore, in many cases, direct social
support is a more desirable option. This support can originate either online or offline, and may
be professionally facilitated (e.g., Alcoholics Anonymous, Kids Help Phone) or more organic and
informal (e.g., talking to a friend, help from bystanders). Typically, social support is categorized into
the following forms: informational support, in which one individual helps another to understand a
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stressful event better and/or help them find the right resources and coping strategies to deal with
it; instrumental support, which involves acquiring tangible assistance such as services, financial aid,
or goods; and emotional support, which involves providing reassurance or warmth towards another
person to help show that they are valued and that others care about them [86].
Researchers have found social support to be both desirable and beneficial in many contexts,

from communities about mental health topics [22, 38] to students facing bullying in real life or
online [5, 19]. For example, Rothon et al. [74] found that social support from friends and family
helped mitigate the negative effects of bullying on educational achievement, though social support
alone was not sufficient to prevent mental health difficulties induced by bullying. Other studies have
shown that social support can help reduce anxiety during times of stress [86], and Choudhury and
Kiciman [23] found that Reddit users who received comments containing esteem or network support
were less likely to express suicidal ideation in the future. In online communities about mental health
topics, those who receive positive social support are more likely to provide supportive comments for
others [22], suggesting that social support can flourish in the right environments. Social support may
even benefit physical wellness and longevity within the general population [11, 51, 86]. However, it
is important to note that meta-reviews on the benefits of social support reveal methodological flaws
and definitional inconsistencies in many existing studies, which make them difficult to compare
and replicate [38, 91]. Therefore, while social support interventions can indeed be useful overall, it
is not always clear which methods work best for a given situation [38]. Additionally, people may
respond differently to the same support strategies based on external factors such as gender [51] or
experience within the support community [63]. This points to the importance of understanding
how a specific community views support strategies at an early stage of the design process, so that
the implemented support systems can best match the desires of the community.

In the context of online games, social support can be fostered through the gain of social capital in
group play, particularly if players are motivated to engage with teammates or clans frequently [64,
69, 89]. Players who form friendships with others in the game may turn to them for help completing
in-game activities, or for advice and emotional support regarding offline issues [40, 60]. Some
games even have specific systems to connect new players with more experienced ones, such as
Final Fantasy XIV’s novice network. However, support is not always offered equally to all gamers—
women, in particular, report being ignored and not given assistance when needed, directly insulted
or brushed off when discussing experiences of harassment, and receiving no bystander help from
other players, sometimes not even from other women [55]. In general, bystanders may be unlikely
to publicly support women in games due to self-protection strategies and/or the norms of the game
community overall [9]. Thus, genuine social support from other players may not be enough on its
own or may need to be directly encouraged through game design in order to benefit all players. Yet,
most games have limited social or other support mechanisms, particularly when it comes to dealing
with toxicity. This leaves women and other targeted groups with little in-game support options
when they are faced with toxic behaviour and harassment. Further, relying solely on naturally
occurring social support might not be sufficient because it relies on third parties who might not be
aware, available, or willing. As such, in-game approaches that provide support when needed or
on-demand could be beneficial for players. To address this lack of universal support in games, it is
useful to investigate support tools that have shown promise in other online spaces—these tools
may provide a starting point for design considerations regarding support tools in online games.

2.4 Online Support Tools
There are many online tools to support targets of harassment, bullying, racism, or abuse.

A review of such existing approaches may be beneficial to inform the design of in-game support
tools for players. For example, a suitable place to get support is provided by hotlines (e.g., Games and
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Online Harassment Hotline [33]) and resource pages (e.g., [41]). However, while these approaches
can be useful to provide support for those who experience toxicity, they may be less suitable for
integration into games, because players have to actively engage with them. Thus, players may
need to interrupt gameplay in order to search for and use these tools, which may not be desirable.
In particular, externally hosted resources are not very accessible for most players. As noted by
researchers studying support tools in other contexts, easy access and clarity are important factors
to consider when providing resources: In the context of mental health resources, Williams et
al. [95] showed that BIPOC (Black, Indigenous, and People of Colour) university students wanted
resources to be more accessible, and desired increased clarity in terms of where and how to access
services. In online games, reporting and honour systems (e.g., Overwatch’s endorsement system or
the honor system in League of Legends) that are only accessible at the end of long matches may
result in players forgetting to report someone who was toxic in the first few minutes of the game.
Finally, a tool that is seamlessly integrated within the game client itself—in contrast to tools that
require external interaction, e.g., a hotline—may enjoy greater uptake, owing to ease-of-access,
visibility, and implicit developer endorsement. Other approaches like validation tools may be useful
to confirm the presence of toxicity or other negative behaviour, e.g., like with the tool ‘Unmochon’,
which validates screenshots of harassment so that targets of harassment are able to prove that
the photos are real [84]. Yet, such concepts may be challenging to implement for game contexts,
because toxicity is ill-defined: what might be perceived as toxic to one person will not necessarily be
perceived the same way by another player, human moderator, or a machine learning algorithm [32].
However, our review identified four support strategies that seemed suitable as modified ap-

proaches for in-game support tools.

Social Support. Social support tools focus on providing social support to users who may not
have organic support systems in place, essentially facilitating the support that one might normally
receive from friends or peers. Existing tools include HeartMob, in which users can request emotional
or instrumental support such as positive messages or help with reporting [37], TrollBusters, which
supports female journalists by posting positive messages [28], and even AI chatbots intended
to support good mental health, combat loneliness, or act in an everyday supportive capacity for
users [6, 39, 85]. Other research has suggested that sending users positive messages might help
mitigate the effects of harassment they experience in online spaces [42, 93]. In studies that used
participatory design to design theoretical tools to helpmitigate the effects of racism or cyberbullying,
participants identified wanting social support [5, 88]. Social support often also facilitates positivity
and mood improvement.

Positivity and Mood Improvement. Part of the negative effects of toxicity is negative mood. Thus,
improving a player’s mood through positivity may be beneficial to deal with the aftermath of
experiencing toxicity. Social support mechanisms often involve positivity, such as positive mes-
sages [28], which may help mitigate the effects of harassment experienced in online spaces [42, 93].
Positivity may help distract from or deal with negative experiences [5, 88]. For instance, one study
found that both psychological (anxiety) and physiological (i.e., heart rate, blood pressure) indicators
of stress were reduced among university students prior to taking an exam after viewing images
of quokkas [29]. Research by Nittono et al. [59] also found that viewing images of cute animals–
particularly baby animals–promotes narrowed attentional focus and improved performance in both
fine motor tasks and non-motor visual search tasks compared to viewing images deemed as less
cute (i.e., adult animals). Additionally, it has been suggested that humour is an effective self-care
tool that reduces stress and improves mood by providing perspective on our problems, relieving
physical tension, and promoting resilience [96]. However, Samson and Gross [78] found that the
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type of humour matters—in particular, positive (good-natured) humour is more effective at down-
regulating negative and up-regulating positive emotions compared to negative (mean-spirited)
humour. Thus, animal pictures and humour may be useful for improving mood after experiencing
toxicity.

Burden Relief. Burden relief tools aim to relieve some of the burden targets of harassment may
face when dealing with harassers, such as confrontation or reporting. To some extent, these tools
overlap with social support tools, specifically in that they generate instrumental support such as
help with content moderation or reporting. For example, HeartMob can be used to get assistance
with reporting perpetrators of harassment [37], and the friendsourced email system described
by Mahar et al. [52] prevents targets from directly facing or dealing with the negative content
in emails sent by harassers. In other cases, people may desire help when it comes to educating
others or calling people out on their behaviour. For example, in To et al.’s [88] research, participants
suggested that they might appreciate technology that could call someone out on racist behaviour,
or educate them on how to be less racist in the future. These tools can help minimize further
confrontation with harassers, and allow targets of harassment to quickly deal with and remove
themselves from negative situations.

Control. Allowing people more control over the ways they deal with harassers is common to
many support systems, but certain tools like muting and blocking are direct examples of this
control. Such tools are common on social media platforms as well as in online games, with players
generally believing that silencing tools are somewhat effective against toxic players, and blocking
tools are very effective [65]. Blocklists have also been shown to be effective in other online spaces—
for example, Twitter users felt as though their overall experience on Twitter improved after they
started using anti-abuse blocklists [42], and in general people are more likely to think banning users,
removing content, and apologies are fair compared to other methods of dealing with harassment
online [79]. Some games allow limited forms of blocklists, such as Overwatch’s “Avoid as Teammate”
or Dota 2’s “Avoid Player” options, which are meant to give players more control over who they are
matched with. However, players can only avoid a limited number of people, e.g., due to constraints
on the matchmaking system, like in Overwatch [65]. Additionally, while strategies such as custom
filtering and blocking may be useful for targets of online harassment, Vitak et al. [93] found that
women rarely applied strategies to tailor the content and people they interacted with online,
possibly because of the effort involved—thus, these systems may not always work for everyone.

2.5 Summary and Research Gap
Toxicity remains a problem in games, and current prevention and mitigation approaches fall
short. While research suggests potential benefits of implementing support mechanisms for people
targeted by toxicity in other online contexts, it is unclear whether these benefits transfer to game
environments that are subject to other norms, constraints, and expectations.

2.6 Aim and ResearchQuestions
In this paper, we address this gap through iterative design and development of in-game support
tools and their evaluation in two studies. First, it is important to understand what do players hope
to gain from the use of in-game support tools? (RQ1). To that end, we conducted Study 1, in which
participants evaluated storyboard designs for in-game support tools using qualitative responses,
which we distilled into themes about important outcomes. We developed six interactive prototypes
of such tools that may facilitate these outcomes—four as iterations of concepts tested in Study 1
and two additional baseline tools. Then, we investigated whether in-game support tools are effective
at providing support for players targeted by toxicity (RQ2) in Study 2, in which participants could
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use these prototypes after exposure to toxicity. Further, we examined if there are differences in
effectiveness between women and men (RQ3) to assess if women, who are disproportionately targets
of toxicity, may benefit more. In addition to answering these research questions, our paper further
provides an artefact contribution that may be useful for developers aiming to implement in-game
support tools, by reporting on the iterative design and development of our tools in two studies.

3 IN-GAME SUPPORT TOOLS
Informed by online support tool concepts discussed in the related work section, we generated
preliminary design concepts for support tools in games. We initially developed six in-game tools
(see Table 1 and Figure 3) grounded in the concepts learned from our review of online support tools,
aiming to provide control, social support, positivity, and burden relief (some tools used multiple
design aims). Four of these tools aimed to generate positivity and mood relief through exposure
to cute animal pictures (Eyebleach Pictures), supportive message from virtual characters (Positive
Voice Lines) and other players (Friendly Messages), and adding humorous messages to the text chat
(Riddikulus). Control over the situation and perpetrators was facilitated by muting and blocking
(Blocklist) and altering a toxic player’s messages (Riddikulus). Finally, Send A Message aimed to
relieve the burden of dealing with a toxic player by mediation through the game. We designed
the tools in parallel with game-specific design considerations, prioritising the minimization of
game disruptions and the avoidance of potential exploitations. These tools were iteratively revised
through discussion among the research team and via feedback from internal pilots and implemented
in storyboards for a final set of six tool designs. In Study 1, we evaluated these six tools, resulting
in four of them—Blocklist, Eyebleach Pictures, Send A Message, and Friendly Messages—being further
developed, refined, and evaluated based on participant feedback in Study 2 together with two
additional baseline tools (No Tool and Report).

4 STUDY 1
We conducted a primarily qualitative study to assess what outcomes players desired from in-game
support tools (RQ1) and to collect feedback to improve the initial concepts of the six tools that we
had designed. Both studies in this paper were conducted under ethical approval received from the
Behavioral Research Ethics Board at the University of Saskatchewan.

4.1 Methods
Procedure. The study was conducted online using Amazon Mechanical Turk, a crowdsourcing

platform which can be used to recruit participants for HCI studies [43] by ensuring validity of
responses [53, 61, 80]. As we aimed to recruit participants with multiplayer gaming experience, we
conducted a prescreen and contacted those participants who identified as gamers to a moderate
degree (>30) on a scale from 1 (= “not at all” ) to 100 (= “gamer” ), frequently played multiplayer
games (>30) on a scale from 1 (= “play alone” ) to 100 (= “play with others” ), and reported playing
multiplayer games regularly (‘Every day’ or ‘A few times per week’). Participants were paid $6 USD
for their time, and the study took approximately 30 minutes to complete. After participants provided
informed consent, they completed questionnaires on demographics, gaming experience, and the
characteristics of the people they play with. Following these initial questionnaires, participants
viewed the storyboards for the six tool designs in a within-subjects design (order balanced with a
Latin square). For each tool design, participants were shown a storyboard outlining the use of the
tool (see Figure 1 for an example), and were instructed to imagine that someone was toxic towards
them in a general manner (see Figure 1 upper right) in a game and that they had access to the tool
shown in the provided storyboard. With this prompt in mind, participants answered the following
open ended questions about the tool: “How would you feel when you used such a tool?”, “What are the
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Tool Description Design Aim Study
1

Study
2

Blocklist Players can mute and block toxic players. Blocked players
will be flagged and automatically muted in future matches.
Additionally, players can add tags to indicate why they
blocked another player.

Control Yes Yes

Eyebleach Pictures Players can open a small popup window that displays cute
animal pictures.

Social Support,
Positivity

Yes Yes

Friendly Messages Players can anonymously request to receive positive mes-
sages from other players in the game. Tags can also be
added to the request, so the message sender can provide a
more personal response.

Social Support,
Positivity

Yes Yes

Send A Message Players can send an anonymous, systemmediated notifica-
tion to a toxic player notifying them that their behaviour
is wrong. Tags can be added to the message to indicate
the nature of the toxic behaviour.

Burden Relief Yes Yes

Positive Voice
Lines

By pressing a key, players can hear a positive, supportive
voice line from their in-game character.

Social Support,
Positivity

Yes No

Riddikulus Players can transform the chat messages of a toxic player
into silly phrases. The rest of the players in the match will
still see the messages as normal.

Control, Social
Support, Positiv-
ity

Yes No

Report Players can report a toxic player, similar as in many con-
temporary games.

Baseline No Yes

No Tool Players do not have a dedicated option to deal with toxic-
ity.

Baseline No Yes

Table 1. Descriptions of the tools, their corresponding design aims, and whether they were used in Study 1
and/or Study 2.

reasons you would want to use this tool?”, “What are the reasons you would not want to use this tool?”,
“Are there any problems that could occur when using this tool?”, and “Do you have any suggestions to
improve the design of this tool?”. After reviewing all six storyboards, participants completed a final
questionnaire about their impressions of the tools overall, and indicated which tools they liked,
which tools they did not like, and why. Finally, participants were debriefed, thanked, and given
information on how to claim their remuneration for completing the study.

Participants. In total, 40 participants completed the study. Data cleaning was performed, with
participant responses analyzed to detect bots, non-diligent responses, and participants who dis-
played an obvious misunderstanding of tool designs. Additionally, one participant was excluded for
having no experience playing multiplayer games. After exclusions, we were left with a final sample
of 31 participants (men = 19, women = 12) between the ages of 19 and 66 (𝑀 = 34.4,𝑀𝑑𝑛 = 33.0,
𝑆𝐷 = 8.4). Participants reported playing games either a few times per week (𝑛 = 15) or every
day (𝑛 = 16). Participants also indicated the frequency with which they played alone vs. played
with others on a 0–100 point scale—most played with others at least a moderate amount of time
(𝑀 = 53.2, 𝑀𝑖𝑛 = 4, 𝑀𝑎𝑥 = 88, 𝑆𝐷 = 27.2). Additionally, participants were asked to self-identify
as a gamer on a scale between 0–100, with most identifying as gamers (𝑀 = 78.2, 𝑀𝑖𝑛 = 24,
𝑀𝑎𝑥 = 100, 𝑆𝐷 = 19.6). As we were interested in how participants viewed our tools in response
to toxic behaviour in games, we also asked participants (using a 0–100 slider) how often they
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Fig. 1. Eyebleach Pictures storyboard used in Study 1.

played with friends (𝑀 = 49.9, 𝑀𝑖𝑛 = 1, 𝑀𝑎𝑥 = 98, 𝑆𝐷 = 29.6) and strangers (𝑀 = 50.1, 𝑀𝑖𝑛 = 4,
𝑀𝑎𝑥 = 93, 𝑆𝐷 = 30.5).

Data Analysis. We conducted an inductive thematic analysis to generate codes for each tool
design following Braun and Clarke [16]. After an initial pass was completed to get familiar with the
data, the first author generated preliminary codes for each open-ended question in the study. Codes
were generated from both latent and semantic meaning in participant responses. These codes were
then reviewed and iterated upon by the first and last authors. The final set of codes were organized
by the nine open-ended questions from the study, and data was labelled at the sentence level.
Sentences were allowed to map to multiple codes, and some of the same codes appeared across
multiple questions. As we intended to iteratively adjust the tool designs based on the results from
this study, the codes and tool rankings served as an initial insight into how participants felt about
the tool designs at this early stage. These codes and insights for future iterations were discussed
amongst all authors.

4.2 Results
Results comprise tool rankings and analysis of qualitative responses.

Tool Rankings. In the final questionnaire, participants were asked to select their most and least
preferred tools. Participants were able to select as many or as few tools as they wished for both
questions. Blocklist, Send a Message, and Ridikkulus appeared most often in the preferred list, with
Blocklist outperforming the other tools. Positive Voice Lines, Eyebleach Kitten, and Friendly Messages
appeared most often in the least preferred list, though every tool appeared at least once as a
preferred and a disliked tool design (see Figure 2).

Qualitative Responses: Outcomes and Reasons to Use. Participants’ responses to the question “How
would you feel when you used such a tool?” revealed different potential outcomes, which we can
summarize with a “feeling in control” theme. Participants discussed feelings of power, control,
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Fig. 2. Counts for selection as most and least preferred tools in Study 1.

protection, and tool effectiveness. They highlighted the importance of being in control: “[Having
access to these tools] would make me feel like I had some control over the toxic situations that arise
while playing”, and the importance of dealing with toxicity directly: “[The tools I prefer] offer direct
methods to deal with toxic people”. Accordingly, they reacted positively to tools that placed them in
control and directly dealt with toxic behaviour, such as the Blocklist tool.

On the other hand, the tools that focused mostly on social support or positivity (e.g., Eyebleach
Pictures and Positive Voice Lines) were ranked less preferably favourably than those with direct
control (e.g., Blocklist) and even considered silly (e.g., “They all seem silly and superfluous.” ), which
may imply that they were not liked or considered effective. Despite this, participants’ responses
suggested that they desired support, mood improvement, a positive distraction from toxicity, and
general positive emotions, whichwe can summarizewith a “positive emotions andmood improvement”
theme. For example, participants stated that such tools would “... bring a smile to my face for a
short while” and that “I think it would be cute and good for when you feel down on yourself”. In stark
contrast to those who claimed that social support and positivity tools may be superfluous, some
participants indicated that such tools were their preferred options. Thus, even though they were
ranked less favourably, tools that aim for positivity and social support may also provide desirable
outcomes.

Qualitative Responses: Potential Shortcomings of Tools. We analyzed responses to assess potential
shortcomings of tools or reasons why players would not want to use them. Negative codes included
perceived gameplay disruption (“this interrupts my gaming experience” ), tools not addressing the root
problem (“It doesn’t solve the issue of the toxic player still being there”), lack of mood improvement,
potential to escalate the situation (“This could escalate the situation by confronting the person.” ),
or a belief that the tools were stupid, silly, or childish (e.g., “The premise is a bit childish” ). Thus,
responses suggested that participants considered tools aiming only for positivity as simply not
suited for them (e.g., “This kind of thing ruins immersion in a game for me, personally.”.

4.3 Implications, Design Iteration, and Implementation of Interactive Prototypes
Following the results from Study 1, we concluded that tools may be received quite differently by
different players, but they may still provide outcomes that may be beneficial for players and de-
scribed as desirable by the participants. Regarding RQ1, the participants described two overarching
themes as desirable outcomes with feelings of control and positive emotions and mood improvement.
As the next step, we wanted to iterate on the designs and conduct a second study, in which we
evaluated effects on participants after both exposure to toxicity and tool use. We chose four of the
six prototypes as candidates for Study 2, with two aiming to provide feelings of control (Blocklist and
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Send A Message) and two aiming for positive emotions (Eyebleach Pictures and Friendly Messages).
We chose not to use Positive Voice Lines and Riddikulus because we wanted to keep the number of
conditions manageable after adding two baseline conditions. Even though they seemingly may have
provided desirable outcomes, these two tools were chosen for exclusion because of feasibility of
implementation in interactive prototypes—e.g., displaying images vs implementing adjusted audio
for voice lines—and because they either had multiple instead of singular design aims (Riddikulus)
or had conceptual overlaps with other tools like Eyebleach Pictures and Friendly Messages (Positive
Voice Lines).
To improve the design concepts, we analyzed responses to the question “Do you have any

suggestions to improve the design of this tool?”. Participants indicated they wanted tools to have
more options, take additional actions (such as muting or reporting), be less disruptive, include
automation or AI responses, provide the ability to see non-toxic messages, keep it fresh, and have
participation incentives.

Following this feedback, we iterated on the four tools that we wanted to further explore in Study
2. We created a list of specific changes participants requested for each design, and narrowed the
scope of possible improvements by eliminating proposed changes that combined the functionality
of different tools (e.g., adding a mute feature to the Eyebleach Pictures tool), keeping only those
changes that would improve the main functionality of each tool. Improvements to these tool designs
were relatively minor. Blocklist was updated to include an edit window, which allowed participants
to remove, add notes, or unblock players after 48 hours rather than leaving them permanently
blocked. Eyebleach Pictures was updated to include more varied pictures, including photos of nature
and other baby animals, which participants could chose from in their settings. Send A Message was
updated so that participants could optionally send the message after the match was finished in
response to anonymity/confrontation concerns, and Friendly Messages had no iterations from the
initial design.

Interactive Prototypes. Following these iterations, we used refined tool designs and created
interactive prototypes for four of the six initial tools: Blocklist, Send A Message, Friendly Messages,
and Eyebleach Pictures, which aligned with a 2x2 design space in which tools were control-focused
or emotion-focused, and internal or external (see Table 2). In addition, we implemented two baseline
prototypes for the subsequent study, i.e., No Tool, which featured a simple menu, and Report, which
allowed participants to mute and report a toxic player. See Table 1 and Figure 3 for overviews of
these prototypes.

Control-Focused Emotion-Focused

Internal Blocklist Eyebleach Pictures

External Send A Message Friendly Messages

Table 2. Tool alignment with a 2x2 design space consisting of outcome aim (control vs emotion) and locus
(internal vs external).

All prototypes were implemented as interactive overlays in Javascript to be displayed in the
context of a toxic interaction. For that purpose, they were embedded after the video of toxic in
game-behaviour in an Overwatch match. To align with the concept of providing support after
exposure to toxicity, we overlaid the prototypes on a still image of the end of the video clip. The
images were taken from the last frame of a video clip showing a toxic encounter, which participants
viewed before interacting with the prototypes. Participants interacted with the prototypes similar
to how they would interact with such a tool in a game after being exposed to toxicity, e.g., by being
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Fig. 3. All prototypes used in Study 2. Each prototype appears as an interactive popup overlaid over the given
Overwatch scene.

able to view pictures aimed to induce positive affect in the Eyebleach Pictures condition with the
option to change pictures and hide the view using keyboard presses.

5 STUDY 2
In this study, we wanted to investigate whether the tools were effective (RQ2) at facilitating
mood improvement or feelings of control, i.e., the outcomes considered important in Study 1.
We hypothesized that even the tools that were less liked, such as Eyebleach Pictures and Friendly
Messages, can still be effective in providing support, because they can provide mood improvements.
We also compared effectiveness for women and men (RQ3).

5.1 Methods
We conducted a primarily quantitative study in which we evaluated the effectiveness of six tool
prototypes after participants had watched a short video clip containing toxic behaviour in a
multiplayer game. We used four prototypes of support tools and two baseline tools, resulting in six
conditions, as outlined earlier and visible in Table 1 and Figure 3.

Video Clips. To emulate a toxic encounter in an online game, participants viewed short video
clips displaying toxic behaviour in an Overwatchmatch, and were asked to imagine that any toxicity
present in the videos was directed towards them. As each video clip acted as a precursor to one of
the six interactive prototypes, six different 70s video clips were selected from a larger set of toxic
Overwatch videos used in previous studies of toxic behaviour in games. This larger set of videos,
compiled from Overwatch streamers on Twitch by the fourth author, had been independently rated
by at least two raters per clip, and each two minute subsection assigned a toxicity score between
0–100. The clips chosen for this study were all of a comparable toxicity score, with the lowest score
being 63.8 and the highest being 80.0. The content of the clips was similar as well—all six clips
contained verbal insults over voice chat, though some featured more general anger or insults to
performance, whereas one clip contained specifically sexist comments.
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Procedure. The study was conducted online using Prolific (www.prolific.co), which we chose for
the second study because it provided additional functionality like built-in prescreening. Respondents
were limited to those who self-identified on Prolific as gamers. The study took approximately 30
minutes to complete, and participants were paid $6 USD for their time. After having time to read
the study information, including the information that the task involved viewing toxic behaviours
and providing informed consent, participants completed a demographics questionnaire, as well as
questionnaires on their gaming experience, Overwatch experience, the characteristics of the people
they play with, and an 8-item scale used in prior work [26], resulting in a single score ranging
between 1 and 7 that describes perceived toxicity of their gaming communities. Following these
questionnaires, participants were shown one of the video clips of toxic behaviour in Overwatch,
were asked to complete the Self-Assessment Manikin (SAM) [15] and a Visual Analogous Scale
(VAS) for perceived stress [94] to assess experience after exposure to toxicity and before tool usage,
and were then given an opportunity to use one of the six tools. After trying out the tool, participants
were asked to complete SAM and VAS questionnaires again to assess experience after using the
tools. We used these scales to measure whether the tools were able to increase positive affect (SAM
Valence), reduce arousal (SAM Arousal), provide feelings of being in control (SAM Dominance),
and to reduce perceived stress (VAS Stress), which we considered negative effects that arose from
the exposure to toxicity. The six video clips were presented in the same order to all participants,
but tool order was balanced across participants using a Latin square. Finally, participants were
debriefed, thanked, and given instructions on how to claim their remuneration for completing the
study. The debrief included information to get help in case of distress and emotional aftercare in
form of baby animal pictures.

Participants. 150 participants completed the study, and after exclusions, we were left with 132
participants (men = 93, women = 31, non-binary = 6, prefer not to disclose = 2). Participants
were excluded for high response variance, non-diligent responses, non-English responses, never
playing online games or multiplayer games, and clear misunderstandings of the questions, which
we assessed based on their responses [18, 56] and discussing candidates for removal. The remaining
132 participants were between 18 and 38 years old (𝑀 = 22.5, 𝑀𝑑𝑛 = 21.0, 𝑆𝐷 = 4.2), and the
majority reported playing online games often, with 91 playing every day, 38 playing a few times
per week, and 3 playing a few times per month. The majority of participants also self-identified
as gamers (𝑀 = 79.7,𝑀𝑖𝑛 = 17,𝑀𝑎𝑥 = 100, 𝑆𝐷 = 20.1), and reported playing multiplayer games
with both friends (𝑀 = 61.4, 𝑀𝑖𝑛 = 1, 𝑀𝑎𝑥 = 100, 𝑆𝐷 = 30.4) and strangers (𝑀 = 51.9, 𝑀𝑖𝑛 = 1,
𝑀𝑎𝑥 = 100, 𝑆𝐷 = 31.5). As the video clips of toxic behaviour featured the game Overwatch [14],
participants also recorded their familiarity (𝑀 = 34.5, 𝑀𝑖𝑛 = 1, 𝑀𝑎𝑥 = 100, 𝑆𝐷 = 29.5) and skill
(𝑀 = 21.4,𝑀𝑖𝑛 = 1,𝑀𝑎𝑥 = 100, 𝑆𝐷 = 24.6) in Overwatch. Participants’ responses on the toxicity
scale indicated that they had ample experience with toxicity (𝑀 = 3.88,𝑀𝑑𝑛 = 4.125, 𝑆𝐷 = 1.29).

5.2 Results
We analyzed the tools’ effectiveness in reducing stress, increasing affect, decreasing arousal, and
providing feelings of control and provide some insights into differences for men and women.

5.2.1 RQ2: Effectiveness. For our main analysis, we conducted repeated measures ANOVAs with
two factors (time: pre vs post tool usage; and tool with six levels: Blocklist, Eyebleach Pictures,
Send A Message, Friendly Messages, Report, No Tool) and the dependent variables stress (VAS),
positive affect (SAM valence), arousal (SAM arousal), and feelings of control (SAM dominance).
Greenhouse-Geisser correction was used when the assumption of sphericity was violated, indicated
by adjusted degrees of freedom. We conducted post-hoc tests with Bonferroni correction and report
effects for pre-post differences for each tool, which indicates their effect on stress, positive affect,
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arousal, and feelings of control. Due to technical problems, responses on the SAM scales were not
recorded for 21 participants, resulting in lower sample sizes for the valence, arousal, and dominance
measures (n = 111). Figure 4 shows results, which can be summarized as follows: All four tools
were effective at providing support for players (RQ2).

Fig. 4. Stress (VAS), positive affect (SAM Valence), arousal (SAM Arousal), and feelings of control (SAM
Dominance) after exposure and before tool usage (Pre) vs after tool usage (Post) in Study 2. Error bars indicate
95% confidence intervals.

VAS Stress. The ANOVA showed significant main effects of tool (𝐹 (4.152, 543.891) = 3.347,
𝑝 = .009, [2𝑝 = .025), time (𝐹 (1, 131) = 119.566, 𝑝 < .001, [2𝑝 = .477), and their interaction
(𝐹 (5, 655) = 9.060, 𝑝 < .001, [2𝑝 = .065). In all conditions, stress significantly decreased from
pre-tool usage to post-tool usage: Blocklist (mean difference = 15.846, 𝑡 = 9.929, 𝑝 < .001), Eyebleach
Pictures (mean difference = 15.908, 𝑡 = 9.968, 𝑝 < .001), Send A Message (mean difference = 10.167,
𝑡 = 6.371, 𝑝 < .001), Friendly Messages (mean difference = 12.272, 𝑡 = 7.690, 𝑝 < .001), Report (mean
difference = 14.198, 𝑡 = 8.897, 𝑝 < .001), and even in the baseline condition No Tool (mean difference
= 6.457, 𝑡 = 4.046, 𝑝 = .004).

SAM Valence. The ANOVA showed significant main effects for tool (𝐹 (4.181, 459.855) = 8.316,
𝑝 < 0.001, [2𝑝 = .070), time (𝐹 (1, 110) = 180.452, 𝑝 < 0.001, [2𝑝 = .621), and their interaction
(𝐹 (4.661, 512.701) = 14.881, 𝑝 < 0.001, [2𝑝 = .119). Positive affect significantly increased from
pre-tool to post-tool usage in all conditions: Blocklist (mean difference = −1.775, 𝑡 = −11.395,
𝑝 < .001), Eyebleach Pictures (mean difference = −1.973, 𝑡 = −12.667, 𝑝 < .001), Send A Message
(mean difference = −1.054, 𝑡 = −6.767, 𝑝 < .001), Friendly Messages (mean difference = −1.486,
𝑡 = −9.544, 𝑝 < .001), Report (mean difference = −1.288, 𝑡 = −8.271, 𝑝 < .001), and No Tool (mean
difference = −0.595, 𝑡 = −3.818, 𝑝 = .010).

SAM Arousal. The ANOVA did not show significant main effects for tool (𝐹 (4.498, 494.818) =
1.493, 𝑝 = 0.197, [2𝑝 = .013) or the interaction between tool and time (𝐹 (4.224, 464.610) = 0.661,
𝑝 = 0.627, [2𝑝 = .006), but did show significant effects for time only (𝐹 (1, 110) = 18.663, 𝑝 < 0.001,
[2𝑝 = .145). In all conditions, arousal decreased from pre tool to post tool usage, though this change
was only significant for the Eyebleach Pictures tool: Blocklist (mean difference = 0.378, 𝑡 = 2.367,
𝑝 = 1.000), Eyebleach Pictures (mean difference = 0.622, 𝑡 = 3.888, 𝑝 = .008), Send A Message (mean
difference = 0.351, 𝑡 = 2.198, 𝑝 = 1.000), Friendly Messages (mean difference = 0.288, 𝑡 = 1.803,
𝑝 = 1.000), Report (mean difference = 0.441, 𝑡 = 2.761, 𝑝 = .393), and No Tool (mean difference
= 0.396, 𝑡 = 2.480, 𝑝 = .889).
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SAM Dominance. The ANOVA showed significant main effects for tool (𝐹 (4.485, 493.299) = 4.044,
𝑝 = 0.002, [2𝑝 = .035), time (𝐹 (2.803, 144.027) = 51.387, 𝑝 < 0.001, [2𝑝 = .318), and their interaction
(𝐹 (4.619, 508.061) = 3.921, 𝑝 = 0.002, [2𝑝 = .034). In all conditions except the baseline No Tool,
feelings of control increased significantly from pre tool to post tool usage: Blocklist (mean difference
= −0.982, 𝑡 = −6.147, 𝑝 < .001), Eyebleach Pictures (mean difference = −0.847, 𝑡 = −5.447, 𝑝 < .001),
Send A Message (mean difference = −0.631, 𝑡 = −3.948, 𝑝 = .006), Friendly Messages (mean difference
= −0.721, 𝑡 = −4.512, 𝑝 < .001), Report (mean difference = −0.613, 𝑡 = −3.835, 𝑝 = .009). In the
baseline condition No Tool, the difference in feelings of control was not significant (mean difference
= −0.153, 𝑡 = −0.959, 𝑝 = 1.000).

5.2.2 RQ3: Effectiveness for Women and Men. To provide insights into the effectiveness of the tools
for groups that are more affected by toxicity, we conducted an additional analysis comparing effects
for women and men (RQ3). We conducted an exploratory analysis including participants who
reported non-binary gender or preferred not to disclose their gender. With this analysis, we were
not able to determine meaningful conclusions due to high variance in responses arising through
low group sample sizes (see Limitations for a discussion about this limitation). As a result, we
compared effects for women and men only.

To make interpretation more manageable, which was complicated by the addition of gender, we
calculated differences between before (pre) and after (post) tool usage for all dependent variables
as measures for reduction in stress (VAS), increase in positive affect (SAM Valence), reduction in
arousal (SAM Arousal), and increase in feelings of control (SAM Dominance). Then, we conducted
repeated measures ANOVAs with tool as within-subjects and reported gender (woman vs man) as
between-subjects factors.

TheANOVAwith VAS rating differences showed significantmain effects for tool (𝐹 (4.620, 549.812)
= 7.633, 𝑝 < 0.001, [2𝑝 = .061), gender (𝐹 (1, 119) = 11.282, 𝑝 < 0.001, [2𝑝 = .087), but not for their
interaction (𝐹 (4.620, 549.812) = 0.434, 𝑝 = 0.811, [2𝑝 = .004). For SAM Valence, the ANOVA showed
significant main effects for tool (𝐹 (5, 520) = 11.329, 𝑝 < 0.001,[2𝑝 = .098), gender (𝐹 (1, 104) = 11.879,
𝑝 < 0.001, [2𝑝 = .103), but not for their interaction (𝐹 (5, 520) = 1.571, 𝑝 = 0.166, [2𝑝 = .015). Re-
garding SAM Arousal, there was a significant main effect for gender (𝐹 (1, 104) = 8.481, 𝑝 = 0.004,
[2𝑝 = .075), but not for tool (𝐹 (4.363, 453.736) = 0.720, 𝑝 = 0.590, [2𝑝 = .007) or the interaction
(𝐹 (4.363, 453.736) = 1.054, 𝑝 = 0.381, [2𝑝 = .010). There was a significant main effect on SAM
Dominance for tool (𝐹 (5, 520) = 4.168, 𝑝 = 0.001, [2𝑝 = .039) and for gender (𝐹 (1, 104) = 6.320,
𝑝 = 0.013, [2𝑝 = .057), but not for the interaction (𝐹 (5, 520) = 0.761, 𝑝 = 0.578, [2𝑝 = .007).

Fig. 5. Reduction in stress (VAS) and arousal (SAM Arousal), and increase in positive affect (SAM Valence)
and feelings of control (SAM Dominance) for women and men in Study 2. Error bars indicate 95% confidence
intervals.
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Figure 5 shows these effects and highlights that women experienced a higher reduction in stress
and arousal, and higher increases in positive affect and feelings of control than men.

6 DISCUSSION
We summarize results and situate them in prior work about toxicity in games.

6.1 Summary of Findings
RQ1: What do players hope to gain from the use of in-game support tools? We found that players

have quite varied opinions about what they consider important for in-game support tools. The
rankings and responses suggested that participants leaned towards tools that they knew (Blocklist
and Report). It is possible that these features may have been more positively received because
they are tools most players are already familiar with in games. Thus, these tools already have real-
world support backing their efficacy in reducing toxicity. Further, both of these tools represent an
actionable solution to the problem: Blocklist removes the toxic actor entirely from the player pool the
player is exposed to by automatically muting their communication, and Report represents a potential
path to disciplining the offending player by restricting participation in the game community. These
tools provide control, an aspect that was reflected by data about what players desired. This “feelings
of control” theme suggested that players wanted tools that provided control about the situation and
the toxic player. Secondly, there was a “positive emotions and mood improvement” theme, indicating
that players wanted tools that provided such positive emotions, effectively addressing the negative
mood after exposure to toxicity, despite participants indicating a lower preference for these tools
compared to the control based approaches.

RQ2: Are in-game support tools effective at providing support for players targeted by toxicity? Overall,
our results suggest that all the implemented tools were effective at providing player support. The
support approaches Blocklist, Eyebleach Pictures, Send A Message, and Friendly Messages, as well as
the baseline Report all provided positive affect and feelings of control, while decreasing stress. As
such, they all facilitated those outcomes that were considered important, suggesting that they are
effective at providing support.

RQ3: Are there differences in effectiveness between women and men? Finally, our findings suggest
that the benefit provided by the support tools was higher for women than men: after exposure
to the support tools, women reported higher increases in valence and feelings of control, and
decreases in arousal and stress.

6.2 What Players Want
Participants reported theyweremost likely to use Blocklist and Report, i.e., tools thatmost players are
already familiar with in games. Tools that focus solely on emotionally supporting the targeted player
were shown to be effective—especially as a form of purely supportive aftercare—but comparably
perceived as less desirable. Yet, they represent a focused solution for a more intangible problem:
the targeted player’s emotional wellbeing. One possible explanation is that in gaming communities
especially, wherein toxicity is normalised [10], a concession that such support is needed or desired
may be regarded with cynicism: for example, as suggested by one participant, that such tools are
‘infantilizing’.

Player skepticism of tools that focus more explicitly on emotionally supporting the player—rather
than on disciplining toxic offenders, or on moderating and controlling interactions—represents a
salient problem, especially in light of how effective these tools were in Study 2. We propose four
possible explanations to be evaluated in future work that may contribute to this skepticism.
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First, we argue that players are unfamiliar with emotion-focused support tools in games—and that
unfamiliarity breeds contempt. In most major commercial titles, tools available to playerbases focus
on the toxic player rather than the target: on punishing the offender (via reporting), or on removing
the offender from the player’s gameplay (via muting or blocking). There does not exist an analogue
for providing players with emotional aftercare following exposure to toxicity. Such aftercare is
instead sought externally and informally by the player (for example, by messaging a friend to vent,
or taking a break from the game), rather than through integrated game systems or tools. As such,
aversion to the formal integration of such tools may be bolstered by a lack of evidence of their
success. Further, as players already lack conviction in developers’ employment of popular existing
tools (such as responding to player reports, or in behaviour flagging systems) [45, 50], they may
likewise be cynical about developers’ ability to meaningfully integrate emotion-focused support
tools.

Second, participants may have been dubious of tools like Eyebleach Pictures, which may require
appropriate integration with a game in a manner that is less immediately off-putting to a skeptical
playerbase, which may be achieved through cogency with game design or aesthetic. While cute
animals may be suitable for a Pokémon-style game, titles like Overwatch may instead wish to
employ endearing art or gifs of their character roster. Many games, such as Overwatch and Apex
Legends, already integrate this art as sprays or holograms (game art players can ‘paste’ on surfaces
in the game world). Another analog is that of the ‘emote wheel’ in League of Legends, which allows
players to temporarily flash cute character or champion emojis at other players that reflect specific
emotions—often used as tension relief after an erroneous play or in celebration of a victorious play.
Developers may also foster community engagement, potentially improving player receptiveness to
the tool, by using moderated fan art. However, such emojis may also be used in a toxic manner,
e.g., a sarcastic “gg” emote, suggesting the need for careful implementation and future work.
Third, it is possible that as toxicity is normalised [10], players are encouraged to ‘have a thick

skin’ and are ashamed for having negative emotional responses to toxicity. This is evidenced by
participant responses in both studies that identified using emotion-focused tools as ‘pathetic’,
‘weak’, or ‘cowardly’. Thus, some support tools may face challenges due to how players perceive
game communities. For example, Send A Message operates under the assumption that receiving
a message about their anti-social behaviour may prompt toxic players to reflect and self-correct.
Players using Send A Message may feel less assured about the tool’s capacity to prompt behavioural
change—especially as toxicity is widely regarded as unassailable in competitive game communities
[10]. There may even be concerns that receiving such a message may instead gratify toxic players,
thus encouraging or magnifying antisocial behaviour.
Fourth, we suggest that a general aversion to adopting support tools in game may be due to

larger social factors at play. The tendency to avoid using support systems despite their effectiveness
has been documented for years in mental health related literature [8, 67, 70]. This reluctance to
seek care may, in part, be due to the general stigma surrounding mental health and help-seeking
behaviours [3, 8]. For instance Affleck et al. [3] found that men underutilise mental health services
in comparison to women due to perceived social stigma associated with notions of masculinity (i.e.,
men must ‘tough it out’). As most of the playerbase within competitive multiplayer video games are
predominately male [58], members of the community may refuse support in order to look ‘tough’ in
front of their male counterparts, and to avoid being perceived as weak—displaying such weakness
may increase the likelihood of being targeted for toxicity. A systematic review by Radez et al. [67]
revealed four common barriers to seeking help for mental health problems among children and
adolescents—individual factors, social factors, perceptions of the client-professional relationship,
and systemic and structural barriers and facilitators—all of which may translate to competitive
online gaming environments as well. In online gaming communities, players may have limited
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individual knowledge of the resources and support networks available to them, as well as negative
pre-conceived notions of those who seek help. Additionally, social factors (e.g., social stigma
associated with seeking support) interact with individual factors (e.g., fear of embarrassment) to
influence perceptions of help-seeking behaviours. Players may also have a general distrust towards
professionals in the gaming industry (e.g., developers), and desire transparency in communication.
Lastly, structural barriers and facilitators may influence company action and decision-making. As
such, integrating support tools or providing solutions to sanitize toxicity within communities may
not be at the forefront of company priorities. However, one solution to remedy this problem may be
through reducing the stigma associated with seeking help and improving knowledge of available
support systems in both games and real-world contexts. In-game tools may be a suitable solution to
offer support for players that is not immediately visible to other players and therefore potentially
stigmatized.

6.3 Benefits for Women
Our findings suggest that the benefit provided by the support tools was higher for women than men.
That such support tools are more effective for women than men may be influenced by the fact that,
as a group, women experience higher exposure to toxicity (and especially gendered or sexualised
toxicity) [31, 47]—and feel less supported by gaming communities [9, 55]. For women, these tools
may represent a cathartic surrogate for absent community support in the face of increased and
targeted toxicity. Further, we understand that women are more likely to seek out therapeutic
interventions than men [3], as women are less constrained by the aforementioned social stigmas
of masculinity. This comparatively increased openness to therapeutic intervention may also be
reflected in the additional benefits our support tools provided to women, as female participants may
have been less influenced by negative preconceptions of such support (e.g., that they are ‘weak’ for
using them).
While we provide tools to support players in-game, it is also important to address broader

cultural issues within gaming communities and workplace environments. We know that women
[31], members of the 2SLGBTQ+ community [7], and players of colour [35], are disproportionately
the target of harassment in gaming. The recent lawsuits at Activision Blizzard [25] and Riot
Games [21] concerning gender discrimination and sexual harassment further perpetuates this
notion. If game companies are unable to evidence support of vulnerable populations under their
own employment, it follows that players may doubt their ability to support vulnerable populations
within their player communities. As such, it is important to address the effects of these structural
issues on the playerbase and gaming communities at large. We argue that prioritizing inclusivity
and support within all gaming contexts is a crucial step towards cleansing toxicity embedded
within broader social structures.

6.4 Integration of Tools in Games
Our results demonstrate variation in player preference for different types of tools, suggesting
that players may be more or less inclined to use (or benefit from) specific tools—for example,
despite the efficacy of Eyebleach Pictures, players that regard the tool as ‘infantilising’ may be more
resistant to its use. However, this should not be taken as an argument against specific methods,
but instead as evidence suggesting that a variety of tools should be made available to the player
base. An ideal approach would be the provision of a suite of tools that are integrated in the game
client. Potentially, there could be a multiple choice support system that offers a selection of tools
when players experience toxicity—or, alternatively, players may pre-select the tools available
to them in these events. However, we also argue that, based on the results of Study 2, player
skepticism of more emotion-focused tools—such as Eyebleach Pictures and Friendly Messages—is
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largely unfounded; as such, extra efforts towards promoting the use of emotion-focused tools may
be justified. Transparency around the efficacy of emotion-focused tools may encourage player
uptake, per player desire for transparency in reporting tools. Likewise, a trial period wherein
players have the full suite of support tools available to them prior to selecting their preferred tools
may also allow players to experiment with, and potentially note the benefits of, tools they may
have otherwise been resistant to.
Finally, effects for No Tool suggests that time is also an important factor in processing toxicity.

Without the intervention of a tool, players will experience decreases in stress and increases in
valence after the passing of time, implying that they have processed the negative event. Essentially,
a negative state after experiencing toxicity will rectify over time. However, it did not significantly
increase feelings of control. Compared to the other tools, its effects at providing support were
lower—indicating that any intervention is better than no intervention for supporting players after
a toxic event.

7 LIMITATIONS AND FUTUREWORK
We compared the effectiveness of the support tools for women and men, and while we conducted
an exploratory analysis of the effects for participants who reported non-binary or preferred not to
disclose gender, sample sizes precluded us from drawing meaningful conclusions. As a result, our
findings in regards to the gender effects are limited to women and men. We recommend future
work that explicitly investigates the effectiveness of such tools for more diverse populations of
players, including non-binary players, but also players of otherwise marginalized populations (e.g.,
players of colour [35, 36], and generally members of the 2SLGBTQ+ community [7]) who are also
disproportionately targeted by toxicity. It is possible that these players might also benefit more
from such support tools, given their increased exposure to and experience with toxicity.
We had participants interact with our tools after toxicity occurred and over a freeze frame of

the match video—in a real game, players may feel the tools are too disruptive for their gameplay,
potentially impacting their overall effectiveness at providing support. This is especially important
for esports and other competitive players, as toxicity support tools that are too disruptive will not
be used even if they are effective at supporting players. It is also unknown how effective these tools
would be in situations where toxicity persists during a long match, or occurs repeatedly over a
number of days—over time, these tools may not provide as much support as they do for the short
instances of toxicity we studied here. We also did not consider different levels or types of toxicity in
our studies. Future work should explore whether the level or type (e.g., sexism, racism) of toxicity
influences how players respond to different types of support tools.
Our findings are limited to the specific sample of participants. First, we used crowdsourcing

platforms for recruitment, which can provide valid results. However, findings should be replicated
in other samples. Second, we chose to recruit gamers for our studies because we aimed to evaluate
tools that benefit those who actively play multiplayer games. However, this means that findings
may not transfer to other players, such as those who have already left multiplayer games, e.g.,
because of their experiences with toxicity. Thus, future work is necessary to evaluate the tools
with other samples, including players who are less entrenched with current gaming culture and
communities.
Finally, our findings suggest that players have varied preferences for tools, highlighting the

potential of an in-game suite that offers access to multiple tools. At this stage, we have not designed
and evaluated such a multi-tool suite. We require more work on different design variants, including
aspects like effects of autonomy in choosing support mechanisms. Similarly, we also have not yet
studied when and how people have access to these tools, e.g., through automated methods that
detect toxicity or a button that is always present and offers support on-demand. Effects of such
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integration, such as potential harm through false positives or having a button as a ubiquitous
reminder of a toxic culture, are still unknown at this stage, warranting further research.

8 CONCLUSION
Toxicity remains a problem in online games with various negative ramifications, including harm for
those targeted by toxic behaviour. Existing approaches and tools have not solved the problem and
further do not immediately help the targets of toxicity who are left alone after exposure. Inspired by
approaches in other online and offline spaces, we proposed in-game support tools to support targets
of toxicity. We iteratively designed and evaluated multiple tools. Following insights from Study 1
that suggested the importance of feelings of control and positive emotions, we ultimately ended up
with four approaches along a emotion-focused/control-focused and internal/external design space
(Blocklist, Eyebleach Pictures, Friendly Messages, Send A Message). The evaluation of these tools in
Study 2 provided insights into their effectiveness. We found that feeling in control was important
for players who accordingly subjectively rated tools highly that provided such control (i.e., Blocklist
and common Report methods). Yet, despite being disliked by some, emotion-focused approaches
were also effective at providing support; the Eyebleach Pictures tool provided the highest benefits
on multiple measures. Further, we found that the tools’ effectiveness was higher for women—a
group of players disproportionately targeted by game-based toxicity. Generally, we found that
in-game support methods work. All four tools were effective, suggesting their value for inclusion
in games. Different preferences suggest that players may benefit from more variety in toxicity
support tools that both explicitly address toxicity and help players cope with it. To that end, these
tools—or others like them—may be part of the ongoing effort to combat the harmful effects of
in-game toxicity, leading to safer gaming spaces in which all players can receive the myriad benefits
of social gaming.
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