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Abstract

Socio-ecological systems (SES) are complex systems in which human society is deeply intertwined with the natural world. Fisheries, forestry, water and land use, national parks, all of these and more are examples of contexts in which human and natural elements are fused together to form a new, distinctly recognizable kind of system. Many of our most difficult contemporary problems arise in SES: overfishing, deforestation, damaging tourism, habitat destruction caused by urban and industrial developments, and, of course, climate change. The complexity of SES means that evidence-based policy isn’t always the best approach because the issues that arise in SES don’t typically have a single universally recognized solution. An alternative policy design process would include the participation of stakeholders and inputs from more scientific disciplines than just the quantitative ones.

Computational models are one of the most useful tools for policy makers, with agent-based modeling (ABM) standing out as particularly well suited to studying policy effects in SES. ABM is at its most useful when analytical solutions are either too complex to be computed or lead to an oversimplification of the system being modelled. It can integrate related, connected or interacting issues that would traditionally be treated separately by different disciplines of science, as well as processes that occur at different scales of time and space. And, especially relevant to the participatory policy design suited to SES governance, it can integrate stakeholder perspectives and integrate with stakeholders - to the extent that participatory modelling has become widely accepted in SES modelling.

However, ABM still struggles with a dearth of realistic social and decision models, which is particularly troublesome if ABM is to be included in the policy design process for governing systems in which the human component is crucial to the functioning and behavior of the system. If the models fail to capture it properly, the results will lack informative power or can be downright misleading. In such models, agents need to have a decision process that can operate with social norms and values, at least. Taken together, values and social norms form a particularly stable and consistent framework for the decision making processes of an agent, encompassing both motivations and preferred means of pursuing said motivations. Policy, as another kind of norm, fits in this framework as either supporting/reinforcing (when it promotes the values of an agent or works together with the social norms of an agent) or antagonistic/conflicting (when it goes against the values of an agent or conflicts with the social norms of an agent).

In this work, we present our agent architecture, built to account for human decision making in contexts where norms meet policy, while also remaining lightweight enough to be usable in ABM. As such, it provides explicit representations of the cognitive elements involved, and realistically replicates the normative deliberation process, while remaining scalable. We also present a modular implementation of the architecture, and a visual model builder that leverages the modularity of the implementation to allow for fast agent and simulation setup. Finally, we demonstrate the use of the architecture by simulating a number of scenarios derived from a real-world instance of fishing policy and its effects. The scenarios cover different assumptions...
about the reasoning and motivations of the agents (profit seeking goal-oriented, normative goal-oriented, value driven self-interested, value-driven community-oriented) and their response to the same policy being introduced during times of abundance or scarcity of resource.
Samenvatting

Sociaal-ecologische systemen (SES) zijn complexe systemen waarin de menselijke samenleving diep verweven is met de natuurlijke wereld. Visserij, bosbouw, water- en landgebruik, nationale parken, dit alles en nog veel meer zijn voorbeelden van context waarin menselijke en natuurlijke elementen worden versmolten tot een nieuw, duidelijk herkenbaar soort systeem. Veel van onze moeilijkste hedendaagse problemen doen zich voor in SES: overbevissing, ontbossing, schadelijk toerisme, vernietiging van leefgebieden veroorzaakt door stedelijke en industriële ontwikkelingen, en natuurlijk klimaatverandering. De complexiteit van SES betekent dat evidence-based beleid niet altijd de beste aanpak is, omdat de problemen die zich voordoen bij SES doorgaans niet één universeel erkende oplossing hebben. Een alternatief proces voor beleidsonderzoek zou de deelname van belanghebbenden en input van meer wetenschappelijke disciplines dan alleen de kwantitatieve disciplines omvatten.

Computationele modellen zijn een van de meest bruikbare instrumenten voor beleidsmakers, waarbij agent-based modeling (ABM) eruit springt als bijzonder geschikt voor het bestuderen van beleidseffecten in SES. ABM is het nuttigst wanneer analytische oplossingen ofwel te complex zijn om te worden berekend, ofwel leiden tot een te grote vereenvoudiging van het systeem dat wordt gemodelleerd. Het kan gerelateerde, samenhangende of op elkaar inwerkende kwesties integreren die traditioneel afzonderlijk door verschillende wetenschappelijke disciplines zouden worden behandeld, evenals processen die plaatsvinden op verschillende schalen van tijd en ruimte. En, vooral relevant voor het participatieve beleidsonderzoek dat geschikt is voor SES-governance, kan het de perspectieven van belanghebbenden integreren en met belanghebbenden integreren - in de mate dat participatieve modellering algemeen geaccepteerd is geworden in SES-modellering.

ABM worstelt echter nog steeds met een gebrek aan realistische sociale en beslissingsmodellen, wat vooral lastig is als ABM moet worden opgenomen in het beleidsonderwerpproces voor bestuurssystemen waarin de menselijke component cruciaal is voor het functioneren en het gedrag van het systeem. Als de modellen het niet goed kunnen vastleggen, missen de resultaten informatieve kracht of kunnen ze ronduit misleidend zijn. In dergelijke modellen moeten agenten een beslissingsproces hebben dat op zijn minst kan werken met sociale normen en waarden. Alles bij elkaar genomen vormen waarden en sociale normen een bijzonder stabiel en consistent kader voor de besluitvormingsprocessen van een agent, die zowel motivaties als voorkeursmiddelen omvat om die motivaties na te streven. Beleid, als een ander soort norm, past in dit kader als ofwel ondersteunend/versterkend (wanneer het de waarden van een agent bevordert of samenwerkt met de sociale normen van een agent) of antagonistisch/conflicterend (wanneer het indruist tegen de waarden van een agent of in strijd is met de sociale normen van een agent).

In dit werk presenteren we onze agentarchitectuur, gebouwd om rekening te houden met menselijke besluitvorming in contexten waar normen en beleid voldoen, terwijl het ook licht genoeg blijft om bruikbaar te zijn in ABM. Als zodanig biedt het expliciete representaties van
de betrokken cognitieve elementen en replicaert het op realistische wijze het normatieve deliberatieproces, terwijl het schaalbaar blijft. We presenteren ook een modulaire implementatie van de architectuur en een visuele modelbouwer die gebruikmaakt van de modulariteit van de implementatie om snelle agent- en simulatie-instellingen mogelijk te maken. Ten slotte demonstreren we het gebruik van de architectuur door een aantal scenario’s te simuleren die zijn afgeleid van een praktijkvoorbeeld van visserijbeleid en de effecten ervan. De scenario’s hebben betrekking op verschillende veronderstellingen over de redenering en motivaties van de agenten (winstzoeke doelgericht, normatief doelgericht, waardegedreven eigenbelang, waardegedreven gemeenschapsgericht) en hun reactie op hetzelfde beleid dat wordt geïntroduceerd in tijden van overvloed of schaarste aan middelen.
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Chapter 1

Introduction

I have yet to see any problem, however complicated, which, when looked at in the right way, did not become still more complicated.

Poul Anderson

One night, having fallen down an Internet hole, a pastime that I’m more fond of than I’m comfortable admitting, I ran across this title Psychics in Portland Are Helping Mainers Find Their Lost Weed about a company that uses psychics to help people find their lost weed. According to the source [17]:

The process is simple, if you’re over the age of 21 with ID, you visit the website and pick the product you lost along with your address and the psychic will consult with the weed spirits and find and deliver your lost weed to you for a fee!

I couldn’t resist digging the hole a little deeper, of course. At the time the article was written, possession of weed for recreational consumption was legal in Portland, but selling it was still limited [87], hence the finding and returning parts of the business model. A stellar, and hilarious, example of following the letter of the law.

However, given the long and unpleasant history of the war on drugs, this business should have a hard time existing. After all, it wouldn’t be very hard to prove no one was out looking for lost possessions, had law enforcement decided to pursue an investigation. Unless American police acquired an unshakeable belief in the existence and power of psychics while no one was looking, something else should be going on. As it turns out, Maine was on its way to fully legalize recreational weed by summer of 2020, but full implementation of the laws was delayed [87], so while legal norms were not yet fully in place, social norms were. This makes an investigation by law enforcement not worth the bother and the “psychics” of Portland can make a lucrative business while waiting for the law to catch up.

I found this to be a fairly straightforward and entertaining example of what can happen when social norms clash with legal norms. People can be quite creative when trying to achieve their
goals, and sometimes the law is just another obstacle to overcome. As a policy maker you can expect some people will try to break or bypass the law, and, thus, plan suitable counter-measures, such as additional enforcement and punishment or closing exploitable loopholes. But how can you know what kind of opposition will your laws face? And can you anticipate which strategies people will employ should they decide not to follow the law? Is there a way to anticipate weed-finding psychics?

Drug abuse is part of a class of problems known as wicked problems, where even the definition of the problem itself is difficult to formulate [115]. There are no definitive solutions, only repeated attempts at managing and mitigating the negative impacts. These problems are borne out the complexity of the systems that give rise to them, such as social, behavioral and institutional complexity. There are many reasons people choose to use drugs and it is not fully understood who among them, and under what conditions, will become addicted [57]. Addiction itself can have a range of effects on the individual and their social group, and their severity doesn’t always factor into the legal status of the addictive substance. Tobacco, for instance, is perfectly legal, despite causing severe health problems over time. One could argue that nobody becomes severely impaired if they suddenly lose access to cigarettes. However, alcohol addicts do become unable to function if they have to suddenly stop drinking, and alcohol withdrawal can be deadly. Nevertheless, alcohol is legal.

The treatment of drug users and drug providers by law enforcement and society at large can, again, determine the kinds of damage they cause to themselves and to others (see for instance [144]). An overly strict criminalizing of drug use, such as the infamous “war on drugs”, leads to disproportionate penalties for drug use, which can then prevent the offender from finding employment, harshly limiting their options for a productive life. It also pushes addicted users away from getting help, even medical help, and, in general, can hinder much needed medical treatment if said treatment involves medical versions of illegal drugs, with people either being turned away under the suspicion of drug-seeking behavior or being made to jump through administrative hoops in order to get their treatment approved. Social stigma associated with drug use cuts addicts away from what should be their social support network and can keep people from accepting medical treatment involving certain drugs in order to avoid being labeled as drug-users. Biases and prejudice in the legal system can focus anti-drug efforts on certain communities, while allowing others to operate with almost no oversight, giving rise to new forms of old problems. Such is the case of the current US opiate crisis, which started with the over-prescription of opiates for pain relief under the misleading marketing efforts of pharmaceutical companies ([135], [85]). Lawmakers eventually caught on and put a sudden stop to the flow of legal opiates, but took no steps to aid the massive number of existing addicts, who now faced the choice of going through an extremely difficult withdrawal or get their drugs elsewhere. Many chose to get their drugs on the street, giving rise to an unprecedented number of overdose deaths in communities who had barely had any drug issues before and were, thus, caught unprepared ([109], [145]).
1.1 Fisheries are wicked

It’s no wonder, in this snarled landscape of serious problems caused by drugs and overreaction by law enforcement, that the citizens of Portland had to – temporarily, one hopes – get their almost-legal weed from psychics.

Wicked problems aren’t always as obviously rich in human drama as drug abuse, but they can arguably get even more complicated. Fertile ground for wicked problems can reliably be found at the intersection between human activities and ecologic systems. One such problem, which is the case study for this thesis, is the human exploitation of ocean resources, particularly fishing.

1.1 Fisheries are wicked

On the surface, the main problem with fishing is over-exploitation of the resource leading to the depletion of fish stocks. It looks like an easy equation to balance: if there isn't enough fish to go around, fish less. Put up limits to how much people can fish and you solve the problem. However, fishing, like many other human activities, is deeply intertwined with culture and tradition. These forces exert a substantial pull on human behavior and fishers will try to maintain their way of life despite laws and regulations. For example, limiting the number of days they can be at sea tends to result in "Olympic fishing", with fishers engaging in a race to upgrade their vessels and gear to the point where they can end up fishing more in a limited season than they did in a whole year before the effort limitation rules got put in place [72].

Then we have to consider that fishers aren’t simply profit maximizing entities steering vessels onto the sea, but people embedded into communities, and in many cases vital components of these communities. For instance, Iceland instituted an individual transferable quota policy (ITQ), which solved their overfishing problem, but saw many of their small scale fishers leave the trade, putting some of their coastal communities in real danger of collapse [51]. Some of these fishers left because they couldn’t compete with the large fishing companies, which is to be expected, but the policy also made quota extremely valuable which lead to the younger generation selling their inherited quota in order to get a comfortable start in life in the big city. The same high price for quota also means a very high bar for entrance into the fishery, so even if other members of the community wanted to pick up the fishing mantle, they’d find it exceedingly difficult to do [28].

Iceland is also a good example of how fishing can become an issue in international politics. Fishing is deeply embedded in Icelandic culture, connected with independence, self-reliance and resilience [27]. It is also a considerable part of their economy, given that the island doesn’t offer much else in terms of natural resources [83]. These two factors lead to Iceland getting involved in international conflicts over fishing rights, dubbed the "cod wars" [78], and refusing to become a part of the European Union unless it could maintain full control over its waters [16].
Fisheries are an excellent example of the particular kind of complex system known a social-ecological system (SES). Designing policy is difficult at the best of times, but designing policy for sustainable SES is made even more difficult because of their nature. They are complex systems containing ecologic, social and economic components, which interact with each other in ways that are both complex and, often, irreducible. This compounded complexity, with both people and the resource behaving in complex ways, with an added layer of complexity coming from the interaction between them, is one of the fundamental characteristics of such systems.

In the case of fisheries, we have the fish, who are part of a vast ecosystem and their behavior within it is complex as a result of both other species and environmental conditions. Understanding the dynamics of fish stock is central to the development of fishing policy because any such policy must determine how much fish can be harvested without collapsing their populations, while at the same time ensuring a satisfactory economic return. There is a vast literature detailing many different approaches to estimating how much fish lives within a fishery’s area of exploitation and how much can be harvested sustainably (for examples, see [99], [88], [54], [73]). The literature also contains critiques and discussions of the current limitations of such assessment models, ranging from uncertainty due to insufficient data [42] to largely ignoring the human element [56] to how they’re used in policy decisions [71].

On top of this ecological intricacy and its accompanying difficulties when it comes to trying to figure out what’s really out there in the water, we have the fishers. It’s tempting to view them, on one hand, as another, disproportionately successful, predator of the fish and, on the other hand, as economic agents exploiting a valuable resource, but this doesn’t capture the whole picture. Depending on the methods and gear, fishing can be an extremely ecologically destructive activity, affecting species of no economic value by catching them alongside the target species [84]. In the worst cases, fishing affects the whole environment through the use of bottom trawlers which scrape the bottom of the ocean destroying everything in the targeted area [96]. This is far outside the capabilities and behavior of any predator in nature. As for being rational economic agents, while many fishers are indeed organized and operate as businesses, many others, as illustrated by our discussion of Icelandic fishing, have much more complex motivations than simple profit maximization (for examples, see [132], [77], [28]). For other fisheries, the motivations behind the behavior of fishers may be less understood [79].

1.2 Human behavior in models

When it comes to modelling people’s behavior in policy discourse, “overly simplistic” is the best way to describe the majority of approaches. Despite not being use as widely, there are a range of richer and more nuanced models of human behavior being theorized and developed [123]. *Homo economicus*, who hails from economics, is the quintessential “overly simplistic” model of human behavior: a perfectly rational being, purely self-interested, all-knowing with regards
to all relevant information (ranging from other agents to the probability of all possible events) who directs its behavior by solving specific optimization problems under specific constraints. One step close to humanity are models of “bounded rationality”, which allow that people are not optimization engines, their cognitive capacity is limited, and their thinking is often biased. Another step closer are models which recognize that people are inherently social and their behavior is tightly connected to and influenced by the behavior of others. The final step is recognizing that human behavior is not separated from the environmental context in which it occurs, rather it is fundamentally influenced by it and influences it in return in feedback loops that continuously require adaptation on both sides of the equation.

Using overly simplistic models of human behavior which assume rational and economically motivated agents can lead to a host of unintended effects on the communities being governed. For instance, privatizing fisheries can result in a host of transformations at the social level [97]. Fishing communities are not homogeneous, but comprise fishers who hold different values, beliefs and attitudes, which result in different behaviors, which can deviate in unforeseen ways from the expected economic rationality. Relations of power must also be considered because they can also impact the decisions and behaviors of community members. All these influences can result in detrimental changes in the structure of communities, up to rendering some unviable.

Despite the fact that this economic assumption of rationality is unsound [141] and more complex representations of human behavior are available, there continues to exist a strong preference for models of human decision making that are simple, less nuanced, and arguably less informative ([61], [124]), if the models even include people and their behavior at all. For instance, fisheries science prefers stock models and other resource focused research, and is much less concerned with research about the lives of fishers and fishing communities, a stance which is reflected quite starkly in their measuring of fisheries management by various versions of overfishing vs. maximum yield [73].

### 1.2.1 Agent based models

When studying SES we have to contend not only with the complexity of the ecological and the social components, but also with the complex interactions between and within them. In order to tackle this challenge, we need to use models to help us untangle these relationships, the effects they have and the ways these effects feedback and reshape both the system components and the relationships between them.

One of the most promising tools for tacking the complexity of SES are agent-based models (ABM) ([23], [48]). Unlike mathematical models, they can capture far more complexity, both in the type of system components and in the types of interactions between them, up to simulating whole societies, albeit simple ones, in silico [49].
However, ABMs are not without drawbacks. Among these, the biggest challenges are a lack of transparency and reusability, difficulties validating models, limited software, insufficient theoretical grounding, and limited models of human decision making [9]. Two of these challenges are of particular interest for this work: transparency and reusability, and models of human decision making.

Despite their potential, many ABMs tend towards simple models of human behavior, often rule- or utility-based with an assumption of rationality. Such ABMs offer limited insight into the behavior of the system they model, and, as any ABM, can even run the risk of being misleading, as some in the field have warned [44]. In many cases, using the simplest agents, built on the simplest assumptions, would likely result in rationally bounded utility maximizing agents or simple ad-hoc heuristics driven agents. These agents are driven by rules directly, rather than some higher order internal motivation [64].

While keeping the model as simple as possible works well enough in many cases, it has been criticized as under-exploitation of the possibilities afforded by the ABM approach, especially the generative aspect of it, and calls have been made for abandoning simplicity for more descriptive models which would allow the use of richer empirical data, including qualitative data [45]. Rationality assumptions are tempting not only because they simplify the process of modelling of human behavior, but also because they are applicable to a wide range of situations. However, this assumption makes it impossible to build social agents, who are influenced by their social ties, culture or social role [40].

To go beyond the limitations of such simple agents, models must employ more complex cognitive agents that are able to reason about their values, norms, goals, identities, roles etc. and modify their behavior accordingly [39]. Unsurprisingly, such an approach involves far more time and effort, and therefore normative agent architectures are far more prevalent in fields like multi-agent systems (MAS), where the focus is on developing agent cognition geared toward solving specific problems, than in ABM, where the focus is on the emergent behavior of the system and generative power [146]. Nevertheless, agents capable of normative deliberation are still desirable for at least some classes of ABMs. Among them, the interaction between norms and policy is of particular interest. Designing policy that modulates human behavior in some targeted way is often complicated by the fact that, usually, the population is already governed by a system of social norms and has its own culture and values [107]. If the new policy being implemented clashes with well-established norms and/or values, people may choose to ignore, skirt, exploit and find otherwise surprising and creative ways to not comply [100]. When they do comply, the side effects may still be surprising and undesirable [120], and what’s more, can vary wildly from one population to another [30], as is too often the case in fisheries policy.

Transparency and reusability are of particular importance to policy modelling for SES because of the characteristics of both ABMs and SES. The ability of ABM to represent a vast array of elements and dynamics can also make them hellishly complicated, with large numbers of parameters that can be tuned and many different types of agents interacting in numerous
ways. This can make it difficult to determine how the outputs of the model are generated, which negates any attempts at using the model to explain the modelled system and the effects of any policy being introduced. Compromises of simplification often also sacrifice the informative power of the models [48].

A lack of transparency also has implications for model replication and reusability. Without the ability to clearly determine the role and function of every piece of the model, attempts to replicate it will likely fail, and determining whether the model, or parts of it, can be used in a different context are far more likely to produce misleading results [46].

The complexity of SES compounds these issues. Not only are such systems composed of many different entities, these entities interact with one another in complex ways. When it comes to designing policy for governing such a system, the process may involve numerous stakeholders, each of them coming to the table with their own agenda and their own perspective of the SES. Furthermore, many of the concepts being considered in SES policy, such as "resilience" or "sustainability", are not very well defined ([34], [29]), and stakeholders may not immediately agree on their meaning in their particular context. Integrating all these perspectives and all the policy options being considered in the same model may not be feasible without resulting in a model so complex that its functioning and results become unintelligible. It may, therefore, be more advisable to build more than one model in order to address such problems [59]. Such models are likely to overlap, and a lack of reusability would not only increase the modelling effort considerably, but also make any comparison between the results of different models questionable.

1.3 The research questions

The goal of this research is to build an agent architecture that can be used in building agents for social simulations meant to study the effects of policies on SES. Such an architecture should account for human decision making in contexts where norms meet policy, while also remaining lightweight enough to be usable in ABMs. As such, it needs to provide explicit representations of the cognitive elements involved, and realistically replicate the normative deliberation process, and still remain scalable.

Building and implementing such an architecture is a challenging undertaking. Underlying concepts such as norms and values remain fuzzy concepts at best, despite – or maybe because – an abundance of exiting interpretations. This means we need to justify not only our choice to build our architecture on norms and values, but also our specific chosen interpretation of norms and values.
Furthermore, given the stated purpose of such an architecture, it is important to make the conceptual representation, as well as its implementation, as transparent as possible, and facilitate replication of all or parts of the models it is included in.

As a result, this research is divided into three main research questions:

**RQ1: What are the particular challenges SES pose to governance and what role do norms and values play in them?**

This is not a trivial question to answer, but it is fundamental for the development of any model aimed at studying the impact of policy on any complex adaptive system with a strong human component. The main difficulties arise from the fact that often the policy doesn't affect one homogeneous population with one targeted behavior, but rather many diverse groups with their own behavior sets. Furthermore, the same behavior is often connected to different norms and values, or the same norms and values express themselves in a range of different behaviors. We can observe behavior, but we can only learn about the norms and values involved if we talk to people, which is why stakeholder involvement and communication features prominently in answering this question.

As with many other matters relating to SES, answers can only be obtained on a case by case basis. However, guidelines exist about how to include research and discussions of norms and values in matters of policy compliance and design, as well as model design, and provide a good basis for investigation.

**RQ2: How to conceptualize norms, values and policy for use in social simulations?**

There are many answers to the question of conceptualizing norms as computational structures, and they all depend strongly on the goal they are developed for. These computational structures range from simple rules, to complex formal structures used in equally complex and formal reasoning processes for agents who are part of formal digital institutions or who assist in rule-rich fields such as legal systems [86]. Despite this richness, it is very difficult to find conceptualisations that work well with social simulations, either because they are too complex, not complex enough, or their structure doesn't mesh well with a reasoning process suitable to agents in a social simulation which includes the effects of policy [41].

In order to answer this question, we discuss existing normative architectures and approaches, and then explain and justify the choices we made for our own architecture, and how it is meant to be used.
1.3 The research questions

RQ3: Does our architecture make agents behave in a more realistic manner leading to more realistic simulation results and more useful insights?

What we mean here by “realistic behavior” is agent behavior that is consistent both with theoretical assumptions about human behavior and with observed behavior in the real life context being studied. As an example, *homo economicus* agents behave consistently with theoretical assumptions of rationality, but often not with observed behavior.

This question can be broken up into two parts: “does the architecture generate more realistic results” and “does the architecture let us determine where the results come from”. Our interest in the first part of the question is fairly self-evident: we always want our simulations to give us results that are as realistic as possible if we are to use it to learn anything about the system we model. The second part comes from the fact that, given the nature of the real-life systems being modeled, quantitative results may not be enough to understand the effects of a policy. It is equally important to understand how and why the results arise, and this cannot be achieved if the behavior of the agents is overly simplified or unrealistic, or lacks an explicit representation of the decision process and its relevant elements. Under such conditions, we’d be unable to trace back the reasoning behind the decisions of the agents in order to ascertain whether they arise in a plausible manner (from believable motivations, for instance). If we also consider that policy design for SES often includes a participatory stage involving diverse groups of stakeholders, it would be useful to be able to accommodate their input and feedback into model development.

To decide whether the behavior of the agents is more realistic when we use our architecture, we will base our scenarios on a case study, described in [89]. In 1990, Norway changed its fishing policy to limit fisheries expansion and relieve the pressure on recently collapsed cod stocks by introducing a quota system. While this new policy had the desired effect overall, it actually had some paradoxical effects on the small-scale fisheries, which ended up expanding their fishing effort, not only in size catches, but also in time spent at sea. Where before fishers were content to fish during the autumn or the spring season, or both, now they fish year round with unknown long term effects on the stock. The previous fishing policy amounted to open access fishing in the case of small scale fisheries. Fishers limited their activity based on social and economic constraints, with young fishers with larger debts fishing the most and then decreasing their activity over time as they paid back their debts, preferring to spend their time with their family or engaged in other activities. Fishers would upgrade their vessels, but their size and capabilities had little to no impact on their fishing effort. This is at odds with the assumption that the larger and more technically capable the boat, the larger the catch. It is also at odds with the economically rational assumption that fishers would try to maximize their profits. When the new quota policy was introduced, based on these erroneous assumptions about fishers behavior, small scale fishers became incentivized to fish more in order to meet their allotted quota or lose access to the fishery. And many were not happy about it.
We use this case study to build a number of different scenarios, using the architecture to capture different types of agent decision making. We run the scenario described in the case study with goal-driven agents, both economically rational and norm driven, and with value-driven agents, both community-oriented and self-interested. We introduce this distinction to illustrate the point that while norms might be enough to replicate certain behaviors, they are not enough to explain the full motivation of that behavior. By adding values, the generative power of the model is increased and with it, its explainability and, we hope, usefulness.

1.4 Limitations

This thesis deals with fuzzy concepts such as norms, for which don’t have a clear definition, but rather many interpretations [31]. It is difficult to provide clear cut formalizations in such cases, so the reader shouldn’t expect strict definitions or strong assertions concerning this subject, but rather discussions and interpretations. We do justify our chosen interpretations of the concepts, however these are also not very formal.

Part of this thesis is concerned with the role ABMs play in understanding SES policy and possibly serving in their governance. We are especially interested in their ability to include the perspectives of the different stakeholders and some implementation choices reflect our push towards a participatory modelling approach to developing these ABMs. However, due to time limitations, this aspect is only glanced over in this work, a thorough implementation and test of this approach being relegated to future work.

1.5 Thesis structure

The thesis is split into three major parts, each one seeking to answer one of the research questions.

The first part (chapters 2 and 3) deals with SES and their associated governance challenges and aims to offer a short overview of what makes them such fertile ground for wicked problems, as well as the modeling approaches being used to aid in understanding them. It sets up the context in which the first research question exists and illustrates the way in which norms, values and policy come to interact, as well the strategies used to identify and overcome possible conflicts or undesired side effects. This part is mostly aimed at those who want to model such a system and would like to have a starting point in their investigations.

The breakdown of this part is as follows:

Chapter 2 discusses the particular aspects of SES that make them so difficult to govern or even study, with an emphasis on fisheries, with the goal of showing that human behavior is an
integral part of these systems and cannot be studied or modelled separately. The emphasis is on the challenges these systems pose to their governing bodies, especially when it comes to involving diverse stakeholders, as well as some of the strategies used to engage them into the policy design process. We are mainly interested in those strategies meant to identify the norms and values of the stakeholders and the ways policy may interfere with them, and bring them to the forefront of policy design discussions.

Chapter 3 talks about the kinds of models used to study these systems, with a focus on the goals of the research and the degree to which they include social aspects present in the system. Special attention is given to ABM and its advantages in capturing both a complex system and the complex social components (especially norms and values) present in that system. We also discuss participatory approaches to ABM, with considerations to their suitability for participatory approaches to policy design.

Part two of this book makes the transition from real world elements and social concepts such as norms and values to computational structures. It contains only one chapter, Chapter 4, which presents a detailed description of the architecture, together with explanations and justifications for the choices made in our conceptualization of perceived world states, actions, goals, norms and values.

Part three of this thesis (chapters 5 and 6) describes our implementation of the architecture and its use as part of a model sandbox. It sets out to answer the third research question by presenting a number of different model scenarios of the same real life context, and their results. This part is aimed at those who want in depth look how we implemented this an architecture, with considerations for participatory development of models, and/or want examples of how to use it.

The breakdown of this part is as follows:

Chapter 5 shows how we achieved the highly modular implementation of our architecture and how that facilitates the ability to create a visual model builder.

The models in chapter 6 are specifically designed to illustrate how the same architecture can be used to show the differences in results and explainability between models which include norms, values, both or none.

Finally, chapter 7 contains our conclusions and plans for future work.
Part I

Socio-ecological systems and governance
Chapter 2

Humans and nature - system conceptualisations

2.1 Socio-ecological systems

Many of the most difficult issues of the current era occur at the intersection of human activity and the environment. Climate change, obviously, is one of the biggest contemporary concerns, spanning the entire globe and getting more severe with each passing year. At smaller scales, we run into issues like overfishing, deforestation, the destruction of whole ecosystems due to land use, soils being wiped out due to industrial agricultural practices etc. On the other side of the coin, indigenous populations and traditional communities are seeing their ways of life threatened by the degradation of their environment and sometimes even by well-intentioned efforts to restore the same environment.

Efforts to curtail or stop damaging activities often come with significant economic or social costs. For instance, if we want to reduce carbon dioxide emissions, we could close down all coal power plants, which would require large investments into alternative sources of energy. It would also mean that most coal mines would close, which would deal a significant economic blow to mining towns which rely on income from the mines for their continuing prosperity. Without the mines, these towns often fall into poverty, which brings with it a host of social ills such as crime, addiction, homelessness or discrimination, none of which have an easy solution. Another example is conservation efforts seeking to establish protected areas that overlap with territories traditionally belonging to indigenous peoples and traditional communities. Such efforts often end up effectively banning them from continuing to practice their way of life, which can, again, plunge them into poverty, or result in their displacement. Policies aiming to establish sustainable exploitation of certain resources, such as fish stocks, can also disproportionately impact traditional and indigenous communities, even when they are not the ones engaged in over-exploitation. Even those living in urban areas at a remove from the immediate consequences of environmental damage have learned that there is no such thing as a life outside of nature when the COVID-19 pandemic swept the whole world in spite of the measures taken to contain it.
These systems that are characterized by intertwined human and natural elements are called social-ecological systems (SES). This concept arises from the idea that there is no meaningful separation between human society and ecological environment, and the two components cannot be properly studied when isolated from each other. The many elements that comprise these systems interact with one another in complex ways such that the system wide effects of any one of them cannot be reliably predicted, if at all. According to [108], such complex adaptive systems are organized according to six principles, each of which gives us some clue as to the difficulties one might encounter when studying them. These six principles are as follows:

- **relational organisation**: the behavior of the system is more strongly determined by the interactions between its elements, than by the characteristics of the elements themselves. This means that traditional reductionist approaches which aim to break the system into its components, then study each one individually in order to arrive at insights about the whole will not actually provide us with the desired results.

- **adaptive capacity**: the system can change its behavior in response to changing conditions. These changes are path dependent, giving these systems "history" and "memory" which need to be taken into account when attempting to divine possible future trajectories of the system. Methods that attempt to forecast possible futures starting from current conditions only are not as successful.

- **non-linear interactions**: small/localized interactions within the system can can have unexpectedly large results, up to abrupt reorganisation of the system. This is especially important when it comes to intentional efforts to change some parts of the system, as is the case when implementing conservation policies. The best intentions can have unexpected catastrophic effects down the line, and the damage can be difficult and costly to repair.

- **no clear boundaries**: these systems are not, and cannot be, isolated from other systems they interact with or are part of. This makes it difficult to even clearly define what an SES is because it is not immediately obvious whether certain elements are part of the system or the broader environment. Under these conditions, choosing which elements to include in a study will largely depend on its aims, with the knowledge that there is no one true combination of system elements that will result in the best possible outcome for that study.

- **context dependence**: many of these systems have developed strategies and institutions that become active during certain contexts. On the ecological side, such strategies include, for example, biological adaptations for surviving recurring but unpredictable droughts, forest fires, floods or freezes. On the social side, we have institutions such as martial law, which become active in times of crises, or semi-nomadic ways of life in which the community will settle down during predictable weather patterns (which are conducive to practicing agriculture), but will shift to a nomadic lifestyle either by relocating periodically or in times of crises such as crop failures. Being unaware that the system under study functions differently under different contexts can significantly reduce the effectiveness of such efforts.
• **complex causality and emergence**: the relational nature of these systems leads to complex networks of causation, resulting in properties and behaviors that cannot be understood by studying the elements of such systems in isolation. This makes it nearly impossible to guarantee that any given intervention into these systems will have the desired results.

As a result of their interdisciplinary nature, SES are often studied using methods that go beyond the boundaries of any single scientific discipline, either as modified existing methodologies or combinations of existing methodologies. Such studies, especially those aimed at supporting policy design and implementation, also require the cooperation of researchers from multiple disciplines, as well as non-academic stakeholders with expert or local knowledge about various parts of the system.

Due to the plurality of perspectives and theoretical backgrounds of those involved in researching SES, there isn’t a single best approach to framing such systems. These frameworks differ in the way they conceptualize the elements and processes of the system, as well as the relationships and interactions between them. Which framework is more appropriate for a study depends on the aims of the research and the scientific background, knowledge and expertise of the participants. As such, the more fitting framework is the one which points out the elements most relevant to the research questions, such as system elements, processes, dynamics, relationships, interactions or variables. For a summary of SES frameworks, see [18]

### 2.2 SES framework

One framework that is particularly relevant to this work is the social-ecological action-situation framework (SE-AS) [125], which expands Ostrom’s SES framework (2.1) [98] developed for analysing common pool resource management problems, with a focus on institutions and resilience. Ostrom’s framework introduces the action situation as characterised by the participating entities and all the elements that define their interaction, including rules, social and spatial elements etc. It then endeavors to identify social action situations within the common pool resource system, and collect and organise relevant variables that could plausibly influence the trajectory of the system, with the aims of guiding data collection and analysis, as well as creating a shared vocabulary that would make it easier to compare different case studies.

The SE-AS framework (2.2) expands on this by introducing socio-ecological and ecological action situations in addition to Ostrom’s social action situations. In this way, the framework allows us to capture and describe interactions between only ecological, only social, and between both ecological and social entities of the system. Multiple action-situations can influence one another through their outcomes and thus give rise to the complex interlinked social-ecological phenomena characteristic of SES. This approach emphasises the relational nature of SES by pointing the focus at the connections between different system elements and on the effects
that travel along these connections, effects which can affect both system elements and system rules.

The emphasis on interactions and rippling effects is especially interesting in the context of introducing policy into a SES. Policies aim to change the way social entities interact with other social entities, or with ecological entities. However, the action situations containing the affected entities are not isolated, but affect other action situations containing other entities, which may have been considered unrelated during the policy design phase. Under this new influence, the entities might change, changing the way they interact. Or vice-versa: the rules change and therefore the entities change. Regardless of the mechanism, the output of these action-situations will travel further into the system, affecting new action situations, changing them in turn.
Fig. 2.2: SE-AS framework, from [124]
2.3 Challenges in SES governance

Through the lens of the SE-AS framework, it is easy to see why designing policy for SES can be an undertaking with very uncertain results, especially in cases where the system is only partially understood. Without a full understanding of the system, and the data to describe its current and past states, there’s no telling where the ripples from a newly introduced policy might propagate, how far, and whether they’ll eventually make their way back to the action situation that was targeted in the first place, continuing to introduce new unforeseen disturbances.

All this to say that governing SES is no mean feat. The fuzzy boundaries and the pervasive uncertainty of intervention outcomes or future system trajectories in general are enough to worry any policy-maker. However, the level and nature of the complexity present in SES and SES research present a particular kind of problem to policy-makers: the problem of too much data. Because such systems cannot be easily simplified and cannot be broken into smaller, easier to study components, they cannot be studied using traditional reductionist approaches. Unlike in the physics model of scientific inquiry (fig 2.3, adapted from [119]), there is no clear path from observation to experiment to theory. The system cannot even be clearly defined due to its fuzzy boundaries and open nature, not to mention that it can also change shape depending on the perspectives of the investigators and the goal of their research.

2.3.1 Too many answers

This creates a problem for policymakers because, as stated in [119], science and policy have fundamentally different goals. Science aims to gain knowledge and insights into the larger world, and goes about it by using the scientific method: observe, hypothesise, experiment, validate, refute, theorize. Achieving scientific consensus on an issue as complex and multifaceted as "how to manage SES" is impossible as long as research efforts barely agree on which methodologies are suitable and how to choose the most relevant ones in any given SES context. Scientists may agree that overfishing needs to stop and sustainable fishing practices introduced into fisheries around the world, but there’s far less agreement on which practices to introduce where, and how to introduce them.

On the other hand, policy, at least democratic policy, is about reaching a consensus so that action can be taken. This consensus is achieved not through the scientific method, but through debate over competing interests, goals and values. Scientific findings, data and knowledge are brought in to support the arguments of one position or another, but they are not always enough to sway the final result. This is an especially prevalent issue when it comes to policy that targets SES because, in this case, science cannot give policymakers unassailable answers. SES are too complex, unpredictable, and multifaceted for any one single all-encompassing solution. They can, however, easily accommodate partial solutions whose effects on the larger
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Fig. 2.3: "Physics" model, from [119]
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System are uncertain or outright unknowable. Solutions which aim to redress economic ills may have adverse social or ecological effects. Solutions which would maintain a sustainable level of resource exploitation may carry steep economic costs or affect certain communities and peoples disproportionately. Solutions meant to address social ills such as poverty could result in the over-exploitation of local resources, solving the problem in the short term, but exacerbating it in the long term.

For example, individual transferable quotas (ITQ) are a contentious subject in a number of fisheries around the world [30]. Iceland started gradually implementing this policy in the 1980s and it became a success story, according to some [10]. The problem of overfishing was declared solved, profits soared, the quality of the catch improved. However, these are only some of the metrics that can be applied in an SES such as Icelandic fisheries, and others argue that ITQs are not without a significant downside ([102], [15]). For Icelanders, fishing isn’t just an economic activity, it is embedded in their culture as a symbol of independence and self-reliance. The ability to control their fishing grounds is important enough that Iceland declined to become an EU member in 2015 because, among other reasons, they could not obtain sole exploitation and management rights over their exclusive economic zone (EEZ). Iceland also entered a series of conflicts known as the “cod wars” with the United Kingdom over the size of its EEZ, and won every time. One of these conflicts involved the shelling and subsequent capture of a UK trawler by an Icelandic gunboat. Iceland even threatened to close the NATO base at Keflavik, which would have severely impaired NATO’s ability to control the Atlantic Ocean ([16], [78]).

All this to say that Icelanders take fishing very seriously, beyond mere economic concerns. As such, even when ITQs have been successful by economic and sustainability metrics, they have had significant impact on Icelandic fishing communities that have historically relied on fishing as a way of life, without much concern for profits or economic efficiency. ITQs, however, are a market-based approach where fishers thrive when they are able to use economies of scale or, at least, manage fishing activities as a business first and foremost. Because of this, larger fishing companies and business savvy small-scale fishers have outcompeted the more traditionally inclined fishers, eliminating them from the fisheries - a process referred to as quota consolidation ([4], [47]). At the same time, quota is a highly valuable asset that younger generations prefer to sell (upon inheriting it) and use the money to move away from the small coastal communities. This leads to communities losing their fishing rights, and thus their source of income. Fish processing plants which depend on the fish from these communities, have to close, dealing another economic blow. Many Icelanders are not satisfied with this outcome and demand the current ITQ system be replaced with another that would be as sustainable, but more equitable ([28], [11], [81], [52]).

I use this example in part because I am familiar with it, having lived and worked in Iceland for the duration of the SAF21 project which funded this work, and in part to illustrate that even apparent “success stories” may have a less successful side. Iceland’s situation regarding its ITQ policy is by no means unique as this type of policy seems to succeed in curbing the over-exploitation of stocks and over-capitalization of fisheries, but often fails with regards to social and governance
outcomes such as equitable allocation of fishing rights, preventing power imbalances or quota accumulation, or maintaining social norms and cultural practices [76], [55], [91], [103]).

It is not trivial to balance between desired outcomes across the whole SES, and science can offer reasonable courses of action which can be used to shore up competing political viewpoints. Thus, policy decision won’t be reached by pitting science against science, but by pitting values against opposing values.

2.3.2 The wrong answers

Of course, sometimes science is simply misused. In the case of SES, this can arise from the fact that researchers and decision-makers alike are not entirely aware of how the system they’re trying to study and govern actually works. This leads to the wrong assumptions being used as the starting point for studies, to data and results being misinterpreted, to using oversimplified models, or even the wrong models.

Acheson [2] synthesises the many ways different governance schemes fail at effectively managing resources and concludes that there exists no universal approach to managing these resources. Instead, institutions need to be designed on a case by case basis, taking into account not only the type of resource, but the rich, complex context surrounding each instance of exploitation, including the behaviour, beliefs and preferences of the people involved. Using science to solve a policy related problem or to reach a policy related goal within an SES that is poorly understood is not only ineffectual, it can cause significant harm ([3]). This can happen either because the scientific methods used are poorly suited to the task (for instance, using a rational economic decision model when studying traditional communities, who are also strongly motivated by social norms or cultural practices), or because the information necessary is scarce, oversimplified or simply subject to a high degree of uncertainty.

Scarce and oversimplified information more often concerns the social side of the system, resulting in policies that may be sound on paper, but conflict with established social institutions, or introduce perverse incentives ([3]) resulting in outcomes that are far from the ones aimed for. For instance, fishery policy must rely on stock assessments, but they are notoriously difficult to measure. There is significant uncertainty when it comes to estimating how various factors, such as human exploitation, water temperature or various kinds of pollution, will affect stock dynamics. Sometimes it’s difficult to even reliably distinguish the relevant factors in the first place [1].

Moreover, we shouldn’t discount the hold ideology can have on both governing and scientific bodies, or the far reaching effects of policy designed and implemented with ideological blinkers on. For an analysis of some of the more egregious historical examples, read Seeing like a state [130]. Grand Utopian visions combined with misplaced confidence in oversimplified models of both human behavior and ecological systems have resulted in everything from failed attempts at
farming forests and modernizing tropical agriculture, to failed cities, to immense human tragedy in the wake of forced collectivisation and mass relocation, all in the name of modernizing and improving society.

Such entrenched or unquestioned world views of the various participants in policy design can, sometimes inadvertently, sometimes by design, give disproportionate influence over the process to certain groups, rather than making sure all parties involved contribute according to their strengths. The results are rarely desirable [112]. Furthermore, these world views often shut out knowledge that doesn’t comfortably fit [113]. This can be as simple as treating men as the standard human being and ignoring the ways in which women differ, resulting in policies, practices and technology that don’t work as well for women as they do for men [105]. When this blind spot results in cell phones that are slightly too big for a woman’s hand making them awkward to use, it’s mostly an annoyance. When it results in running medical trials only on men or designing safety regulations only around the physiology of men, the consequences can be tragic [140]. Or it can be as significant as considering an economic system based on continuous growth the only one worth perpetuating, even when the goal is preserving finite, possibly non-renewable, resources [70].

2.3.3 Noncompliance and unintended effects

Yet another way policy can fail is through noncompliance. It is one of the more difficult elements to measure, because people are not usually eager to admit to breaking the law. Noncompliance is an issue for policy in any context, but it can be particularly difficult to understand and correct in the case of SES because their complexity make it challenging to track the problem to its roots. The applies to unintended effects, as well.

The problem of non-compliance has been widely studied and a number of frameworks exist to facilitate research and analysis [100]. These can be divided into actor-based, which emphasise people’s motivation to not comply, and opportunity-based, which emphasise the role of the environment in people’s decision to not comply.

Since we are aiming to develop agent-based models to aid in the policy design process for SES, we are more strongly interested in frameworks that center individual motivation as the source of non-compliance. These are the deterrence model [13], the compliance framework [111], and the theory of planned behavior [5]. The deterrence model assumes individuals are rational actors who will compare the benefits of breaking the law against the probability of getting caught and the severity of the punishment. The compliance framework assumes people comply more readily if the law fits in with their already existing norms and if they consider the legislative authority to be legitimate. The theory of planned behavior uses attitudes towards the non-compliant behavior, social norms associated with the same, and the difficulty of performing the behavior to predict whether someone is likely to be non-compliant.
When it comes to SES, one of the recurrent sources of non-compliance is the perceived mismatch between the motivations and methods of the governing authority and the motivations and methods of the governed communities. A failure to understand how and why people live a certain way can result in long strings of failures to implement successful policy ([67] [92]). These issues can be magnified if the people being governed are excluded from the policy design process [120]. Perhaps not surprising, people are more likely to comply when they feel like they can influence the policy design process and tailor regulations close to their socio-cultural preferences [65], so a participatory and empowering management regime can prove to be a more effective alternative to centralized authority [7].

However, opportunity-based frameworks of non-compliance are also highly relevant to SES, even if they fall outside the scope of our immediate interest. These frameworks represent non-compliant behavior as highly context-dependent [22], and in SES contexts, both environmental and social, can change in ways that are unexpected and unaccounted for.

### 2.3.4 Is evidence enough?

Evidence-based policy would appear to be the most rational way to govern, but the approach has found itself the target of criticism, especially when it comes to managing complex system like SES. The two main issues with applying evidence policy to SES problems are twofold. The first is that evidence-based policy works best when the evidence points to a clear solution (as is the case in many issues related to health care, for instance, although medicine is known for harboring some very thorny ethical issues of its own), and that is not necessarily the case when it comes to SES issues [66]. In a SES, any solution is always a solution “for some” [53], and any hopes that more data and more technology would somehow result in a solution “for all” are more likely than not to be misguided at best [95]. To further complicate matters, SES are large enough and complex enough that different sides of an issue can find evidence to shore up their own case (sometimes opposing sides can even use the same evidence [75]) and contest opposing cases [142]. So if scientific evidence cannot be the final arbiter, who can?

The second criticism is that scientific inquiry, especially scientific inquiry initiated at the request of policy makers, is not devoid of bias [136], which often manifests in oversimplification of key dynamics in the system (*homo economicus* springs to mind) or in the exclusion of other relevant perspectives [118], which are often dismissed as "uncomfortable knowledge" when they can’t easily be made to fit into the dominating paradigm [113]. This is an especially relevant criticism given that many SES problems and their proposed solutions have the potential (accidentally or by design) to cause deep, far-reaching and long-lasting changes in the properties and functioning of the system. These changes can easily cause imbalances of power, injustice and unethical practices, which either undermine the goal of the policies or lead to new complex problems [20].
To overcome these limitations, the policy design process should become more open and include the input and participation of more disciplines of science, rely on more than quantitative methods, and include more nuanced models of people, not simply as rational actors, but as beings with social norms and values [32, 118]. At the same time, the process should be aware of the scientific biases that can hide in different disciplines and make space for effective knowledge co-production strategies [147]. Furthermore, it should involve and empower a larger diversity of stakeholders to bring their own perspectives and participate effectively in the policy design process [104, 118]. This would shift the process from the physics inspired on from figure 2.3 to one more suited to the management of complex systems such as SES in figure 2.4.
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Fig. 2.4: "Geologic" model of policy, adapted from [119]

### 2.4 Conclusion

In this chapter we touched on what SES are and why they are difficult to govern. SES are complex system in which human society is deeply intertwined with the natural world. Fisheries,
forestry, water and land use, national parks, all of these and more are examples of contexts in which human and natural elements are fused together to form a new, distinctly recognizable kind of system. They are not merely complicated, but irreducible. We cannot separate the human component from the ecological component to study them separately and expect to understand all the dynamics that might be relevant to whatever question we’re asking or problem we’re attempting to solve. Not only that, but they are also vast, open and their boundaries are fuzzy. The many elements that make up an SES are all connected in a web on interactions, cause and effect, and feedbacks. Where one web ends and another web begins is not really a thing anyone can determine with any certainty.

All this makes governing SES a challenging problem, that is nevertheless of utmost importance. Many of our most difficult contemporary problems arise in SES: overfishing, deforestation, damaging tourism, habitat destruction caused by urban and industrial developments, and, of course, climate change. We sometimes tend to focus on the ecological damage inflicted on these systems, but, in SES, ecological deterioration always entails social deterioration. Damaged ecologies harm the communities that depend on them for continued survival. At the same time, ill-advised policy can bring about social and economic changes that damage the environment, or can harm communities in an attempt to preserve the environment.

The complexity of SES means that evidence-based policy isn’t always the best approach, for two main reasons. First, evidence-based policy works best when the problem it’s trying to solve has a clear solution, which is rarely the case in SES. Second, scientific inquiry, especially when conducted at the behest of policy-makers, is not without bias. This means that, when it comes to devising policy for SES, it’s more likely than not that policy makers will have to choose from multiple solutions proposed and backed by different stakeholders, each with their own agenda and priorities, and none of these solutions will lack support from scientific data and arguments.

Therefore, if evidence alone can’t point to a winning solution, policy makers must turn to values, theirs and their stakeholders’. An alternative policy design process would include the participation of stakeholders and inputs from more scientific disciplines and rely on more methods than strongly quantitative ones. Such a process could ensure that different scientific disciplines cover one another’s blind spots and correct one another’s biases (most notably, overly simplified models of human behavior), while multiple stakeholder perspectives would ensure relevant local knowledge is brought to the table for consideration, and no single party gets free reign to impose their values, perspective and preferred approach on everyone else unchallenged.

Computational models are one of the most useful tools for policy makers, so they would undoubtedly be a part of this participatory policy design process as well. In the next chapter, we’ll have a look at what kinds of models can capture the complexity of SES without resorting to overly simplistic conceptions of human behavior, and can also be a good match for a participatory approach.
Chapter 3

SES and agent based models

In the previous chapter we discussed the characteristics of SES and why they make policy design so challenging. One of the methods used to mitigate complexity that outstrips the unaided human ability to understand the dynamics of a system, to anticipate the effects of an intervention or to ascertain risks and uncertainties is modelling. Computational models have been around long enough that they now permeate any number of scientific disciplines, from physics to biology to economy to sociology, and display much variety of methodology, applications and purposes [24]. Computational models are used for prediction or forecasting, explanations and exploration of scenarios, understanding theory, illustration and visualisation and as analogies.

3.1 Agent based models in socio-ecological systems

Given the complexity of SES nothing short of multi- and trans-disciplinary research approaches can serve in their study. As such, there is a plethora of modelling options available to researchers, each with their usage context, and their own strengths and weaknesses. Among these, ABM has established itself as one of the more powerful tools available to researchers, especially in participatory settings.

ABM is at its most useful when analytical solutions are either too complex to be computed or lead to an oversimplification of the system being modelled. We want to use agents when the system displays a high degree of localization and distribution, it’s important to capture the heterogeneity of individuals in a system and make the interactions between them visible [137]. Since SES often contain distinct groups of people, with their own interests, tightly interconnected among themselves and with an ecosystem, which itself operates at different spatial and temporal scales, it is not difficult to see why ABM would prove itself suitable.

To go into more detail, ABM has the capacity to integrate multiple dimensions involved in the policy design process [80]. It can integrate related, connected or interacting elements that would
traditionally be treated separately by separate disciplines such as economy, sociology, ethnography or ecology, and in doing so it can integrate insights from all these disciplines, as well as connect models that address different process of interest from these disciplines, such as networks of kinship and influence, markets and ecosystem dynamics. It can also integrate processes that occur at different scales of time and space, which is important because the issues of interest, as well as the underlying dynamics and process that give rise to them, are guaranteed to operate on multiple scales in systems as vast as SES. And finally, but of no less importance, it can integrate stakeholder perspectives and integrate with stakeholders - to the point where participatory modelling has become widely accepted in SES modelling [134]. All of this makes ABM particularly well-suited for use as support in participatory policy processes such as those we touched on in the previous chapter and are described in figure 3.1.
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The last part of the previous chapter briefly touched on the subject of participatory policy design, a process that includes stakeholders in the design and decision making process in order to bring together multiple points of view and a larger breadth of local knowledge with the hopes that the resulting policy would do a better job in serving more values than just those of the
governing authorities. This doesn’t mean science and its methods have no place at the table, just that it needs to make space for other perspectives (and we mustn’t forget that science is not unbiased in the first place [66]). This opens the door for modelling approaches that also allow stakeholder participation and ABM has been quite successful in this regard [134].

### 3.1.1 The drawbacks of ABM

So far we’ve mentioned some of the strengths of ABM that are relevant in the context of modelling policy for SES. However, ABM is not without its drawbacks. The modeller’s dilemma - deciding what aspects of the system to include in a model and at what level of simplification in order to make the model informative, while ensuring it doesn’t become so complex that it is no longer understandable - can be an even more difficult proposition when it comes to modelling policy for SES [126]. These systems are complex enough and ABM is flexible and encompassing enough that it is very easy to either oversimplify or overcomplicate a model, rendering it uninformative either because it leaves out key elements and dynamics, or because it’s too complicated to confidently interpret the results. On top of this, there is always a risk that the purpose of the model will be misunderstood and the model used for purposes it was never intended for [6, 43]. In the context of policy for SES, this distinct pitfall can be particularly easy to fall into since policy makers tend to expect predictive models [6], while most ABM for SES are built for the primary purpose of understanding the system [134].

Another issue of ABM that is of particular importance when it comes to supporting the policy process is that the field suffers from a not inconsiderable replication problem [19], which makes it difficult to reuse and compare models. This is partly due to the fact that modelling teams do not often stay together for more than one project and, thus, modellers have little incentive to develop reusable implementations of their models. It is far more convenient to build one-use models, publish, and move on to the next project. This leads to a proliferation of models that address very specific contexts, but have little to contribute to the larger issues when taken together [101, 116].

Compounding this issue is the fact that ABM documentation is not as ingrained a practice as it should be, nor does it guarantee the model will be properly replicated, despite the existence of a shared documentation protocol [62] that has been repeatedly updated over the years in order to cover more and more model elements and dynamics. Even small differences in how a model is built and implemented can change the results to a significant degree [93], and hidden assumptions that are not made explicit in the documentation can undermine the whole effort [118].
3.1.2 The (underutilized) social elements in ABM

For all its power, the ABM approach in SES has been criticised for its underdeveloped social element [134, 123] (although, to be fair, the same criticism is sometimes aimed at SES research in general [117]). This might come as a surprise to people familiar with the considerable diversity of human decision making processes represented in ABM used in SES and other conceptualizations of coupled human and natural systems [8]. However, this criticism does not concern a lack of variety, but rather one of complexity and nuance. In particular, two social elements stand out as promoters of social behaviors: norms and values [41]. They are considered of interest, among others, for postnormal conservation science [32], for assessing the popularity of proposed policy ([36, 138, 121], for example), for overcoming some of the limitations of evidence-based policy [118], or for framing and conceptualizing stakeholders’ perspectives and lived experiences [133, 92, 139, 60].

3.1.2.1 Values

Values are commonly understood as principles or ideas that are important to people and that are stable over most of the course of someone’s life [129], which is exactly as fuzzy a definition as it sounds. As a consequence, there are a number of conceptualizations of values that can be used in SES research and modelling [139]. Among these, we have:

- Universal values [128]: this research showed that all human values across cultures can be classified under these categories: power, achievement, hedonism, stimulation, self-direction, universalism, benevolence, tradition, conformity, security. Furthermore, these categories are related to one another, represented by placing the values in a circle (see figure 3.2). Neighboring values reinforce each other (promoting one promotes the other), while opposing values attack each other (promoting one weakens the other).
- Intrinsic values [90], which include life, health, truth, pleasure, beauty, freedom, power etc.
- Lived values [60], which include health, safety, belongingness, esteem and self-actualization
- Noneconomic/invisible losses [131], which include invisible losses (identity, life style, culture, knowledge etc.), intrinsic values (biodiversity, health, dignity etc.) and instrumental values (productive land, education, tradition, social bonds, sense of place etc.)

When it comes to the natural world, the relationship between people and nature can be classified based on the values associated with it [94], which in turn determine the goals and practices connecting the human and ecological elements:

- Detachment: society separate from nature, preference for urban spaces
- Dominion: society separate from nature, preference for human control
- Devotion: society not separate from nature, nature is perceived as sacred
3.1 Agent based models in socio-ecological systems

Using just this classification as an example, we can already see that the dynamics arising at the intersection of the natural and the human are diverse and span the range from mutually supportive to antagonistic. Models that include ways of representing just this aspect of human values would already gain considerably in expressivity and explanatory power.
3.1.2.2 Social norms

Social norms are another social concept that shows up often in SES and policy literature, and would allow models to capture very relevant human behaviors and decision processes. It is, unfortunately, just as fuzzy a concept as values, with multiple coexisting interpretations of what they are, what they do and what purpose they serve [31]. However, they all share a common thread, which is that social norms are collectively agreed upon behaviors and goals that are considered proper and/or expected in certain contexts. We are also interested in social norm conceptualizations that connect them explicitly to values, in particular Schwartz’s interpretation in which norms promote values in specific contexts [127].

Taken together, values and social norms form a particularly stable and consistent framework for the decision making processes of an agent, encompassing both motivations and preferred means of pursuing said motivations. Stability over time is essential because much of SES management deals with time intervals of years and decades. The less the decision machinery of any one agent changes during that window, the more confidence we can have in the model. In particular, Schwartz values [128] and their associated norms [127] can span the gap from abstract to concrete by definition, allowing modelers to strike the right balance, on a case by case basis, between too general and too specific without getting lost in details or losing model specificity. Policy, as another kind of norm, fits in this framework as either supporting/reinforcing (when it promotes the values of an agent or works together with the social norms of an agent) or antagonistic/conflicting (when it goes against the values of an agent or conflicts with and the social norms of an agent).

3.1.3 Norms and values in agent models

Since they are wonderfully useful concepts, norms and values have not been ignored by the modelling community. Norms in particular have been included in quite a few agent architectures, sometimes together with policy, with different representations, effects on behavior and circumstances under which an agent can choose to break a norm [86]. Among these, three architectures stand out in particular [12]:

- **Deliberative Normative Agents** [26, 37]: norms are too complex to be represented as implicit constraints on behavior and instead need an explicit representation for agents to reason with, and be able to break as desired.

- **The EMIL-A architecture** [25]: it allows agents to learn about norms in their society, internalize norms and use them in their decision processes. In addition to norms, agents can have normative knowledge, normative goals and normative intentions.
3.2 Conclusion

- The NoA agent architecture [82]: the definition of norms is broader than in the other architectures, allowing for obligations, prohibitions, legal powers, immunities etc. Agents have normative states that they use to determine their behavior. Norms are activated in context.

Despite the numerous kinds of normative agent architecture available for agent models, many of them are rather abstract and more focused on their chosen conceptualization of norms than on agent behavior overall. This is not necessarily surprising, since most of them come from MAS, where their main concern is using agents to solve specific problems rather than simulating societies of agents under environmental, social, economic or political influences [146]. Unfortunately, this means that they are not necessarily well suited to social simulation.

Agents with values are more equitably represented in both MAS and ABM, but value architectures are not as numerous as normative architectures. Notably, values are used to determine an agent’s preference over world states, which in turn determines its behavior [143], or values are used to directly determine an agent’s preference over behavior [68]. Both of these use Schwartz values [128] for their solid empirical foundation and underlying circular structure (see figure 3.2). However, they are used for entirely different purposes. The value architecture in [143] is used to construct arguments for why a course of action is preferable to another, while the agent architecture in [68] is used to construct agents for social simulations of fishery management. The later is also expanded to include norms and is used to look at their life cycle under the influence of values [69].

3.2 Conclusion

The previous chapter explained why studying and governing SES is challenging, if not outright daunting. The current chapter argued why ABM are uniquely well suited to help. ABM is at its most useful when analytical solutions are either too complex to be computed or lead to an oversimplification of the system being modelled. It can integrate related, connected or interacting elements that would traditionally be treated separately by different disciplines of science, as well as processes that occur at different scales of time and space. And, especially relevant to the participatory policy design suited to SES governance, it can integrate stakeholder perspectives and integrate with stakeholders - to the extent that participatory modelling has become widely accepted in SES modelling.

Despite all these advantage, the field still struggles with some appreciable deficits, such as issues reproducing, comparing and reusing models or parts of models, and while there is progress being made with regards to the inclusion of nuanced social elements and decision processes, there is certainly room for improvement. The dearth of realistic social and decision models is particularly troublesome if ABM is to be included in the policy design process for governing systems in which the human component is crucial to the functioning and behavior
of the system. If the models fail to capture it properly, the results will lack informative power or can be downright misleading.

In matters of experimenting with policy alternatives in particular, agents need to have a decision process that can operate with social norms and values, at least. Values describe what kind of world states the agents prefer, and are extremely stable over time. Social norms are collectively agreed upon behaviors and goals that are considered proper and/or expected in certain contexts. Taken together, values and social norms form a particularly stable and consistent framework for the decision making processes of an agent, encompassing both motivations and preferred means of pursuing said motivations. Policy, as another kind of norm, fits in this framework as either supporting/reinforcing (when it promotes the values of an agent or works together with the social norms of an agent) or antagonistic/conflicting (when it goes against the values of an agent or conflicts with and the social norms of an agent).

In the next three chapters, we’ll describe the conceptualization and implementation of our own normative value-driven agent architecture for use in social simulations of policy effects in SES. Our goal is for our architecture to exhibit a few desirable traits, which would not, by themselves, solve all the issues mentioned, but aim to support more realistic models, which would, hopefully, be more informative to stakeholders and policy makers alike. These traits are as follows:

• Explicit and flexible representation of norms, values, and any other cognitive or social component of the agent’s decision making processes: this maintains model transparency and explainability, makes it possible to easily track the decision process from motivation to behavior, keeps the implementation modular, and therefore more scalable in terms of complexity

• Sandbox approach as support for multiple related models as part of the same project: since we aim for significant modularity of the model and agent architecture, cognitive elements such as norms, values, goals or actions, and their associated decision processes can be reused in multiple models with minimal additional effort

• Support for reusability, comparison and reproducibility of models and model elements: this should already be accounted for within a project sandbox by virtue of the intended modularity of the model and agent architecture. In order to maintain these properties outside the boundaries of one project, the models and their elements needs to be easy to save and disseminate.

• Low barrier to participation for stakeholders: since participatory modelling is becoming such an important part of modelling and policy design for SES, we should make it easy for stakeholders to build, modify and interact with the models, which can be achieved by harnessing the above mentioned modularity and building a suitable graphic interface.
Part II

Conceptual model
In previous chapters we’ve had a look at how SES are conceptualized, what kind of models are used to study them, as well as how stakeholders are involved in the research and modeling process. Given the complexity and diversity of SES, it’s not a surprise that there’s room for many different approaches at this research table, and that is before we factor in that a diversity of stakeholders come to the table with a diversity of perspectives. Accounting for, and integrating, all these elements is a herculean undertaking, which is why most research carves away a slice of one SES (or one kind of SES) to focus on. However, we also talked about ABM and its ability to deal with more complexity, especially when it comes to systems in which the heterogeneity of the agents is paramount to understanding their emerging dynamics and overall behavior. In this context, ABMs might be less accurate when it comes to prediction, but they are unsurpassed when it comes to experiments and investigation.

Unfortunately, it is precisely at this point that ABMs run into a bottleneck: the speed and scope of experiment iteration. It is fairly painless to run any number of experiments if all that changes from one to the next are parameter values. However, if what we mean to change are the rules of the agents’ behavior, or worse, their cognition, the experimental process slows down considerably.

One of the reasons, the one we’ll be focusing on going forward, is that many of the behavioral or cognitive elements involved tend to only be explicitly described in the most theoretical sense, and the closer the model gets to its practical implementation, the less explicit these elements become. Instead, they morph into a series of rules and equations that describe a very concrete scenario, losing their general form and, thus, their applicability outside the narrow scope for which they were made concrete in the first place. What this means for the modeling process is that all parties involved must sit down and agree on this initial scope and any further refinements of the model must remain within its boundaries if the process is to continue apace.

Let’s return to our fishing case study to illustrate our meaning. We are aware of two main kinds of fishers in the system, some who look at fishing as a business to be run efficiently for
profit, and some who look at it through a more nuanced cultural way, a way of life with its own rules divorced from considerations of maximizing profits or efficiencies. In this system we are considering one particular policy transition, from licence-based fishing or open-access fishing to a quota-based system. Since this already happened, we can use existing data to infer the reaction of each group to the new policy so we can easily implement a rules-based model that would reflect that behavior. We wouldn’t learn much from it, since we’re putting in the rules we already observed so that the model can reflect them back at us. We could use normative agents to simulate the transition, which would let us ascertain whether the observed behavior was due to the norms the fishers adhere to. We could push it further and use value-based reasoning, which would let us look at different combinations of value priorities and value concretizations and see which of these are most likely to be at play in the communities we’re studying.

But if we first work out these behaviors on paper in order to reduce them to a series of “if-then” statements liberally peppered with equations, we’re making it very difficult for ourselves to move beyond these fisher groups and this policy scenario. If we put the model out and then we get asked "what if we don’t do quota, what if we instead try territorial rights?", this new policy comes with a whole lot of new possible behaviors arising from different motivations. Does the notion of “territory” map onto values the same way “quota” does? Did we ever fit the notion of “sharing” and “accountability” in the normative space of these groups? Is it possible that some fishers who operate as self-interested business owners when fishing is framed as an individualistic activity would find themselves operating in a richer cultural decision space once the activity takes on explicit communal elements?

Fitting all of this into the existing “if-then” decision trees of our model would be a cumbersome endeavor so we’d probably end up building a whole new model, which would require us to figure out the concrete rules of the agents’ behavior again, implement them again, test the model again.

And then: "what if we consider some market policies too?"

You get where this is going. Modeling scenarios where we watch behavior change because the rules of behavior change takes a lot more effort than modeling scenarios where we watch behavior change because the underlying parameters change. It’s not adjusting a few sliders, it’s building whole new models.

### 4.1 Agents

ABM is one of the more suitable tools for investigating policy effects in silico, but not all agents are created equal. In its most abstract form, a deliberative agent is an entity that can perceive both its internal state and parts of the world it inhabits, has preferences over both, can perform operations to alter both, and can reason about which of the operations it can perform best suit
its preferences. Every part of this description can be, and usually is, subject to fairly severe constraints, either by design, by technological limitations, or both.

When it comes to ABM, these constraints are severe mostly by design as ABM is known for preferring the simplest possible agents that appear to fit the model. The world is reduced to whatever features and entities are deemed most relevant, and the agent can act upon it in very narrow, rigid ways. Their behavior, even in the more sophisticated approaches, is mostly inflexible, predefined. This is not usually an issue, since the whole point of those models is to study the effects of the predefined behavior. In many of these cases, using the simplest agents, built on the simplest assumptions, means resorting to rationally bounded utility maximizing agents or simple ad-hoc heuristics driven agents. These agents are driven by rules directly, rather than some higher order internal motivation(fig. 4.1).

![Fig. 4.1: Simple diagram of a rule-based architecture](image)

This approach to building ABMs is not without criticism, especially when it comes to models that include influential social components. In these cases, the preference for simplicity has been called out as under-exploitation of the possibilities afforded by the ABM approach, especially the generative aspect of it, and calls have been made for abandoning simplicity for more descriptive models, which would allow the use of richer empirical data, including qualitative data [33].

When it comes to modelling policy effects, not only are we modelling a system in which social components have a significant influence on the results, we are also introducing a type of perturbation that changes the very rules by which the agents operate without necessarily knowing in advance what form these changes may take. Indeed, discovering these changes may well be the point. In this context, the glaring issue with ad-hoc rules is that, lacking higher order motivations, they offer no basis from which to infer future behaviour. The best we are left
with are assumptions, that are sometimes hidden, and sometimes are based on theory whose applicability is not fully justifiable, such as the ever popular *homo economicus*.

To look at a concrete example, let's go back to our case study again. If we start from the assumption that fishers are rational profit maximizers, the increase in fishing effort for small-scale fishers is not really surprising since rational agents will try to extract as much profit as they can within the limits of the law. What's surprising is that the fishers were not pleased about it and that they weren't fishing way more under the previous policy, which put basically no restrictions on how large their catches could be. In reality, fishing behavior in the almost open access version of the Norwegian small scale fisheries was regulated by social values and norms which dictated fishing effort should be measured based on need – debt to be repaid – and not on ability – technical capacity, experience. Spending time on shore with friends and family was more important than fishing as much as possible. Investing in better boats and equipment, too, meant better working conditions rather than the ability to catch more fish.

In order to build a model that explains this behavior, one that goes beyond assumptions that people involved in economic activities are either profit maximizers or automatons quietly following a set of predefined rules, we need to be able to build agents that can hold and reason about complex motivations (fig. 4.2). In order to study the effects of policy on such agents, policy cannot simply be one more set of rules, but rather one more motivation ([38]).

![Fig. 4.2: Simple diagram of a deliberative architecture.](image)

Since complex cognitive agents already exist (see 3), it is tempting to think that it would take fairly little effort to adapt them for social simulation. However, although MAS agents are endowed with complex cognitive abilities based on solid theory, and thus safe from the ad-hoc criticism ABM agents tend to attract, it does not mean they are suitable for ABM. In fact, it is
their complexity and theoretical formalism that makes them unattractive for social simulation. First of all, the complexity of MAS normative architectures requires significant computational resources to operate making it impossible to scale simulations to sizes demanded by ABM. Second, the ad-hoc quality of ABM agents has persisted for so long for a reason: the systems being modeled are far too complex to ever be properly formalized, as opposed to the virtual environments in which MAS agents operate, which can be designed and formalized to a much higher extent. ABM modelers are forced to choose which of the characteristics of a real world system are the most relevant for their research questions, and thus for the model and agents they're building. Some components present in MAS architectures may be irrelevant to the model, and including them can generate unwanted complexity, which would make the results harder to interpret, not to mention the time and effort wasted parameterizing and calibrating said components.

A normative architecture suitable for ABM should, therefore, be light enough to be scalable, without unnecessarily sacrificing the sophistication of normative deliberation.

4.2 A sandbox approach

ABMs are often described as "able to handle far more complexity than mere mathematical models" and this is true, but what's not often discussed is how far more and what that means in practice. Agents can be very simple, but numerous, and together give rise to emergent phenomena. Schelling's model of segregation ([122]), one of the first agent models, is an excellent illustration and it's probably why no ABM course or tutorial can help but refer to it. Or, agents can be complex enough to run a robot body over rough terrain and adapt to circumstances in order to complete a task, as is the case with the fairly well known Boston Dynamics robots ([110, 58]).

Despite this breadth of complexity, ABMs often fall towards the low-complexity end of the spectrum. This is mostly due to the goal they are developed for. For instance, many ABMs are built in order to investigate the mechanisms which give rise to a particular observed phenomenon, especially in the sphere of ecological and natural sciences. Reynold's flocking model ([114]) is practically ancient in computer science years, but remains one of the best examples of how a few very simple rules are enough to explain complex behaviors. The strategy of pattern-oriented modelling ([63]) arose from ecological ABMs and describes the practice of running models with different underlying rules to see which of the proposed mechanisms give rise to the desired system dynamics.

Pattern-oriented modelling came about partly because we cannot ask animals why they behave the way they do. Their internal motivators and reasoning is hidden. When it comes to building models of human behavior, the same limitation often applies, not because we cannot ask the people involved what their reasoning and motivations are, but because doing so takes consid-
erable time, effort and money. However, if we extend this pattern-oriented modelling approach to the social behavior of agents with complex motivations and complex reasoning processes, we can build a series of models that test a range of assumptions about what drives the people in the real life context we are investigating. In order to do this effectively, we would need to build agents that can be customized not only with different values or different norms, but agents that can function without values or without norms. After all, different decision contexts include different motivators and different reasoning processes, from habits to social practices to norm and value reasoning, and we don’t necessarily know beforehand which of them applies to our modelling context.

As such, what we want is a modeling environment in which we can easily build many agent types with different combinations of motivations and reasoning processes, which we can then put into a simulated world and subject them to different policies and policy changes in order to observe and analyse their behavior over time. This is what we call a modeling sandbox, and both our conceptual architecture and its implementation have been designed with this goal in mind.

4.2.1 Hard vs. soft coding

Hard coding refers to the practice of embedding data directly into the source code of a program and requires changes to the code when the aforementioned data changes. Soft coding, on the other hand, is the practice of embedding arbitrary data in the code, which is then made specific at runtime through user input, loading from files, databases etc. Agent modelling tools like Netlogo or Repast already allow the soft coding of certain types of data, mainly parameter values. In the code, they are represented as variables and get their values at runtime from the user interface or customization files. This is often sufficient in the case of agents with a fixed set of behavior rules. If the rule set doesn’t change from one scenario to another, hard coding the rule set is a perfectly serviceable practice.

However, when dealing with normative and value agents in scenarios with changing policy, the immutability of the rule set is not a given. Different policies often introduce new rules and concepts, rather than just new parameter values, and different agents may have different motivators and behavioral capabilities. To complicate matters, some scenarios can require changing the policy mid-simulation, either from a "no policy" condition or from a different starting policy. In these models, hard coding the rule set is possible, but it virtually guarantees the codebase can only handle a small number of scenarios before becoming difficult to maintain or expand. Every new rule, even if it’s not active in all scenarios, must be included in the branching logic of the decision algorithm. The more branches to keep track of, the more opportunity for mistakes or oversights, which can then result in unsound agent behavior. Simply coding new agent types for every rule set included in the simulated scenarios is also not ideal, since it’s time consum-
The type of architecture we are interested in must include behaviors, motivators of behavior, as well as the reasoning necessary for deriving behavior from motivations. These components must have explicit representations and can be hard-coded only to a limited extent. In making the motivational and behavioral elements explicit, we are then able to separate them from the reasoning process of the agent. The entire point of this architecture is to allow the agent to reason about its motivations and this is more readily achieved when the motivators are explicit and are seen as elements the reasoning processes operates with, rather than parts of the reasoning process.
To be more accurate, we impose the following requirements:

- agents must have an internal representation of full or partial world states
- agents must have an explicit internal representation of the behaviors they are able to perform, which we will call actions
- agents must have an explicit internal representation of their motivators, in our case goals, norms, policy and values
- agents must be able to map their motivations and behavior onto their internal and external environment
- agents must be able to prioritize their motivations, assess their current ability to perform behaviors and determine which of their available behaviors best suits their current motivations

Since we want our agents to be able to act even in the absence of some types of motivators, we impose one more requirement on the architecture:

- the agent must be able to operate with any plausible combination of motivational elements

This requirement is explored further in this chapter in section 4.4.6, and is illustrated in chapter 6 through models containing different types of agents, including agents with only goals, agents with norms and goals, and agents with norms and values.

### 4.4 Architecture

Our proposed architecture, pictured in fig. 4.4, is based on the principle of composition (see fig. 4.3). Rather than attempt to build one rigid structure that would conceivably cover as many types of simulation scenarios as we could envision at the time of development, we chose to focus on identifying, defining and building the parts we’d need in order to assemble a variety of agents on the fly. These parts, and the rules for putting them together, are described briefly below and in more detail the following sections.

We define a world state as a set of entities, which in turn are sets of attribute-value pairs \(^1\). The structure of any entity is not fixed, but can be altered at any time by adding or removing components from its component set.

An agent contains beliefs about current and possible future world states, a set of behaviors (actions), multiple sets of motivators (goals, norms, values and/or policies), and a reasoner which can operate with the agent’s motivator types. The structure of the agent is also not fixed. It can be altered by altering its behavior set or any of its motivator sets (including removing or

---

\(^1\) These are referred to in chapter 5 as component-value pairs, because we borrow from the entity-component-system architectural pattern. Conceptually “attribute” has the stronger connotations, but computationally, “component” is the term that best fits with the approach, hence the differing terminology.
Fig. 4.3: Inheritance vs. composition
adding whole sets of motivators), and by swapping out the old reasoner with a new one that can operate on the types of motivators the agent currently has.

4.4.1 World states

The first step in building the agent architecture is giving structure to the world. We use attributes gathered into meaningful groups – called entities – to describe the elements of the world. These attributes are not necessarily unique to one entity and can be combined and re-combined as needed to create all the entities that are part of the world. If we describe the world as a collection of world states $W = \{w_1, w_2...w_n\}$, then an attribute $c$ takes the value $c(w)$ in world state $w \in W$. Then we can say entity $e(w) = \{c_1(w), c_2(w)...c_n(w)\}$. The collection of attributes $e = \{c_1, c_2...c_n\}$ is called the entity’s signature (or archetype).

Using an example to illustrate, let’s consider the concepts of catch and vessel. we can describe $catch(w) = \{weight(w), species(w), price(w)\}$ and $vessel(w) = \{weight(w), length(w), capacity(w), efficiency(w), price(w)\}$. 

Fig. 4.4: Diagram of proposed architecture
The attributes \textit{weight} and \textit{price} repeat in both concepts and share the same meaning. Ideally, any other entity that shares these attributes will also preserve the meaning, not only for reasons of model legibility, but also because we use attributes and entities as "hooks" for actions and motivators, as we’ll explain further in the chapter.

\subsection*{4.4.2 Beliefs}

Let \( \mathcal{A} \) be an agent. The belief set \( B(w) \) of agent \( \mathcal{A} \) for any given world state \( w \), is defined as a collection of entities, denoting both the internal and external perceived environments of the agent: \( B(w) = \{e_1(w), e_2(w), \ldots, e_n(w)\} \).

The agent’s beliefs can be distorted by its perception. Let \( \mathcal{A}_P : W \rightarrow B \) be the perception function of agent \( \mathcal{A} \). This distortion can be more than just the values of certain attributes, it can extend to the structure of entities themselves. Going back to our example \textit{vessel}(w) entity, a fisher agent might perceive it in its entirety so its belief would look identical to the world version of the entity, namely:

\[
\text{vessel}(w) = \{\text{weight}(w), \text{length}(w), \text{capacity}(w), \text{efficiency}(w), \text{price}(w)\}.
\]

However, an agent who is not a fisher, but is responsible for assigning a suitable berth in harbor, might perceive the entity as:

\[
\text{vessel}(w) = \{\text{weight}(w), \text{length}(w), \text{capacity}(w)\}.
\]

The \textit{efficiency} and \textit{price} attributes are missing from its beliefs about the \textit{vessel} entity because they play no role in this agent’s reasoning processes. It only needs to know how big the vessel is in order to fit it in the harbor. It is the same way most of us think about, for instance, our cars. We know enough to be able to use them to suit our needs. A mechanic, however, will hold much broader beliefs about what a car is, as required by their job. This implies that agents can modify their perception in order to create beliefs that more closely reflect the parts of the world they are interested in, perhaps through some learning process, either self-motivated or socially-driven. While the architecture allows this, we do not explore this possibility in this work.

The agent also has a set \( B_H = \{e_1(w), e_2(w), \ldots, e_n(w)\} \) of hypothetical beliefs, a copy of its beliefs on which it can test the outcomes of various actions to check whether, or to what extent, they would satisfy its motivations. The outcomes of an action on the agent’s hypothetical beliefs can include a measure of uncertainty and need not match exactly what the actual outcomes of an action will be (see section 4.4.3).
4.4.3 Actions

We define the basic action as a structure consisting of:

- a function that transforms one world state into another world state
  \[ A_t : W \rightarrow W \]
- a precondition, which is a function determining whether the action can be performed by the agent given its current beliefs
  \[ A_{pc} : B \rightarrow [true, false] \]
- an effect, which is a function that operates on the hypothetical beliefs of an agent and estimates the resulting world state should the action be performed
  \[ A_e : B_H \rightarrow B_H \]

Let's consider the action of fishing as an example. In order to go fishing, an agent needs to own a vessel. In this case, the precondition function checks the beliefs of the agent for a vessel entity. If found, the precondition returns true, signaling the fishing action is feasible and the reasoner can consider it for next action to be performed. Otherwise, the action is not feasible and is discarded from consideration by the reasoner. The form of the vessel entity depends heavily on the kind of model being built. If the only vessels in the model are fishing vessels, then the precondition needs to look for an entity `vessel` within the agent's beliefs. However, if there is more than one kind of vessel, we need additional attributes to distinguish between the ones which can be used for fishing and the ones which cannot. For instance, we can add an attribute `fishingGear` to fishing vessels, which is absent from vessels used for other purposes. In this case, the precondition returns true for entities whose signature contains an attribute named `fishingGear`. The precondition doesn't need to know about `fishingGear` because agents can use any fishing gear to fish, although efficiencies and bycatch may vary. If we also want to consider that vessels will become unusable unless regularly maintained, we can add the attribute `isSeaworthy`. Now, the precondition looks for entities `vessel(w)` which contain the attributes `fishingGear(w)` and `isSeaworthy(w)`. If `isSeaworthy(w) = false`, the vessel cannot be used to fish and the precondition function must return false.

While the transformation function is the only one necessary for the agent to act upon the world, the preconditions and effects are used by the reasoning process to determine whether the action is possible and suitable. Note that the effect is not a retrospective assessment of the world state after the action has been performed, but a hypothetical estimation of the future world state should the action be performed. This means that the result of the function are expressed in the agent's hypothetical beliefs, and are subject to distortion due to the agent's biases, lack of information or misinformation (coming from beliefs that are not reflective of the real-world), or just the randomness inherent in certain world systems. For example, paying one's debts depends only on how much money the agent has and how much it needs to pay at
any given simulation step. It can easily and precisely estimate the effects this action will have on its reserve of money and the size of the remaining debt. In this case, the effects function is the same as the transformation function, except it acts on the hypothetical beliefs of the agent and not on the world. In contrast, fishing involves some degree of randomness. The odds of making a good catch can be increased by using better gear, a better vessel and gaining more experience, but luck still plays a part. As such, when estimating the effects of a fishing action, the agent can factor in its gear, vessel and experience, plus its own history of catches, and get a fairly accurate result most of the time, but not every time. How much the result deviates from beliefs depends on the effect function and the dynamics of the actual resource the agent is exploiting. The influence of these discrepancies between expectation and reality on the agent’s behavior need to be determined by the modeler and can range from no influence, to decreased motivation to perform the action, to increased motivation to learn or improve in ways that will close the gap between what the agent expects to happen and what actually happens. In the models presented in this work, these discrepancies have no influence on behavior because we are more focused on setting up the architecture than exploring possible uses.

4.4.4 Drivers of behavior

For this version of the architecture, we chose goals, social norms, policy and values as the drivers of agent behavior.

We include goals because they are one of the more basic drivers of behavior and can serve to motivate an agent even in the absence of other drivers such as norms or values. This is important when comparing simulation outcomes between populations assumed to be driven by norms and those assumed to be driven by personal interests or preferences.

We include norms because they are recognised as fundamental drivers of human behavior, and they share a similar function and structure with policy (indeed, policy is just a different type of norm). This serves not only in building agents with more realistic decision making processes, which leads to more realistic simulation results when studying policy impacts, but also serves to highlight and make explicit the kinds of conflicts that arise when a new policy is introduced to a population already governed by norms. This, in turn, helps explain the observed agent behaviors, which greatly increases the benefits of using ABMs as experimental sandboxes in which to explore possible policies and their outcomes.

We include values in order to be able to solve the issue of prioritizing between motivations. This is especially relevant when dealing with norm-policy conflicts because we are not interested in giving agents hard rules about which they should prioritize in a given context. This would completely invalidate the whole point of this agent architecture, which aims to let the agent act according to its own motives, not ad-hoc rules. Since we cannot impose a winner in any
norm-policy conflicts, the agents must have access to a higher order motivation, which they can use to resolve the conflicts as they arise.

4.4.4.1 Goals

Goals are some of the most basic agent motivators and are necessary for driving the behavior agents in the absence of norms and values in the modelled population.

We take goals to be simply states of the world the agent wants to bring about. Some goal states are preferred over others, whether by definition, or through norm and value influence, so there exists a preference ordering over all goals. As such, a goal is represented by one or more features of the environment and/or the internal state of the agent together with their desired values, which we call the condition set of the goal.

We define a goal as a structure consisting of:

- a function which determines whether the current world state fulfills the goal:

\[ G : H \rightarrow \{true, false\} \]

For example, let's consider the goal of going fishing. There are a number of ways this can be conceptualized, but we chose to use the \( \text{catch}(w) = \{\text{size}(w), \text{cost}(w)\} \) entity to determine whether the goal is fulfilled or not. The goal function checks whether \( \text{size}(w) > 0 \) and the only actions which ensures this outcome are whichever fishing actions the agent has available. If there's more than one, the agent's reasoner will have additional ways of choosing between them. It is also possible to build an action tracker entity such as \( \text{tracker}(w) = \{\text{hasFished}(w), \text{hasPaidDebts}(w), \text{hasSoldCatch}(w)\} \) where \( \forall c \in \text{tracker}, c : W \rightarrow \{true, false\} \). This entity would need to be updated by the transformation functions of the actions it tracks and reset by the agent's perception as appropriate. In this case the goal function would check if \( \text{hasFished}(w) = true \). Such an approach would be useful if the model allows the possibility for a fishing trip to result in zero catch, but the simulation step can't allow for multiple fishing trips. We used fishing functions which always return positive catch (with varying magnitudes) because our time step is one month, which would account for multiple fishing trips in real life and we assume at least some of them are successful to some degree. If the time step were a day and we allowed for failed trips, then we would have used a different goal function and different entities to represent the agent's beliefs.

4.4.4.2 Norms and policy

We take norms to be constraints on behavior that are socially agreed upon, rather than imposed by a central authority. Norms affect behavior by requiring certain conditions be met in order for a particular behavior to be acceptable, by dictating the effects a behavior should have or
by requiring a specific behavior be performed. As such, norms can act both as actions and
goals which are context specific, becoming active in certain contexts and remaining inactive
otherwise.

Policies are similar to norms, but rather than being imposed socially, they are imposed by a
ruling authority.

In short, social norms and policy are two versions of the same concept: a rule imposed from
the outside, applicable within a specific context, which, once adopted, becomes preferred over
all other courses of action. In the kinds of models we are concerned with, social norms are
assumed to be already adopted, while policy is yet to be so and carries a lower preference
compared to a norm if they are both active at the same time. This similarity is reinforced in our
architecture by using the same structure for both norms and policy:

• an activation function, which checks whether the world state falls into the activation context
  for the norm

\[ N_C : B_H \rightarrow \{true, false\} \]

• if the agent has a value system, a function which estimates the value fulfilment provided by
  compliance with the norm/policy, relative to the value system of the agent

\[ N_V : V \rightarrow [0, 1], \text{ where } V \text{ is the value system of the agent} \]

• an action or a goal

• a flag indicating whether the structure is a norm or a policy

Note that the activation context doesn’t need to be explicitly specified, it is enough to have a
function that returns the activation status of the norm/policy.

If the norm/policy is active, the action or goal become the preferred choice for the agent, but
this doesn’t mean they are immediately acted upon. They must undergo the same reasoning
process as any non-normative action or goal in order to determine feasibility or fulfillment status,
respectively, as well as resolve any conflicts that arise in cases where more than one norm or
policy is active at a time.

4.4.4.3 Values

Norms are powerful motivators of behavior, but any set of norms, just like any set of goals,
typically lacks an internal structure that can be used to derive priorities among them. Even
predefined priorities between classes of motivators – such as declaring that norms take prece-
dence over social practices – are only sufficient in some models. In ours, this outside imposition
of priorities over drivers of behavior cannot help an agent solve conflicts between norms and
policies in a flexible manner. We are forced to declare a winner beforehand, either in general –
norms win every time or policies win every time – or on a case by case basis. Both of these
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defeat the purpose of the models, which is to study the choices of the agent when faced with these conflicts, which is impossible if we've already imposed the outcome.

As such, we must have a higher order motivator which would allow the agent to decide how to solve conflicts between motivators of all classes as they arise. For the reasons described in 3, we choose Schwartz values to act as these higher order motivators in our architecture.

Schwartz values are well documented and are seen as a reflections of human needs [128], which all people share, although different people show different preference orders over their value set. Schwartz defines ten abstract values and observes that some of these values support one another while others are in conflict. These relationships between values are represented in the Schwartz value wheel 4.5 and allow us to understand how values relate to one another. The farther two values are from each other on the wheel, the more “adversarial” they are said to be and seeking to fulfill one of them automatically means depleting the other.

![Schwartz value wheel](image-url)

*Fig. 4.5: Schwartz value wheel.*
4.4.5 Value trees

These fundamental values are highly abstract and as such are not easy to use by the agent. In order to render them usable in a decision making process, they are made progressively more concrete until they map out onto real world states. For instance, care for the environment is an abstract, non-operationalizable value, but it can be made more specific by breaking it down into sustainable catch size, environmentally-friendly fishing gear, fuel-efficient vessels etc. Not every agent’s care for the environment needs to be specified the same way, and not all specification apply to all agents, which can be due to context – fuel efficiency is not a consideration if you’re not using a powered vessel – or alternative conceptualizations – sustainability of the catch might be measured by time of the year rather than by size. These more specific values can in turn be specified further – type of fuel, electrical engines, partially wind-powered. As the specification process continues, we eventually end up with real, tangible, measurable elements of the world. The agent’s preferences over abstract values – such as more environmental care is better than less environmental care – can now be mapped onto preferences over real-world attributes – such as fishing with long-lines is better than fishing with nets. Once these very specific preference functions are in place, agents can decide what behaviors to enact such that they bring about more preferred world states.

Even though we refer to the fundamental values as roots of trees, which implies each value has its own separate tree structure attached, this is not strictly true since we allow trees belonging to different values to share nodes as needed. This is a more parsimonious structure than duplicating nodes in order to keep trees separate. We continue to refer to this structure as a tree because, for each fundamental value, a tree that follows the successive concretization of the root value into world attributes can be extracted and separated from the larger structure. The actual structure used in this framework more closely resembles the bastard offspring of trees and directed graphs which is to say its a directed graph with:

- a set $R_V$ of nodes called roots. No directed path through the structure can continue beyond these nodes. This set cannot be empty.
- a set $L_V$ of nodes called leaves, which are functionally related to world states. No directed path through the structure can start with a node leading into a leaf node. This set cannot be empty.
- a set $I_V$ of intermediary nodes that sit between leaves and roots on any directed paths which start in the leaves and end in the roots. This set can be empty.

In order to represent this abstract value to concrete world mapping operationalization, we use a tree structure, with a fundamental value in the root getting more and more specific with each level further from the root, until it maps out onto real-world states in the leaves.

We can define the structure of a basic node in the value tree as a preference function, with the caveat that the domain differs between types of nodes:
• a set $L_V$ of leaf nodes, where a leaf node $l_V$ is defined as a preference function over a subset of the world state
  
  \[ l_V : W \rightarrow [0, 1] \]

• a set $I_V$ of mid-nodes, where each node $i_V \in I_V$ is defined as a preference function over their child nodes' preferences:
  
  \[ i_V : \{\text{Children}(i_V)\} \rightarrow [0, 1], \]

  \[ i_V(\text{Children}(i_V)) = \begin{cases} 
  i_V(\text{Children}(i_V)) & \text{if } \text{Children}(i_V) \subseteq L_V \\
  i_V(\text{Children}(\text{Children}(i_V))) & \text{if } \text{Children}(i_V) \subseteq I_V
  \end{cases} \]

• a set $R_V$ of root nodes, where each node $r_V \in R_V$ is defined as a preference function over their child nodes' preferences:
  
  \[ r_V : \{\text{Children}(r_V)\} \rightarrow [0, 1], \]

  \[ r_V(\text{Children}(r_V)) = \begin{cases} 
  r_V(\text{Children}(r_V)) & \text{if } \text{Children}(r_V) \subseteq L_V \\
  r_V(\text{Children}(\text{Children}(r_V))) & \text{if } \text{Children}(r_V) \subseteq I_V
  \end{cases} \]

Additionally, root nodes also contain a decay function, which lowers their preference value over time in the absence of any changes in the preferences of their children, in accordance with the "water tank" model of values from [68].

\[ \text{decay} : [0, 1] \rightarrow [0, 1] \text{ with } r_V(x) < \text{decay}(r_V(x)) \]

As such, nodes in the value tree all contain preference functions that determine whether a (partial) world-state is preferred relative to the root fundamental values.

In the leaves, the preference function determines whether a subset of the entities making up the current world state is preferred or not, such as determining whether long lines are preferred over nets. It is entirely possible for multiple leaf nodes to share the same entity subset and yet return different preference values. This is because leaf preference reflects root value preference. For example, long lines may be preferred over nets when it comes to universalism because they are more eco-friendly, but not preferred when it comes to achievement because they yield smaller catches.

For mid-nodes and root nodes, the preference function measures preferences over states that get more abstract the higher up the tree we climb. Because it’s rather difficult to define abstract concepts in a way that would make it simple to assign them domains and distance measures, mid-nodes do not attempt any of this, instead aggregating their descendants preferences. This aggregation reflects the priority of the root value in the agent’s value system.

For instance, let’s say we decompose universalism into eco-friendliness and further into fuel efficient engines and long lines. If the current world state is fuel efficient vessel with nets, I have one preferred and one not-preferred world element. What the agent’s eco-friendliness
preference is depends on how it aggregates preferences over the two concrete elements. If the agent’s universalism (or at least its eco-friendliness) doesn’t have very high priority, the agent may be content with any of the two, and the current state of the world fills the eco-friendliness meter to a high degree. If, however, universalism is a high priority value, the agent may want both long-lines and fuel-efficiency in order to be satisfied with the current world state (see figs. 4.6, 4.7, 4.8). If the agents considers long lines to be more important than fuel-efficient engines, the aggregate preference is weighted in favor of the long lines leaf node preference.

Depending on the depth of the tree and the specificity of the leaf nodes, the agent’s preferences over its world can be described in as much or as little detail as required by the model.

Finally, the agent’s value system contains an overall fulfillment function, which aggregates the preference of all the root nodes of the value tree.

\[ f : R \rightarrow [0, 1] \]

### 4.4.6 Reasoners

In our architecture, motivators and behaviors are more than inert blocks of information to be used by a central reasoning process. Rather, any instance of a motivator or behavior also includes the part of the reasoning process that is specific to it. Actions include the reasoning mechanisms required to determine whether they are feasible and what their effect will be. Norms include the determination of whether they are currently active and what their value effect is. Goals contain the means to determine whether they are fulfilled. This separates the particular reasoning required for each individual motivator or behavior from the general reasoning about motives and behavior, and allows us to build agents capable of reasoning generally about classes of motivators and behaviors rather than any combination of specific actions, goals, norms or policies. In formal terms, a reasoner is a function which operates over the agent’s beliefs, motivator set and action set, and outputs the next action to be performed.

\[ R : B \times G \times N \times V \times A \rightarrow A, \] where \( B, G, N, V \) and \( A \) are agent \( A \)’s belief set, goal set, norm/policy set, value tree and action set, respectively.

This separation of instance specific reasoning from general reasoning leads to an architecture that is strongly modular. The central reasoning module is not concerned with the particulars of any of the agent’s motivators or behaviors, which means it can operate on any number of specific instances of motivators or behaviors, as long as they are part of a class the reasoner understands. This is a significant advantage for agent models being used with a variety of different scenarios because the main reasoning loop only needs to be developed once, and the other elements can be mixed and matched as the scenarios demand.
Fig. 4.6: Example of controlling the priority of a value through preference functions in tree nodes. Left, the Eco-friendliness node prefers that \( \text{Vessel}(w_1) \) be both fuel efficient and use low bycatch fishing gear. Right, the same node prefers that at least one of the \( \text{Vessel}(w_1) \) attributes be either fuel efficient or low bycatch.
Fig. 4.7: Example of controlling the priority of a value through preference functions in tree nodes. The Eco-friendliness node prefers that $Vessel(w_1)$ be both fuel efficient and use low bycatch fishing gear, while the Profit importance node prefers at least one. Switching to long-lines improves the preference of eco-friendliness, while Profi importance remains the same, even though the High catch node preference is now lower.
Fig. 4.8: Example of controlling the priority of a value through preference functions in tree nodes. The Eco-friendliness node prefers that $Vessel(w_1)$ be either fuel efficient and use low bycatch fishing gear, while the Profit importance node prefers it be both fuel efficient and use high catch gear. Switching to long-lines improves the preference of eco-friendliness, while Profit importance decreases because the High catch node preference is now lower.
To illustrate, see fig. 4.1 for an example of a simple reasoner that knows how to work with norms and policy. In this case, the reasoner assumes that agents will always choose to fulfill normative or policy goals first, and also favor any policy over their norms if they should ever be active at the same time. Note, from the pseudo-code, that the reasoner doesn’t need to know anything about what the goals, norms, policies or actions are or do. It only needs to be able to call specific functions on each of the motivator types in order to determine activation, fulfillment and feasibility. For a full example, including the entities, actions and motivators used, see chapter 6.

For a reasoner that doesn’t automatically favor policy over norms (or vice versa), see fig. 4.2. This reasoner uses values, and therefore can actually solve policy-norm conflicts. It, again, doesn’t need to know anything about the motivators it works with, beyond their type, it just needs to be able to call the functions it needs to determine feasibility, fulfillment and activation. For a full example, including the entities, actions and motivators used, see chapter 6.

Because nothing is ever straightforward in ABM, while this kind of modularity can lend considerable flexibility to model design, the same modularity can reduce the reasoning power of the agent because the motivators and behaviors are not allowed to interact with one other, unless they do it through the reasoner.

In cases where these elements relate to one another in complex webs of influence, modularity is not as cleanly achieved, both for conceptual and computational reasons. First, conceptually, if the actions and motivators are interrelated, these relations will likely not be maintained if we substitute an action or a motivator for another. In such cases, the cognitive elements of the architecture are no longer as easily interchangeable. We can shift all the calculations taking place on this web of interactions into the central reasoning loop, resulting in complex and computationally demanding reasoners. The alternative would be to force the complex interactions between motivators/behaviors into a simplified version that can be neatly divided into instance specific reasoning processes that get attached to the motivators/behaviors, and general reasoning rules that get bundled up into a central reasoner. In the end, it is up to the modeler to decide whether they’d benefit more from: a strongly modular or a strongly interconnected approach.

4.5 Limitations

While we integrated a number of different drivers of behavior into our architecture so that we can allow agents to reason their way through conflicting motivations brought about by the introduction of new policies, as well as by their own internal makeup, we did not – and could not – account for every driver that could prove relevant in an arbitrary decision context. Indeed, we did not – and could not – even account for every relevant interpretation of the drivers we included. As such, this section briefly discusses the more salient limitations of this architecture.
First and foremost, our interpretation of norms and policies does not include provisions for punishments incurred for breaking said norms and policies. Punishments for straying from prescribed behavior, either socially (in the case of norms) or in relation to an authority (in the case of policy) are an integral part of the dynamics of these drivers. Any policy that is not enforced and lacks punishments for violations will have a hard time gaining widespread compliance.
through a population, especially one which is already governed by some existing prescribed behavior such as norms. Indeed, even when enforced, policies may meet with significant resistance. Norms are also enforced, albeit more subtly, through social mechanisms such as shaming, gossip, shunning or personal confrontations, and unenforced norms are likely to lose their power and disappear or get replaced over time.

However, we argue that, even in the absence of explicit enforcement mechanisms, simulations using this agent architecture can provide valuable insights into the effects of a policy. First, by forcing an explicit representation of all motivators and behaviors, we force the modelers, domain experts and stakeholders involved in the development of the models to uncover any implicit assumptions they have about how the people being modeled know, think and behave. Second, the agent's degree of compliance with the new policy in the absence of any overt enforcement can give clues about how strongly the new policy conflicts with their inner motivations, and thus how much of an overt enforcement effort will be required to compel large scale compliance. Furthermore, in some cases, enforcement is costly or nearly impossible to carry out – for instance, on the deck of a fishing vessel out at sea. Here, a lack of compliance in the simulation may suggest that the policy, in its current form, will turn out to be ineffective and encourage further experimentation with other policy options.

Our representation of norms is also limited in that we do not explicitly differentiate between permissions, obligations and prohibitions. Our norms are basically internal obligations, meaning the agent has to follow the norm once it becomes active, or find a way to resolve the conflict if more than one norm is active at a time. However, since our architecture doesn’t account for

```
update value tree satisfaction
forall (actions in availableActions)
  if (action is normAction)
    if (action is active)
      add action to normActionList
  else if (action is policyAction)
    if (action is active)
      add action to actionList
  else add action to actionList
if (normActionList is not empty)
  nextAct = max(valueSatisfaction(action in normActionList))
execute nextAct
break
else
  nextAct = max(valueSatisfaction(action in actionList))
execute nextAct
```

Code 4.2: Reasoning loop for value reasoner
punishments, we can argue that there is no meaningful difference between permission and obligation, since conflicts between permissions or between obligations both are solved in the exact same manner by using the agent's value system. This leaves prohibitions, and we do not offer a direct way to account for them.

We also don't include the life cycle of norms in this architecture. Our agents have no way of internalizing new norms or discarding old ones, and this is a relevant part of norm dynamics if we consider policy effects over a longer term. If a policy can become a norm, the effort required to enforce it would significantly go down and it may serve as a basis on which to introduce related policies in the future. For instance, the prohibition against stealing is a law, but it is also a norm. For most of us, its the norm that keeps us from stealing something, not the threat of being arrested. The social disapproval and shunning weighs more heavily than the legal repercussions when we consider the consequences of being caught. Digital piracy laws piggybacked on this anti-theft norm when they came out, equating pirating a movie to "stealing a car" for instance. If a policy could become a similar norm, it would be nearly self-reinforcing and being able to determine a possible path from policy to norm would be well worth the study.

However, experimenting with the life cycle of norms requires us to include enforcement, which we don't, as well as social dynamics such a trust, group dynamics or peer pressure, which are also absent. Their absence also means we could not include social roles, despite their importance to the study of policy effects. Leaders and other trusted or influential figures are prominent in determining how much acceptance and compliance a policy achieves. Well-liked and trusted individuals can speed up compliance when they themselves are seen to comply. Conversely, highly distrusted figures can substantially hamper compliance with a policy they are seen to support. Different stakeholder groups look to different high-profile individuals with varying degrees of trust or mistrust and this can result in highly informative dynamics when captured in a model.

Fortunately, the architecture can be fairly easily extended to account for at least some of these limitations, which are discussed in 7.
Part III

Implementation, models and results
Chapter 5
Implementation

Many agent models based on some interpretation of norms and/or values and their associated reasoning put forth well thought out conceptual architectures for their agents and their cognitive processes. But, when it comes to the implementation of models using said architectures, it’s suddenly very difficult to find the same concepts in the code. The theoretical architecture gets crunched down into a form that serves the desired function, but the resulting code is often only usable for the one model the developers are interested in at that moment. One one hand, this makes perfect sense if there is no need, or intention, of building further models, either as variations of the first model or further applications of the theoretical architecture. Not to mention the particularities of the programming language being used might not lend themselves easily to building the elements required by the conceptual architecture. On the other hand, this approach virtually guarantees that the implementation has no reusability, nor in-built avenues for expansion. This means any future model would have to be coded from scratch, even when there’s overlap with previous models, and any expansion of the model will hit a level of unmanageable complexity sooner than it needs to. Plus, without an underlying implemented architecture, it is very difficult to compare models which claim to be based on the same theoretical architecture.

The implementation described in this chapter sets out to provide an implemented architecture that resembles the conceptual architecture as closely as possible. All the elements described in the theoretical architecture are replicated explicitly in the implemented version, many in generic form, and all of them reusable in at least some capacity. This approach requires more effort in the beginning, both coding and design-wise, but it ensures that we can develop not just the occasional one-off model, but build a sandbox in which the user can easily run modelling experiments, both by quickly building variation on the same base model or by quickly prototyping different models. The implementation achieves this level of agility by preserving the modularity and flexibility of agents as described in the conceptual architecture. Components, entities, actions, norms, policies, goals and values remain explicit “building block” elements in their implemented versions, and the reasoning process of the agents operates on and with these building blocks.
In this chapter we present the generic "template" for agents and their building blocks, with model specific versions of these elements serving as illustrative examples. The models are discussed in detail in chapter 6. We present the implemented explicit representations of components, entities, actions, norms, goals, and values, and establish a clear separation between the reasoning process and its building blocks. We also show how this explicit modular approach can lessen the need for hard coding the agents, which allows for much faster iteration of simulation scenarios and therefore makes it much easier to run many different simulation experiments. We also took advantage of the modularity of the implementation to develop a visual interface for quickly prototyping agent types by mixing and matching cognitive building blocks with zero or minimal modifications required of the source code.

Before continuing, we must mention that the implementation presented here is by no means the only one possible. Programming is a vast field that offers many tools and many ways to use those tools to achieve desired goals. We chose this implementation of the architecture because we wanted it to mirror its conceptual counterpart as much as possible. In some ways, this code can be considered more of a didactic tool, meant to let us test the capabilities and limitations of our architecture, rather than a finished and optimized piece of software for agent based modeling and social simulation.

5.1 Hard vs. soft coding reprised

As mentioned in chapter 4.2.1, hard coding refers to the practice of embedding data directly into the source code of a program and requires changes to the code when the aforementioned data changes. Soft coding, on the other hand, is the practice of embedding arbitrary data in the code, which is then made specific at run time through user input, loading from files, databases etc. Agent modelling tools like Netlogo or Repast already allow the soft coding of certain types of data, mainly parameter values, which are represented as variables in the code that get their values at runtime from the user interface or customization files. This is often sufficient in the case of agents with a fixed set of behavior rules. If the rule set doesn’t change from one scenario to another, hard coding the rule set is a perfectly serviceable practice.

However, we are dealing with agents which need to be able to change their rule set and, therefore, coding and keeping track of numerous rule sets quickly becomes unmanageable. For instance, going back to the example in chapter 4, in the fisheries case study, models would need to account for different types of fishers involved in a fishery and different policies that could be experimented with in a simulation. To complicate matters, some scenarios would change the policy mid-simulation, either from a "no policy" condition or from a different starting policy, and introducing new policy will often introduce whole new concepts. For instance, quota fishing policies differ both geographically and over time, but they share core traits: a TAC that is divided between fishers and restrictions on what one is allowed to do with their share of the TAC. How
the TAC is divided, whether ones share is tied to a person, company or vessel, whether one can sell, buy or rent shares and to whom, these are important considerations when designing a quota policy. However, any quota policy is fundamentally different from a fishing license policy, both in their rules and in their conceptualization of fishing.

To go into some details, let’s consider a simulation experiment which includes profit-motivated agents and two types of normative agents operating under an effort quota policy. This policy can lead to “Olympic fishing”, where fishers increase their fishing capacity and efficiency as much as possible to get the most catch during the limited number of fishing days. Since this situation is often characterized by overfishing, two alternative policies are proposed for experimentation: a transferable catch-quota policy and a territorial use rights policy. These new policies are fundamentally different from each other and from the old policy. It’s not just a matter of changing the number or distribution of fishing days, or limiting the size and gear of the ships. They introduce new concepts such as catch-quota and territory, new actions such as buy and sell quota or monitor other fishers, and new rules such as sell quota if end of year and quota remaining is more than zero or administer punishment if observed infraction. All of these will need to be coded into all agent types, even though, only two policies will be active during the simulation. And, at any time, a request may be made for yet another policy to be introduced for experimentation, for instance a rights auction policy, which in turn introduces its own concepts such as auction, actions such as bid and rules such as bid if current cost is lower than available funds or bid if expected value of catch is larger than cost.

What this example shows is that representing entities as variables is not going to offer any easy gains for behavioral flexibility. We’d either need to keep adding variables to the agent code as new concepts are introduced, or develop an inheritance-based hierarchy between types of agents. We’d have to decide between managing the increasing complexity of a few agent types (or one giant agent type if we want to develop models in which agents can change their decision makeup either over time, or from context to context), or trying to fit new agent types into one hierarchy, which, depending on the pace of development or the scope of the models, can easily spiral out of manageable bounds.

While the overly-complex agent is a fairly self-explanatory concept, and one many developers have struggled with at one time or another, the shortcomings of an agent hierarchy in the context of fast-paced model development might not be as intuitive so we’ll use an example to illustrate the main issue we’re trying to prevent. Say we’ve developed the Fisher agent type, who keeps track of the most basic elements a fisher agent needs in order to function in a fishing model, such as VesselEfficiency. We then want to build a model in which we compare two different policies. In one scenario start in an open access fishery and transition to a quota-based regime. In another, we start in open access and transition to a fishery in which highgrading is made illegal. For our first scenario, we create the QuotaFisher agent type, which inherits everything from Fisher, with an added RemainingQuota element. For our second scenario, we create the HighgradeFisher agent type, which also inherits from Fisher, with an added MinFishSize element. So far, so good. However, if we would like to add a third scenario, where both quota
and no-highgrading come into effect together after the fishery has been operating in open access for a while, we need to create a new type `TwoPoliciesFisher`, which cannot inherit from both `QuotaFisher` and `HighgradeFisher`, at least not if we want to keep the hierarchy clean. This is called, somewhat dramatically, the Deadly Diamond of Death (see fig 5.1), and, even if we wanted to take the risk of a tangled hierarchy with its possibly deadly diamonds, many programming languages do not allow this kind of multiple inheritance precisely because of issues of complexity and ambiguity. A safer way would be to have our new type inherit either from `HighgradeFisher` or `QuotaFisher`, but, regardless of our choice, we'd have to rewrite part of the code (which already exists in the type we did not inherit from, but can't be used because we can't inherit it).

None of these scenarios are particularly desirable, not the overly-complex agent type, not the tangled hierarchy, and not the clean hierarchy that requires significant code duplication. Yet, this is not where the difficulties end because trying to soft-code rules can be even more challenging. We want a way to separate behavioral and reasoning rules from the main flow of the program, make them interchangeable and switch between them as needed at runtime. Going back to the previous example, the rules for fishing under open-access, no-highgrade and quota regimes are obviously different. If we code the actions `Fish`, `FishQuota` and `FishHighgrade`, and want them outside the hard-coded control flow of the program, their code cannot be part of the control flow of any agent type, but must be accessed some other way (see fig. 5.2).

It must be mentioned that while a soft-coding approach can offer substantial flexibility, there are downsides. Unless properly planned and directed, soft-coding can also fall into unmanageable complexity if the configuration process becomes too complex. We address this problem and our proposed solution towards the end of the chapter, in section Saving data.

It bears mentioning that soft-coding isn't unheard of when it comes to agent models or multi-agent systems. Indeed, this splitting of an element into its "description" and its "concrete" counterpart which contains the specific data or functionality can also be seen in the development of agent languages like 2APL [35], GOAL [74], Jason[21], or Jadex [106]. A good overview of these, and a discussion on environment interface standards (EIS) for agent models can be found in [14]. Our approach is different in a few key ways, as we will show in the rest of this chapter. First, we provide explicit representations for more elements than just percepts, actions and goals, and we even allow agents to have arbitrary reasoners as coded by the modeler. Second, we do not use reflection to dynamically bind types or invoke methods at runtime, relying instead on function pointers. And finally, many "concrete" elements do not inherit from their "description" since they are not in a parent-child class relationship.
5.2 Architecture

As mentioned before, the implemented architecture mirrors closely its conceptual counterpart. We base the implementation on the principle of composition, rather than the inheritance common to object oriented applications. Our approach borrows from the entity-component-system (ECS) architectural pattern, which separates data from behavior. Data is represented as entities, which are nothing more than a collection of components, which in turn are nothing more
than data holding structures. Behavior is represented as systems, which operate over certain types of entities or entities containing certain kinds of components.

Our implementation does not go for the level of data and behavior separation present in ECS approaches. We use the entity-component representation of data, but no systems. According to our conceptual architecture, actions, norms, goals, policies and values would all need to be systems because they all operate on/with entities. However, systems are executed in a fixed order and we cannot know in advance which of them need to be executed during each time step since this decision is made by the reasoners. This could be solved with a bit of tinkering, but there is a more important reason we decided not to push systems here. An implementation that uses systems to operate on entities would break away from the conceptual architecture. This would defeat the purpose of having the implementation in its current form since, as mentioned in the opening of this chapter, our goal here is to maintain as close a correspondence as possible between the conceptual and implemented architecture, especially when it comes to the explicit representation of the architectural elements.

Thus, we borrow just enough from ECS to generate agents that do not have a fixed composition outside a minimum base template, acting as "containers" which can be loaded with any combination of actions, norms, goals and values which, together with a reasoner, determine the agent’s behavior.

In the following sections we will describe the types of elements an agent can contain, the visual interface that can be used to create an agent/simulation/batch configuration and show how a new agent configuration can be created.
5.2 Architecture

5.2.1 Unity and C#

Given our soft-coding goals, we figured out early that we'd need a general-purpose programming language which would allow us much more freedom in the kind of types and structures we can create. At the same time, we would benefit greatly from support in creating, saving and organizing configuration files, preferably using a visual interface. And since we're interested to use this implementation in a participatory setting in the future, we would like the toolkit/environment/application we'll be using to implement our architecture, models and simulations to have the option of developing advanced runtime graphics. For a summary of our deciding factors and the applications we considered, see fig 5.3

<table>
<thead>
<tr>
<th></th>
<th>Runtime graphics</th>
<th>Visual editor</th>
<th>ECS support</th>
<th>General purpose programming language</th>
<th>Support for developers</th>
<th>Beginner friendly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Netlogo</td>
<td>Basic</td>
<td>Basic</td>
<td>No</td>
<td>No</td>
<td>Good</td>
<td>Very</td>
</tr>
<tr>
<td>Repast</td>
<td>Basic</td>
<td>Basic</td>
<td>No</td>
<td>Yes (Java)</td>
<td>Good</td>
<td>Mostly</td>
</tr>
<tr>
<td>Unity</td>
<td>Advanced</td>
<td>Advanced</td>
<td>Yes</td>
<td>Yes (C#)</td>
<td>Excellent</td>
<td>Very</td>
</tr>
<tr>
<td>Unreal</td>
<td>Best</td>
<td>Advanced</td>
<td>Partial</td>
<td>Yes (C++)</td>
<td>Good</td>
<td>Mostly</td>
</tr>
</tbody>
</table>

Fig. 5.3: Summary of agent-supporting software we considered for implementing the architecture.

We considered Netlogo because it is as close to an "industry standard" for agent models as the field has, and for good reason. It makes it easy and fast to set up agent models, and it has a decently versatile user and simulation interface. However, the programming language cannot easily handle the more advanced soft-coding elements we need for our implementation. Repast is a good alternative, because it does use a general purpose programming language, but the built-in model setup interface would take considerable time and effort to expand to the levels we require. The simulation interface would pose the same issues, possibly to an even higher degree, depending on how much interactivity we'd like to provide when engaging with stakeholders. Because of our unusually high (for the field) need for graphical interfaces and good, interactive graphics in general, our best choice came down to one of the game engines available for public use. Game engines in general provide at least basic support for agent simulations because many of the elements of any a game are, in fact, agents. They are also extremely proficient at providing developers with the ability to design state-of-the-art graphics and user interactions.

The list of game engines to choose from is fairly long, but it is generally agreed that Unity and Unreal are among the most popular options, with Unreal offering the better graphics, and
Unity being the more general-purpose user-friendly engine. Although it’s rather unorthodox to go with a game engine, we settled on Unity as our development platform. As a game engine, Unity offers much more potential in terms of visualisation types and quality, as well as very fine and precise control over the simulation. Its editor allows the user to visually configure and organize many of the elements that go into creating agents, including its own type of configuration data files. On the programming side, C# is a far more powerful and versatile programming language compared to Netlogo, which makes the implementation of custom data structures and logic flows much faster and easier. Taken together, these features allow a developer the ability to implement much more powerful code, and also build interactive visual interfaces, both for building models and for running simulations.

While, this is true of Unreal and its programming language (C++), Unity won out for two main reasons. First, Unity’s popularity is owed to its relatively leisurely learning curve (compared to other game engines) and massive community of developers/users which provide quick and reliable support, learning materials, tutorials and even fully developed assets. This makes it a better choice for someone with good programming experience, but low game engine specific experience, which is a profile many in the agent modeling community meet. Second, and more specific to this research, Unity has its own ECS solution, called DOTS. Since it was under development while this research was carried out, it couldn’t be used to build stable implementations, and so we did not make use of it in our code. However, having a functional example of how to build an ECS architecture, even one with ever-changing details, in the same development environment we planned to use for our models was a tremendous help in designing and implementing our own architecture.

On the downside, while Unity can be used for building agent simulations, it is rarely used as such, at least when it comes to academic models. The main reasons for this are twofold. First, Unity carries a far higher overhead in term of time and effort for implementing ABMs compared to dedicated frameworks such as Netlogo. This overhead comes mostly from the fact that Unity doesn’t offer much out-of-the-box support for common ABM features, such as simulation stepping, grid or network structures, out-of-the-box visuals, or data gathering and plotting. Modelers who want to use Unity need to build their own, which can be time consuming. Second, Unity uses C# as a programming language and many of the researchers developing ABMs are not experienced coders. This makes ABM dedicated frameworks like Netlogo, which has its own programming language specifically designed to appeal to non-programmers, much more preferable as a development medium. However, in our case, the effort-to-payoff ratio skewed significantly towards Unity.
5.3 Cognitive building blocks

Starting from the conceptual architecture, we require that an agent contains any combination of actions, norms, policies, goals and values, and one active reasoner. The agent must contain at least one action, normative or not. It must contain at least one type of motivator, either one goal, normative or not, or a value tree.

As such, the implementation treats actions, norms, goals, values and reasoners as arbitrary data, and we’ll refer to them as the "(cognitive) building blocks" of the agent.

We distinguish between data-storing building blocks and behavioral building blocks. Data-storing building blocks are components and entities. Behavioral building blocks are actions, norms, policies, goals, value nodes and trees, and reasoners.

5.4 Data-storing building blocks

5.4.1 Components

The first step in building the implementation of these soft-coded building blocks is to render their associated data arbitrary, which requires a bit of explanation.

The difficulty with implementing this kind of architectural pattern comes from the fact that C# is a strongly typed language, which means that variables are tied to data types, and operations on these variables will throw errors if the wrong types are used. For example, if we want to create an entity Vessel whose list of components includes a cost of type float and an owner of type string, we run into the C#'s refusal to allow these two variables to exist in the same list because they are of different types. Our solution is to represent all components as custom types, all of which share the same base custom BaseComponent type. However, because BaseComponent needs to be a parent to components containing data of any type, it cannot itself contain any data, nor any typed data retrieval functions. In order to retrieve data from a specific Component, we add an intermediary layer in this shallow hierarchy, which contains one generic parent for every data type in the implementation. These intermediary types contain the necessary functionality for accessing their assigned data type. All specific component types containing the same type of data become children of the intermediary types. For a partial view of the component type hierarchy implemented for the models described in this book, see fig. 5.4.

While at first glance it appears that this would result in an explosion of component types, this is not the case. The codebase does contain a larger number of types compared to an implementation where this data is represented as variables, but components can be reused as needed to create new entities so the number of sibling component types in any given model is
limited, and many are shared between models as well. For instance, things like Cost, Owner or Location are likely to be part of many different entities such as House, Shop or Car, which, in turn, are likely to be part of many different models or scenarios.

It is important to note that component types are not limited to the C# built-in types.

Fig. 5.4: The diagram shows some of the types of components in this implementation.

An example of the code of a component class can be found in code snippet 5.1.
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5.4.2 Entities

As mentioned previously, entities are basically just lists of components. As such, different entities are not actually different types. Once the Entity type is implemented, it can be used to build any number of entities, containing any number and combination of components.

To distinguish between different kinds of entities, we use names and archetypes (see fig. 5.5). In keeping with the conceptual architecture, archetypes are used to store the kinds of components the entity is made of. The components in archetypes do not have values, serving merely as a blueprint from which to generate new entities as needed.

Since they are basically lists, entities can be modified at any time, including at runtime, both in their values and their structure. It’s important to remember to also modify the archetype when modifying an entity’s structure since any future entities will need to use the archetype as a blueprint.

Since the entities are all the same type (class), an agent needs to contain only a list of entities in order to represent their internal state and their knowledge of the world. This means we do not need to build multiple agent types if our model calls for agents with different kinds of knowledge. Furthermore, this knowledge can be modified at any time, including at runtime, by adding or removing entities from the list. This spares us from having to plan agent types in advance if we plan to simulate scenarios in which the policy changes include changing associated concepts (such as removing Licences and replacing them with Quota) because we can simply give the agents the necessary entities when required.

```java
public class Cost : FloatComponent
{
    public Cost()
    {
        name = "Cost";
    }

    public Cost(Cost c)
    {
        name = c.name;
        value = c.value;
    }

    public override BaseComponent Duplicate()
    {
        return new Cost(this);
    }
}
```

Code 5.1: Component code example
5.5 Behavioral building blocks

All the behavioral building blocks defined in the conceptual architecture are composed of a number of functions which operate with/on specific entity kinds. The same structure is maintained in the code.

In order to create a type which contains an arbitrary function, we make use of C#’s `Func` and `Action` delegates, which are typed function pointers. Delegates contain references to methods, so, by using them, we don’t need to specify which method should be invoked, just that a method with the parameter and return types specified by the delegate will be invoked. These methods don’t need to be part of the same class as the delegate, which means we can literally store behavioral building blocks in dedicated libraries, completely separated from the actual agent code.

While the behavioral building blocks differ in structure between kinds (e.g. actions have a different structure from goals), they all share the same structure within the same kind (e.g. all actions have pre-conditions, transformations and effects functions). Since we’ve replaced the specific functions with delegates, each kind of building block can be represented by just one corresponding type. For instance, rather than having a `Fish` action, a `SellFish` action and a `PayDebts` action, we only have the one `ModelAction` type, which we configure into the three different actions by loading its delegates with the appropriate functions from the dedicated action library. This representation also lets us share functions between building blocks, as long as the function signature matches the delegate signature.

The one glaring issue with our approach is that these functions need access to their owner agent internal state in order to carry our their computation. In order to bypass this problem, the agent is passed as a parameter in all the functions. This way, the function doesn’t need to know
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in advance who its owner is, just needs to request the entity list from any agent it receives as part of its input.

What all this means is we do not need different agent classes based on their behavioral capabilities. The agent itself can be fully agnostic when it comes to its behavioral building blocks, excepting perception, which we did not address, either in the conceptual or implemented architectures. All an agent needs is a list of actions (normative, policy or neither), a list of goals (normative, policy or neither), a value tree and an appropriate reasoner. As with data-storing building blocks, behavioral blocks can be changed at runtime, either by adding, removing or replacing them as needed.

5.5.1 Actions, normative actions and policy actions

The conceptual architecture defines actions as consisting of three functions: one to assess whether the action can be performed, one transformation that acts upon the world, and one to assess the possible effects of the transformation. The implemented version follows the same structure, with one significant difference. The conceptual architecture defines norms are being composed of a context assessing activation function and either an action or a goal. In the implementation, there is no separate `Norm` type. Rather, the `ModelAction` type already contains the necessary structure to turn into a norm at the flip of a flag variable. Flipping a different flag turns the action into a policy. The `ModelAction` type contains the delegates for the context activation function and for the value assessment function (see fig 5.6).

In addition to these delegates, the `ModelAction` type also contains entity lists corresponding to the domain of the feasibility function, the codomain of the effects assessment function and the domain of the context assessment function in the case of normative or policy actions. This is not strictly necessary from a functional point of view since all these functions receive the agent as one of their input parameters. However, these additional entity lists serve as quick filters for actions that require or affect certain entities, which is a handy bit of added utility to have. Figure 5.7 shows the visual representation of a basic action the model editor together with a norm as expansion of a basic action after the `Is Norm` box has been ticked.

5.5.2 Goals, normative goals and policy goals

Goals are represented conceptually as one function that assesses whether the goal is fulfilled or not. As with actions, there is no separate type for normative or policy goals, rather the `Goal` type already contains the delegate for context assessment and allows any goal to be turned into a normative or policy goal by flipping the corresponding flag variable (see fig 5.8). Goals also
Fig. 5.6: Diagram of the action class
Fig. 5.7: Visual representation of a basic action (top) and a normative action (bottom) in the model editor
contain lists of entities that act as the domains of both the fulfillment and context assessment functions, which serve no strictly necessary functional purpose, but are handy as filters.

Figure 5.9 shows the visual presentation of a basic goal in the model editor.

![Diagram of the goal class](image)

**Fig. 5.8: Diagram of the goal class**

### 5.5.3 Value systems

The implementation of the value system closely follows the specifications of the conceptual architecture. The implemented value tree is composed of three different kinds of nodes: leaf nodes, intermediary nodes, and root nodes, just like its conceptual counterpart.

Leaf nodes are defined by a preference function over a subset of the entities that comprise the world state. These entities are not children of the nodes, but are stored in a list. As with actions and goals, the list of entities isn’t strictly necessary when it comes to functionality, and exists in the implementation only as a handy utility.

Intermediary nodes are defined by a preference function over the preference values of their children, which can be leaves or other intermediary nodes.

Root nodes correspond to fundamental Schwartz values and are defined as preference functions over the preference values of their children, which can be intermediary or leaf nodes. Since these are the nodes that ultimately determine the overall value fulfillment of an agent, they also contain a depletion rate variable and a threshold variable used by the value system when calculating overall fulfillment.
All nodes are implemented as a single ValueNode type (see fig. 5.10) whose preference function is represented as a delegate, the same pattern we used for actions and goals. The actual functions are stored, as before, in their own dedicated libraries. Because they are all of the same type, we use labels to distinguish between kinds of nodes.

The ValueSystem type (see fig. 5.10) contains the list of root nodes and functions for calculating current fulfillment and evaluating future fulfillment should a given action be executed in during the current simulation step. The ValueSystem is one of the cognitive blocks that is almost fully hard-coded. This is because the current theoretical architecture doesn’t allow for other conceptualizations of the value system. There was no need to invest effort in investigating ways to allow for the behavioral configuration of an element that currently exhibits a single behavior type in the absence of any information for what future variations of said behavior might look like.

Figure 5.11 shows the visual presentation of a value system in the model editor. For a more intuitive, but sadly not editable, visual representation of a value tree, see fig. 5.12
Fig. 5.10: Diagram of the ValueTree and ValueNode classes.
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Fig. 5.11: Visual representation of a value system in the model editor. This visualisation allows the editing of the value tree

5.5.4 Reasoners

Just like all the other cognitive building blocks, the reasoners are implemented in a form that makes them interchangeable from the point of view of the agent. However, unlike the rest of the blocks, we did not deem it necessary to use a similar delegate and dedicated library pattern. This is in part because we do not expect reasoners to be configurable in the same way that actions, goals or value trees are. Reasoners need to be specific to the cognitive makeup of the agent. For example, if we build an agent with actions and goals, but no norms and no values, we have to pick a reasoner that can operate on actions and goals without the need for additional motivators. If we build an agent with actions and values, we would need a different kind of reasoner.

All reasoners are derived from the base Reasoner type, which contains one publicly accessible function: Reason, the entry point for the reasoning process. Any reasoner type derived from the base Reasoner overrides this function in order to provide its own specific type of calculations.

The architecture includes two out-of-the-box reasoners designed to work with the cognitive blocks that make up the different agent kinds we use in our models (see fig. 5.13). The base
Fig. 5.12: Visual representation of a value tree in the model editor. This visualisation is not editable.

reasoner type operates on actions, norms, policies and goals (see code box 5.2). The value reasoner is derived from the base reasoner and overrides its initialisation and main reasoning function in order to be able to operate on actions, norms, policies and values (see code box 5.3). To avoid the aforementioned risk of mismatch between the agent’s makeup and its reasoner, the appropriate reasoner is instantiated at runtime, based on the composition of its agent owner, without input from the modeler.

Because the architecture, so far, makes no provisions for plans, especially interrupting and recalculating plans, whatever action the reasoner chooses is the action that will be executed. Because of this, the execution of the action is carried out by the reasoner itself, without the need of an additional **Executive** element.
5.6 Agents

As discussed in somewhat more detail in previous sections, because of the modularity of the implementation, we can actually manage quite a few number of models by using only one Agent type (see fig. 5.15). This is possible in our case because the models have significant overlap in agent knowledge and thus we could simply hard-code the perception function as part of the agent type itself.

Since there’s only one agent type, we distinguish between kinds of agents by using profiles. Each agent profile specifies the entities, actions, goals and value tree that will be used to configure its corresponding agents (see fig. 5.14).

5.6.1 Agent makeup

In addition to its hard-coded perception, the agent type contains collections of entities, actions, norms, goals, a value tree and a reasoner. These collections and elements are empty for every newly created agent instance and need to be populated before the agents can be used. This is done by referring to an agent profile.

Agents contain two separate collections of entities. The first serves as the perceived world state (including internal state). The second, called the hypothetical world state, is a copy of the first, and it is used by actions to evaluate their effects. In short, agents can apply an action, through its effects evaluation function, to this second collection of entities in order to see how the world is likely to change if they were to execute that action during the current simulation.
if goalQueue is empty
   add all goals to goalQueue

forall (goals in goalQueue)
   if (goal is not fulfilled)
      if (goal is normGoal)
         if (goal is active)
            add goal to normGoalList
      else if (goal is policyGoal)
         if (goal is active)
            add goal to policyGoalList
      else add goal to goalList

if (normGoalList is not empty)
   nextGoal is random goal from normGoalList
else if (policyGoalList is not empty)
   nextGoal is random goal from policyGoalList
else
   nextGoal is random goal from goalList

forall (actions in availableActionsList)
   if action fulfills nextGoal
      if (action is normAction)
         if (action is active)
            add action to normActionList
      else if (action is policyAction)
         if (action is active)
            add action to policyActionList
      else add action to actionList

if (normActionList is not empty)
   nextAction is random action from normActionList
else if (policyActionList is not empty)
   nextAction is random action from policyActionList
else
   nextAction is random action from actionList

execute nextAction

Code 5.2: Reasoning loop for base reasoner

step. The accuracy of their foresight depends on the action’s evaluation function. If they intend
to execute an action which operates on entities that are not affected by any other forces outside
the agent itself, then the evaluation function can be the same as the transformation function,
except it’s applied to the agent’s internal copy of the current perceived world state.

For instance, **PayDebts** is an action that affects only the agent’s current amount of money
and, unless the model contains something like theft or sudden financial disaster, nothing else
will act on the agent’s money in the current simulation step. Therefore, the hypothetical future world state is the same as the actual future world state and the results of the effects evaluation function are the same as the ones of the transformation function. However, an action like Fish has results that depend on factors outside the agent’s control or knowledge, such as the size of the fish population. In this case, the agent cannot know for certain what the effects of the action will be and the effects evaluation function needs to reflect that. In the implementation used in our model, the transformation function of this action communicates with the FishingArea object in order to determine the value of the Catch. The effects evaluation function estimates a likely value for the Catch based on the agent’s Vessel entity and the value of previous catches.

5.6.2 Agent loop

Due to the modularity of this architecture, the basic agent loop is exceedingly simple, with most of the functionality being provided by whatever cognitive building blocks form the agent’s makeup. It consists of three steps:

Step 1: Update internal state (perception)  Step 2: Reason (assess motivators and choose next action to be performed)  Step 3: Execute the chosen action

While it appears exceedingly simple, this loop is definitely a case of hidden complexity since the agent can contain any number and type of motivators and the reasoners can be as complex as desired. Our intention here is not to oversimplify the agent loop, but to distribute as much
Fig. 5.14: Visual representation of an agent profile in the model editor
5.7 The Policy type

In our implementation, the Policy type doesn’t refer to the action or goal policies the agents use in their reasoning. Rather, the Policy type serves as a runtime scenario modifier. It contains lists of entities, actions and goals that get added to, modified or removed from the agents’ makeup when the policy comes into effect. In addition, it may contain special functions that are needed to carry out policy specific calculations that none of the agents are actually empowered to conduct themselves. For instance, a quota Policy will reduce the Vessel entity of every fisher agent to a neutral version devoid of any components deriving from other policies, such as a License component, then add the Quota entity to all fisher agents. This particular policy involves the calculation of initial quotas and their yearly updates, actions which none of the
fishe agents are authorized to perform. Thus, the implementation allows the quota Policy to carry these actions out itself through its special functions.

Same as the behavioral building blocks, there is only one Policy type. Its special functions are represented by delegates and the actual functions are stored in their own dedicated library.

For a visual representation of a Policy configuration, see figure 5.16.

5.8 Saving data

The level of modularity present in this implementation is at its most useful when the various agent types and their building blocks can be saved and reused as needed. Without support in managing the load of configuration data required to turn the soft-coded types into actual functional code, any actual model building would require much more effort, maybe to the point where the flexibility gains would not be worth the additional hassle of keeping track of the extra files.

Since we're using Unity, we took advantage of their particular type of data container called ScriptableObject. Specific configurations of building blocks and profiles of agents, simulations and batches are all saved as ScriptableObjects in their respective libraries (see fig. 5.17).

Aside from saving the data associated with implementation elements, ScriptableObjects can be created and edited from the Unity Editor, which makes it very easy to quickly create and configure new cognitive building blocks, without the need to write additional configuration code or to maintain setup files for new building blocks, agent types or simulation scenarios.

To have a look at what a ScriptableObject of an entity archetype, for example, looks like in our Unity model editor, see fig. 5.18. Similar visual representations exist for all the soft-coded types in the implementation, all of them displaying the ScriptableObject file which stores that specific configuration of the action, goal etc.

Further details about the visual model builder associated with our implementation, see the next section.

5.9 Visual interface

The visual interface we developed for this implementation serves two purposes. First, it significantly reduces the effort required to configure the elements of the model. As it stands, it is very easy to flip through the editor windows and quickly put together new actions or goals or agent profiles, despite the numerous elements that need to be brought together. Building a new model is fairly effortless because the interface allows the user to keep all the relevant data
Fig. 5.16: QuotaPolicy in GUI
Fig. 5.17: Libraries of building blocks in the current implementation. Left: a list of library folders. Right: the archetypes saved in the Archetype library. Not all the archetypes listed in this figure are used in the models described in this book, but they have been used for various tests, and, once created, they are kept in case of future need.

within their visual field at all times, saving them the effort of memorizing the structure of every element present in the model builder libraries, and the time spent scrolling through config file after config file in search of previously created elements that could be reused in the model they’re currently building. Like some other implementation choices described in this chapter, the visual interface is not needed from a functional point of view. However, from the perspective of convenience, the visual interface makes a world of difference.

The second purpose of the implementation is communication. We have talked extensively in chapter 2 about the importance of including stakeholders in the policy design process, especially when the subject is a system as complex and dynamic as a SES. Involving users in the design of a model which includes said policy is part of that process, but it is not a straightforward one. Bridging the communication gap between the dry, information-dense academic style and
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the more casual style of the public can be a surprisingly difficult feat with no simple solution. It can be even more difficult in the case of a complex agent architecture like the one described in this thesis, which has many interrelated parts and processes that need to be explained before any model design can begin.

One of the best ways to communicate complicated structures is to use visual aids. Because the architecture is highly modular and most of its elements are designed to be generic empty structures until they are loaded with data and behavior, it is relatively simple to build a visual interface for the model and simulation design process. Since Unity's editor can be extended with custom elements, we can effectively turn the visual model builder into an extension of the Unity editor itself, which further narrows the gap between the design and implementation phases of model design.

Unfortunately, it is not possible to completely do away with the need for writing code in this implementation. The method libraries, in particular, are nowhere near regular enough to allow any kind of meaningful visual representation or manipulation. Other elements that must be coded are the agent's perception, new components, and any data collection required by the modeller.
5.9.1 The model builder

In its current state, the implementation allows for the creation of new models through a combination of writing new code and using the visual interface. The architecture elements which require significant new code are new components, new functions for actions, goals, policies and values, new reasoners and agent perception. The recommended process for building a new model is illustrated in figure 5.19.

The start window for the model builder can be seen in figure 5.20. Every element of the architecture can be configured, saved and modified starting from here, or from the libraries shown previously in figure 5.17. Between these two, there should be no need to modify the definition of the existing types, unless the goal is to expand the architecture. Any newly created element, either code based (such as components or functions) or configuration based (such as entities, actions, goals, value systems) can be added to the corresponding library with minimal or no impact on the complexity of the code base.
Fig. 5.20: Start window for the model and simulation builder
5.10 Limitations of the current implementation

5.10.1 Conceptual limitations

When it comes to the conceptual aspect of the implementation, we wish to mention two particular limitations. First, while the model builder interface is developed explicitly to support participatory modelling, no actual tests have as yet been performed in a participatory setting. As such, the interface must be considered a prototype or a proof-of-concept aimed primarily at proving that a visual model builder of this type can be created and used to build models on the underlying architecture described in this chapter.

Second, this interface can currently be used only during the model building phase. There is no corresponding interface that would allow the modeler to intervene in the simulation during runtime. All runtime changes, such as switching out one policy for another, must be configured and saved in a simulation profile. Despite the fact that the architecture is designed with the express purpose of allowing spontaneous runtime changes in the behavioral rules of the agents, the implementation lacks any controls, visual or otherwise, that would allow them to be performed. This is mainly because runtime interfaces in Unity carry significant overhead in terms of time and effort, and our main priority in this research was the development of the conceptual and implemented architectures, rather than user experience related to running simulations.

5.10.2 Architecture expansions

We mentioned that creating new cognitive building blocks based on types that already exist in the implemented architecture add very little complexity to the overall code base. This is because of the strict modularity and explicitness of the types and their configurations. The complexity doesn't grow because new actions, for instance, do not interact with existing actions, except through a reasoner. Even adding new types doesn't have to lead to an increase in complexity, except where reasoners are concerned and only if the new types are meant to interact with existing types. A new Norm type, for instance, doesn't have to exist in the same model as the existing normative versions of ModelAction and Goal types, which means there is no need for a new, more complex reasoner, which could operate on both at the same time. The codebase expands in data volume far more than it expands in complexity.

However, extending the existing types and adding new types specifically designed to interact with existing types (for instance, a SocialPractice or Habit type) will increase the local complexity of any model that uses them. At this point in our research, we cannot confidently offer either a way to quantify this complexity increase, nor a well-defined methodology for how to manage it in the long run. Again, this is because the main focus of the research was to develop the architecture and implementation first, with their optimization planned for later in the future.
5.10 Limitations of the current implementation

5.10.3 Code dissemination

While Unity allows users to create custom expansions to the editor, the level of interaction displayed by our visual interface would have taken considerable time and effort to build by ourselves. In order to build this interface, we used the Odin Inspector asset\(^2\), which makes the creation of custom editors much faster and easier. The only downside to this asset, in an academic environment, is that it is proprietary and lacks a free version that could be openly shared together with the model builder and model code.

\(^2\) https://odininspector.com/
Chapter 6

Models

As we saw in chapter 3, the behaviour of fishers is often governed by different motivations to fish, norms regulating effort (in terms of catch, days at sea, efficiency in use etc.), discards and by-catch, social status, fishing grounds etiquette (do they push, do they crowd, are there favours, is there honest communication etc.), and reasons for entering and exiting the fishery. Despite this, models of fishing policy often fail to consider fishing anything more than an economic activity and rarely account for any other drivers of behavior outside of profit maximization. While such models have their place and purpose, we also want to be able to build models that capture more of the complexity of the actual decision making process of fishers, hence the architecture we developed and presented in chapters 4 and 5. In this chapter, we demonstrate how this architecture, and the “sandbox” setup that comes with it, can be used to build models and what kinds of information such models can impart that may be lacking in those built from ad-hoc rules or based on purely “rational” agents.

We base elements of our sandbox on the real life case of Norwegian small-scale fisheries and their reaction to the introduction of quota policy, as described in [89]. The introduction of the quota system reduced overall catch in the fishery, but a subset of fishers actually increased their fishing effort in response to the policy. If the usual assumption of fishing as a predominantly economic activity, with profit as the main driver, were correct for all fishers, this subset of fishers who got to fish more and thus make more money should have been quite happy with the new policy. But this is not what happened. Rather, the fishers complained about having to spend more time at sea in order to fish their quota or risk losing it. For this group of fishers, fishing was not driven by profit maximization, but rather by a different set of norms. Their fishing effort varied with their needs, with young fishers who had more debts to repay fishing more, and older fishers with less pressing needs for money fishing less and dedicating their remaining time to activities on shore. Their capacity for fishing, as indicated by the size and equipment of their vessels, did not correlate with fishing effort either, but rather with the fishers desire to increase their comfort while at sea or to gain status among their peers.
While not as dramatic as some of the bigger policy failures in SES (or even just in fisheries), this is a good example of overall sound policy failing to account for the needs and behaviors of at least some of the people it set out to manage. In this chapter we set out to show how including different drivers of behavior in models can change the outcomes and thus point towards different possible policy approaches.

The model scenarios in this chapter are nothing more than toy models, spun up to illustrate the functionality of the architecture and the sandbox approach we present in this thesis. We pick up elements from the Norwegian fisheries scenario (such as the norm of correlating fishing effort to personal needs), but others, like the value trees, are mostly educated guess work. As such, these models do not capture any real world scenario, and only illustrate that changes in the decision making process of agents using our decision architecture is enough to ensure significantly different results, even when agents are fairly similar in their capabilities and motivations. Since our focus is on the interaction between norms, values and policy, the models in this chapter include minimal environmental dynamics, so that the differences in agent behavior can be easily traced to differences in agent motivations and reasoning processes.

6.1 Sandbox setup

In this section, we will present all the elements we put in the sandbox in order to build the model scenarios. We start with the sandbox and not model scenarios because the scenarios are all built by combining elements from the sandbox and the scenarios presented in this chapter are not the only ones that can conceivably be built just from this sandbox alone. Even with the limited ambition of simply demonstrating sandbox and architecture functionality rather than building a full, complex model meant to serve a role in a policy design process, the resulting sandbox and the opportunities for building and experimenting with different types of agents are fairly substantial.

Most of the sandbox elements concern agent makeup since the goal of this work is to showcase an agent decision architecture that allows agents to reason about norms and values, among other cognitive elements. The following sections detail these cognitive elements, the reasoners associated with them, and the combinations we use to make up the four different types of agents we use in our simulation scenarios. Again, because the architecture conceptualises these cognitive elements as explicit - as opposed to implicit rules or constraints hardcoded into the flow of the program - the agents are very modular. As such, the four agent types we use in our scenarios are not the only ones we could have built using the elements described in this chapter, but they are the ones that best fit the case study we are basing the model on.
6.1 Sandbox setup

6.1.1 Agent makeup

All the agents in this model are fishers, split into two categories: fishers who aim to maximize their profit, and fishers who follow a social norm that limits their fishing effort. This limitation is determined by the size of their debts, which include vessel maintenance, living costs and loan repayment rates. Once their fishing profit and/or savings are enough to cover their debts for the rest of the year, they switch from fishing to spending time on shore. Profit maximizing fishers, on the other hand, fish as much as they can and do not willingly limit their fishing effort.

Agents share much of their makeup across types and scenarios, since they live in and perceive the same environment, have shared motivations and behave similarly for the most part. We distinguish between types of agents based on whether their makeup contains norms and/or a value system, which gives us "rational" goal-oriented agents, normative goal oriented agents, self-interested value driven agents, and community-oriented value driven agents. In this section, we will break down the cognitive elements the agents use in these simulations. The particular makeup of agent types is described further into the chapter.

6.1.1.1 Entities

In all scenarios, agents have the same list of entities (see table 6.1.1.1, and table 6.1.1.1 for their components). They are all present at the start of any simulation, except for the Quota entity, which is introduced to the agents by the Policy object if the scenario includes a switch of policy. The Policy object also removes the HasLicence component from all Vessel entities, which makes Vessel the only entity in the model to change structure during certain scenario runs.
6.1.1.2 Actions

The actions available in the models are in table 6.3, together with a description of their pre-condition, transformation and effect functions. Actions that are either norms or policies are also included, but are marked as such, and their context activation function is also described. Actions that are also policies are added to each agent at runtime in scenarios where policy becomes active during the run.

<table>
<thead>
<tr>
<th>Actions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fish</td>
<td>Pre-condition: agent has a vessel with a valid license</td>
</tr>
<tr>
<td>Actions</td>
<td>Pre-condition</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Transformation</td>
<td>agent requests catch from Resource object</td>
</tr>
<tr>
<td>GetLoan</td>
<td>agent has no other loans, debts exceed threshold and savings &lt;= 0</td>
</tr>
<tr>
<td></td>
<td>agent's loan size &gt; 0</td>
</tr>
<tr>
<td>SellFish</td>
<td>agent's catch size &gt; 0</td>
</tr>
<tr>
<td></td>
<td>agent's catch size set to 0, agent's profit size increased by value of catch</td>
</tr>
<tr>
<td>PayDebts</td>
<td>the sum of agent's savings and profit exceeds its debt</td>
</tr>
<tr>
<td></td>
<td>savings modified by difference between profit and debts, debts set to 0</td>
</tr>
<tr>
<td>UpgradeVesselEfficiency</td>
<td>agent has vessel and agent's savings &gt; cost of upgrade</td>
</tr>
<tr>
<td></td>
<td>vessel efficiency increased, savings decreased by cost of upgrade</td>
</tr>
<tr>
<td>UpgradeVesselSize</td>
<td>agent has vessel and agent's savings &gt; cost of upgrade</td>
</tr>
<tr>
<td></td>
<td>vessel size increased, savings decreased by cost of upgrade</td>
</tr>
</tbody>
</table>

Table 6.3 – continued from previous page
Table 6.3 – continued from previous page

<table>
<thead>
<tr>
<th>Actions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Effect</strong> vessel size increased, savings decreased by cost of upgrade</td>
</tr>
</tbody>
</table>

**Norms**

<table>
<thead>
<tr>
<th>SpendTimeOnShore</th>
<th><strong>Context</strong> savings &gt; yearly debts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-condition</strong></td>
<td>savings &gt; yearly debts</td>
</tr>
<tr>
<td><strong>Transformation</strong></td>
<td>agent’s location is &quot;on shore&quot;</td>
</tr>
<tr>
<td><strong>Effect</strong></td>
<td>agent’s location is &quot;on shore&quot;</td>
</tr>
</tbody>
</table>

**Policies**

<table>
<thead>
<tr>
<th>FishQuota</th>
<th><strong>Context</strong> agent has vessel</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-condition</strong></td>
<td>agent’s quota &gt; 0</td>
</tr>
<tr>
<td><strong>Transformation</strong></td>
<td>agent requests catch from Resource object</td>
</tr>
<tr>
<td><strong>Effect</strong></td>
<td>a catch is calculated, proportional to vessel efficiency and size</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SellQuota</th>
<th><strong>Context</strong> quota size &gt; 0 at end of year</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-condition</strong></td>
<td>quota size &gt; 0 at end of year</td>
</tr>
<tr>
<td><strong>Transformation</strong></td>
<td>QuotaMarket receives all quota from agent, agent’s quota is set to 0</td>
</tr>
<tr>
<td><strong>Effect</strong></td>
<td>agent’s quota is set to 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BuyQuota</th>
<th><strong>Context</strong> quota size ≤ 0 at end of year, savings &gt; 0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-condition</strong></td>
<td>quota size ≤ 0 at end of year, savings &gt; 0</td>
</tr>
<tr>
<td><strong>Transformation</strong></td>
<td>agent requests quota from QuotaMarket object, proportional to vessel’s unfulfilled fishing potential</td>
</tr>
<tr>
<td><strong>Effect</strong></td>
<td>a quota increase is calculated based on vessel’s unfulfilled fishing potential</td>
</tr>
</tbody>
</table>

Table 6.3: All the actions used by the agents in the models
6.1 Sandbox setup

6.1.1.3 Goals

The goals the agents can have across the different scenarios are in table 6.4, together with a description of their achievement function. Goals that are either norms or policies are marked as such and also include a description of their context activation function. As before, goals that are policy are not part of an agent’s makeup until introduced by the Policy object when the running scenario decides the policy is in effect.

<table>
<thead>
<tr>
<th>Goals</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoJob</td>
<td>Condition Fish action has been performed or catch &gt; 0</td>
</tr>
<tr>
<td>GetPaid</td>
<td>Condition Profit &gt; 0</td>
</tr>
<tr>
<td>PayCosts</td>
<td>Condition Debts = 0</td>
</tr>
<tr>
<td>StaySolvent</td>
<td>Condition Savings &gt; 0</td>
</tr>
<tr>
<td>Upgrade</td>
<td>Condition Not (end of year and loan &gt; 0)</td>
</tr>
</tbody>
</table>

Table 6.4: All the goals available to the agents in the models

6.1.1.4 Value systems

There are two value systems the agents use and they are built to reflect the motivations of the “rational” agent type and the “normative” agent type from the goal-oriented decision making scenarios. In order to distinguish between them, we call the “rational” equivalent a “self-interested” agent type, and the “normative” equivalent a “community-oriented” agent type.

The value systems are presented in tables 6.5 and 6.6, together with descriptions of the preference functions of all their nodes.
### 6.1.5 Reasoners

The agents use two kinds of reasoners, one which knows how to deal with goals, norms and policy, and a second one which knows how to deal with values, norms and policy. The reasoners are distinguished through the kinds of motivators they recognize and operate with, and not the actual motivators themselves. Thus, goal-oriented agents use the same reasoner, regardless of what goals they have in their makeup. Value-driven agents also use the same reasoner, regardless of which value system they have as motivator. This means that any behavioral differences observed between agents of the same type (goal-oriented or value-driven) are not due to their reasoning process, which is the same, but are due to their motivators and capabilities.

We have already described these reasoners in chapters 4 and 5, but we present them again here for convenience, in fig 6.1 and 6.2.

### 6.1.2 Agent types

For the purposes of this chapter, we classify agents according to two main criteria. First, agent types based on the kinds of motivators drive their behavior. As such, we have two main types of agents: goal-oriented and value-driven. Goal-oriented agents try to fulfill their goals, while
value-driven agents try to maximize the fulfillment of their value system. Both these types can, in addition, have norms and/or policies as motivators, in the form of actions and/or goals which have an additional context activation function.

Second, we also distinguish between agents based on their "personality". In the case of the goal-oriented type, we have "rational" agents, who adhere to no norms and their goals are meant to maximize their profit, and "normative" agents, who follow the norm of fishing enough to cover their costs and spend whatever time they have left on shore. Their value-driven equivalents are called "self-interested" and "community-oriented", respectively, in order to distinguish between agents with values and agents with goals.

The types of agents we use in our scenarios can be found in table 6.7. The table shows all the elements any of the agent types can contain across scenarios. It is important to note that none of the agents contain both goals and values at the same time in any of the scenarios in this chapter. The specific agent makeups present in each scenario will be described further in the chapter.

<table>
<thead>
<tr>
<th>Root name</th>
<th>Root preference</th>
<th>Intermediary preference</th>
<th>Leaf preference</th>
<th>Entity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achievement</td>
<td>OR</td>
<td>OR</td>
<td>NotZero</td>
<td>Catch</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NotZero</td>
<td>Profit</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BetterThan</td>
<td>Savings</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IsPaid</td>
<td>Debts</td>
</tr>
<tr>
<td>Benevolence</td>
<td>XNOR</td>
<td></td>
<td>Savings &gt; YearlyDebts</td>
<td>Savings</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Debts</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IsOnShore</td>
<td>Place</td>
</tr>
<tr>
<td>Conformity</td>
<td>OR</td>
<td>XNOR</td>
<td>IsOnShore</td>
<td>Place</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Savings &gt; YearlyDebts</td>
<td>Savings</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Debts</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Quota &gt; = Catch</td>
<td>Quota</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Catch</td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>OR</td>
<td></td>
<td>BetterEfficiency</td>
<td>Vessel</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BetterThan</td>
<td>Vessel</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BetterThan</td>
<td>Quota</td>
</tr>
</tbody>
</table>

Table 6.6: Community-oriented value system
if goalQueue is empty
    add all goals to goalQueue

forall (goals in goalQueue)
    if (goal is not fulfilled)
        if (goal is normGoal)
            if (goal is active)
                add goal to normGoalList
        else if (goal is policyGoal)
            if (goal is active)
                add goal to policyGoalList
        else
            add goal to goalList

if (normGoalList is not empty)
    nextGoal is random goal from normGoalList
else if (policyGoalList is not empty)
    nextGoal is random goal from policyGoalList
else
    nextGoal is random goal from goalList

forall (actions in availableActionsList)
    if action fulfills nextGoal
        if (action is normAction)
            if (action is active)
                add action to normActionList
        else if (action is policyAction)
            if (action is active)
                add action to policyActionList
        else
            add action to actionList

if (normActionList is not empty)
    nextAction is random action from normActionList
else if (policyActionList is not empty)
    nextAction is random action from policyActionList
else
    nextAction is random action from actionList

execute nextAction
\label{code_basereasoner}

### 6.2 Fishing grounds

The fishing grounds object keeps track of how much resource there is in the simulation at any given time and how much of it the agents can harvest. The fish "reproduces" once every simulation year and the resulting amount is determined by a logistic growth function. In scenarios
where the agents fish a "finite" resource, the carry capacity and growth rate are calibrated such that if the scenario contained only "rational" agents, they would crash the resource by the end of the simulation's time scope.

6.3 Simulation setup

Each simulation contains 200 agents, regardless of makeup, and runs for 20 years, unless otherwise specified. Agents start out with varying loan size, vessel size (in the same size-class), and efficiency. They differ in the kinds of actions they have available to them, and different agent types are motivated differently, either by goals, norms, policy, values, or a combination thereof. The agents use two types of basic reasoning: goal-oriented or value-based. Both reasoner types can also deal with norms and policy.

No agents exit or enter the fishery. Exiting and entering a fishery come with their own issues and can factor prominently in the policy design process as there can be huge differences in the ways a policy can impact these actions. Buyouts by the state can encourage less prosperous fishers to exit the fishery and pursue a different occupation. Quota policies come with significant barriers to entry because quota is usually very expensive and not many aspiring fishers can afford the investment. However, regardless of how interesting it would be to simulate this particular aspect of fisher behavior, the scenarios in this chapter aim at showcasing the functionality of the architecture and of the sandbox setup, not to replicate all elements of interest to
<table>
<thead>
<tr>
<th>Rational Agent</th>
<th>Normative Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Actions</strong></td>
<td></td>
</tr>
<tr>
<td>Fish</td>
<td>Fish</td>
</tr>
<tr>
<td>GetLoan</td>
<td>GetLoan</td>
</tr>
<tr>
<td>SellFish</td>
<td>SellFish</td>
</tr>
<tr>
<td>PayDebts</td>
<td>PayDebts</td>
</tr>
<tr>
<td>UpgradeVesselEfficiency</td>
<td>UpgradeVesselEfficiency</td>
</tr>
<tr>
<td>UpgradeVesselSize</td>
<td>UpgradeVesselSize</td>
</tr>
<tr>
<td>SpendTimeOnShore</td>
<td></td>
</tr>
<tr>
<td>BuyQuota</td>
<td>BuyQuota</td>
</tr>
<tr>
<td>SellQuota</td>
<td>SellQuota</td>
</tr>
<tr>
<td>FishQuota</td>
<td>FishQuota</td>
</tr>
<tr>
<td><strong>Goals</strong></td>
<td></td>
</tr>
<tr>
<td>DoJob</td>
<td>DoJobNormative</td>
</tr>
<tr>
<td>GetPaid</td>
<td>GetPaid</td>
</tr>
<tr>
<td>PayCosts</td>
<td>PayCosts</td>
</tr>
<tr>
<td>StaySolvent</td>
<td>StaySolvent</td>
</tr>
<tr>
<td>Upgrade</td>
<td>UpgradeNormative</td>
</tr>
<tr>
<td>DoJobPolicy</td>
<td>DoJobPolicy</td>
</tr>
<tr>
<td><strong>Value system</strong></td>
<td></td>
</tr>
<tr>
<td>RationalValueSystem</td>
<td>NormativeValueSystem</td>
</tr>
</tbody>
</table>

Table 6.7: The two complete agent profiles used in the models. Blue highlighted elements are added by the policy when it is introduced into the simulation. Yellow highlighted elements are only present in scenarios involving values.

A model meant to inform or support a real life policy design case. As such, keeping the model simple can be more informative since there is less chance of confusion when interpreting the results.

There is one fishing grounds object, which determines how much fish is available for harvesting, as well as how much fish the agents get based on their vessel size, vessel efficiency and their own experience in fishing. The fish "reproduce" once a year, according to a logistic function. In scenarios with a "finite" amount of fish, the resource's carry capacity and growth rate are calibrated such that a population of 200 "rational" agents will crash it before the simulation ends, but not sooner than its halfway point.

The time granularity of the simulations is one month, split into 5 steps. This is because the agents are allowed to perform a number of actions each month: catch fish, sell fish, pay their
debts for the month, take out a new loan, and upgrade their vessel or buy/sell quota if the policy is in effect. They can spend time on shore instead of fishing, but cannot do both in the same month. Also, upgrading a vessel or trading quota is only allowed once a year.

The simulations vary in the kinds of agents they run, whether they can crash the resource, and whether a policy is introduced. If the scenario run includes a policy, the policy is always the same ITQ policy and is introduced midway through the run. Once introduced, the policy allocates quota to the agents based on the last few years of their collective fishing history.

6.4 Scenarios

The scenarios are very simple, and are mainly used to observe how behavior varies between different kinds of agents. We are also interested in the explanatory power the scenarios get from the kinds of agents included.

We build and run two main kinds of scenarios: ones with goal-oriented agents and ones with value-driven agents. We use the goal-oriented scenarios to demonstrate the use of the sandbox setup, starting with the simplest scenarios we could design and gradually adding elements to increase their informative power.

6.4.1 Scenario 1: Goal-driven Agents - Rational vs. Normative

This scenario contains goal-driven agents, both "rational" and "normative". Their respective makeups can be found in table 6.8.

In order to show the differences in behavior between the two types of agents, we run a number of variations on this scenario: scenarios with only one type of agent, scenario with both types of agent, scenario with both types of agents and policy. Each variation runs both under conditions of limited and unlimited resource.

6.4.1.1 Scenario 1.1: Single agent type

These are the simplest scenarios we built, and, as the name implies, this variation is run with only one type of agent. It’s run with both limited and unlimited resource, but no policy. The purpose of this setup is to have a good look at how each agent type behaves when the only constraints on their behavior is internal (in the case of infinitely abundant resource), and when we add the simplest external constraint (in the case of finite resource).
Table 6.8: The two complete agent profiles used in the scenarios goal-oriented agent. The differences between them are highlighted in green. Blue highlighted elements are added by the policy when it is introduced into the simulation.

As shown in 6.1, When they are given an infinitely abundant resource, the “rational” agents go fishing every chance they get, while normative agents gradually decrease their fishing effort over time. This can also be seen in fig. 6.10: the “rational” curve is a straight line indicating a constant increase in total cumulative catch over the years, while the normative curve bends downwards marking a decrease in the total cumulative catch, and later continues as a straight line indicating a constant increase in total cumulative catch again. This second period of stable fishing effort marks the point where agents have paid off their loans and are now fishing to cover their maintenance and living expenses, which vary little.

When constrained by dwindling resource abundance, “rational” agents also decrease their fishing effort, albeit they are much slower to do it. Unlike normative agents, who decrease their effort because of their social norm, “rational” agents only reduce their effort when it becomes unprofitable to keep going out to sea (see the “wavy” curve in fig. 6.4). They deplete the re-
source fast enough that they cannot earn enough to upgrade their vessels at all, whereas they can afford significantly more upgrades (even when compared to normative agents) when they can catch as much fish as they want (see fig. 6.7 vs. none in the finite condition).

Normative agents voluntarily curb their fishing effort when the resource is finite too, as seen in figure 6.4.1.1. However, whether the resource is finite or not, the reduction isn’t necessarily strict from year to year. If they have access to an unlimited resource, normative agents can earn enough money fast enough to repay their debts fairly quickly and, thus, get the opportunity to upgrade their vessels (see fig 6.7). This means they either deplete their savings or take out a new loan (see fig. 6.5), which forces them to temporarily increase their fishing effort in order to cover their yearly costs. On the other hand, if the resource is being noticeably depleted, they do not earn enough to afford to upgrade their vessels (as such, no figure is shown). Their increase in fishing effort is due to the fact that they do not catch as much each fishing trip and are, thus, forced to spend less time on shore and more time in the fishery in order to cover their costs for the year.

6.4.2 Scenario 1.2: Goal-driven Agents - Rational-Normative mix

This scenario includes an equal number of “rational” and normative agents (100 of each) in order to compare the two when they share the same resource, whether finite or infinite.

As in the previous version of this scenario, “rational” agents fish either to their maximum capacity or as long as fishing is profitable, whereas normative agents gradually reduce their fishing effort commensurate with their costs, and spend as much time on shore as they can afford (see fig. 6.8 and fig. 6.9 for action counts, and fig. 6.10 and fig. 6.11 for cumulative catch). The loans they take out follow the same approximate trend (see fig. 6.12 and fig. 6.6), as do the upgrades they buy (see fig. 6.14 vs. none in the finite condition).

This scenario doesn’t add a whole lot of new information regarding the behavior of the agents, but it does illustrate how significant the difference in behavior between the two agent types really is. This difference will become extremely relevant in the next scenario variation when we introduce policy.

6.4.3 Scenario 1.3: Goal-oriented, mixed populations and policy

In this scenario variation we run the same mix of agents as in the previous variation (100 “rational”, 100 normative), and we add an ITQ policy halfway through the simulation. The policy calculates the total allowable catch (TAC) at the beginning of each year and distributes it to the agents. Each agent receives an equal share of the TAC, regardless of its makeup, catch or
Fig. 6.1: Action counts for simulation runs where the population contains only one kind of agent fishing an infinite resource. Rational agents (up) fish as much as they can, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.
Fig. 6.2: Action counts for simulation runs where the population contains only one kind of agent fishing a finite resource. Rational agents (up) fish as much as they can, as long as it’s profitable, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.
Fig. 6.3: Cumulative catch for simulation runs where the population contains only one kind of agent fishing an infinite resource. Rational agents (up) fish as much as they can, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.
6.4 Scenarios

Fig. 6.4: Cumulative catch for simulation runs where the population contains only one kind of agent fishing a finite resource. Rational agents (up) fish as much as they can, as long as it’s profitable, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.

If the resource is finite, the TAC is calculated as the maximum amount of fish that can be harvested such that the resource can rebound fully in the next year’s reproduction step. If the resource is infinite, the TAC is calculated as a percentage of the average historical yearly catch of all the agents in order to have the same restrictive effects.

What we want to observe in this scenario variation is whether the policy may seem to achieve its overall goal, but unintentionally disrupt the behaviors of some agents, given that it is set
Fig. 6.5: Average loan for simulation runs where the population contains only one kind of agent fishing an infinite resource. Rational agents (up) often take new loans in order to afford vessel upgrades, whereas normative agents upgrade and take out new loans much less infrequently. At the end of the run, the normative population has nearly finished repaying their loans, while the rational population collectively has bigger loans than they started with.
Fig. 6.6: Average loan for simulation runs where the population contains only one kind of agent fishing a finite resource. Rational agents (up) take no new loans because fishing isn’t as profitable under these conditions. It is the same for normative agents.
Fig. 6.7: Number of upgrades at any given simulation step for simulation runs where the population contains only one kind of agent fishing an infinite resource. Rational agents (up) upgrade their vessel often because they can afford to repay their loans. While normative agents can also afford to repay their loans, they upgrade much less frequently, since they prefer to spend time on shore instead.
Fig. 6.8: Actions counts for simulation runs where the population contains both rational and normative agents fishing an infinite resource. Rational agents (up) fish as much as they can, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.
Fig. 6.9: Actions counts for simulation runs where the population contains both rational and normative agents fishing finite resource. Rational agents (up) fish slightly reduce their effort over time as fishing becomes less and less profitable, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.
Fig. 6.10: Cumulative catch for simulation runs where the population contains both rational and normative agents. Rational agents (up) fish as much as they can, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.

Fig. 6.11: Cumulative catch for simulation runs where the population contains both rational and normative agents. They still diverge around the same cumulative catch value, but it occurs later in the simulation because the resource is more scarce and the normative agents need to fish more in order to save enough money to switch to spending time on shore.
Fig. 6.12: Average loans for simulation runs where the population contains both rational and normative agents fishing an infinite resource. Rational agents take on significantly more debt than normative agents, both because their larger fishing effort means they can afford to pay back more, and because normative agents would rather spend time on shore than repay additional debt.

based on historical fishing effort in a given tonnage class, and that class contains agents with different behaviors and incentives. In order to observe whether the policy eventually restores the resource, we run simulations lasting 40 years instead of the standard 20, since 20 years is not quite enough to see this effect. The policy is introduced midway through the simulation, which means the agents have plenty of time to deplete the fish stocks and are well on their way to completely collapsing them. Under these circumstances, the policy is very restrictive when it is first introduced, but it becomes less so as the resource, hopefully, recovers.

What the results show is that the policy has the overall desired effect of cutting down fishing effort and lowering overall catch. However, these effects are not the same for the two types of agents. "Rational" agents are, as expected, forced to cut down on their fishing effort (see fig. 6.16 and 6.15) and their total catch is lowered as well (see fig. 6.18 and fig. 6.17. However, the same figures show that normative agents increase their effort and their total catch. Because the quota is calculated by taking the average historical catch of the entire population of agents, normative agents are allotted more quota than they would fish in the absence of the policy. Where before their norm compelled them to gradually reduce their fishing effort over time, now they keep fishing past where their gains would have covered their expenses for the year.
Fig. 6.13: Average loans for simulation runs where the population contains both rational and normative agents fishing a finite resource. Due to the resource becoming more scarce and less profitable as the simulation advances, none of the agents have the means to take on extra loans and limit themselves to repaying the ones they started with.

Regarding upgrades, normative agents do not change their behavior from previous runs. On the other hand, when the resource is infinite (meaning the policy is only mildly restrictive), "rational" agents appear to stop upgrading once the policy is introduced. However, in the 40 year runs, it becomes apparent that the introduction of policy merely slows down the pace at which they can accumulate the money they need and the pace of upgrades picks up again eventually (see fig. 6.7). What's more interesting, at first glance anyway, is that, when the resource is finite, "rational" agents cannot afford upgrades until the policy is introduced (see fig. 6.22). This apparently deviant behavior is easily explained by the fact that buying and selling quota are counted as upgrades too, and the action count charts show agents buying quota.

This also tracks with the loans we observe in these runs. When the resource is infinite, "rational" agents take out loans to finance their upgrades until the policy is introduced, then they appear to stop. However, the 40 year runs show that this is a temporary situation due to the fact that the rate at which they can accumulate wealth has slowed (see fig. 6.19 and fig. 6.20). Interestingly, once the start loaning money again, they do not loan as much as before the policy was in effect. This is because they now buy and sell quota, and they can do it in increments that are much cheaper than a vessel upgrade (at least according to the current balance of the sandbox).
Fig. 6.14: Number of upgrades at any given simulation step for simulation runs where the population contains both rational and normative agents fishing an infinite resource. Rational agents are much more likely to take on extra loans to buy vessel upgrades, while normative agents prefer spending time on shore to taking on more debt in order to afford more vessel upgrades.

It bears mentioning that, even though the policy increases the fishing effort for normative agents, the resource still recovers in time. This is because quota shares are calculated with regards to the TAC, which is calculated with the preservation of the resource in mind. As such, even if this isn’t the best quota distribution scheme when it comes to resource recovery, it still achieves its purpose.

### 6.4.4 Scenario 2: Agents with values

One crucial element missing from the previous scenarios is the ability of agents to break norms or policy. Because the goal-based reasoner forces norms over non-normative actions/goals and policy actions/goals over norms, agents always follow their norm if it is active, and always obey the policy once it comes in effect. However, in order to understand the effects of any given policy, we need to be able to see the ways and reasons agents may choose to break it, and the goal reasoner cannot decide between a norm and a policy that are active at the same, or decide to ignore an active norm/policy if some other action would be more beneficial.
Fig. 6.15: Actions counts for simulation runs where the population contains both rational and normative agents fishing an infinite resource. Rational agents (up) fish as much as they can, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.
Fig. 6.16: Actions counts for simulation runs where the population contains both rational and normative agents fishing an infinite resource. Rational agents (up) fish as much as they can, whereas normative agents gradually reduce their fishing activity over time and spend more time on shore instead.
In order for the agents to be able to resolve norm-policy or action-norm/policy conflicts, they need another system for prioritizing their behavioral options and this is where values come in.

In this scenario, the agents do not have goals, but are driven by a value system. Agents use the value reasoner to choose between their available options, which allows them to move beyond the hard rule of always choosing active policy over active norms that the goal reasoner imposes.
Fig. 6.18: Cumulative catch for simulation runs where the population contains both rational and normative agents. They still diverge around the same cumulative catch value, but it occurs later in the simulation because the resource is more scarce and the normative agents need to fish more in order to save enough money to switch to spending time on shore.

There is no punishment for breaking either the policy or the norm beyond the effects on the value system, which means the results reflect agent satisfaction with the policy (the norm is by definition beneficial to their satisfaction) and not their aversion to punishment for breaking it. The more they break the policy, the more unhappy they would have been if they had stuck to it.
Fig. 6.19: Average loans for simulation runs where the population contains both rational and normative agents fishing an infinite resource. Rational agents take on significantly more debt than normative agents, both because their larger fishing effort means they can afford to pay back more, and because normative agents would rather spend time on shore than repay additional debt.
Fig. 6.20: Average loans for simulation runs where the population contains both rational and normative agents fishing a finite resource. Due to the resource becoming more scarce and less profitable as the simulation advances, none of the agents have the means to take on extra loans and limit themselves to repaying the ones they started with.
Fig. 6.21: Number of upgrades at any given simulation step for simulation runs where the population contains both rational and normative agents fishing an infinite resource. Rational agents are much more likely to take on extra loans to buy vessel upgrades, while normative agents prefer spending time on shore to taking on more debt in order to afford more vessel upgrades.
Fig. 6.22: Number of upgrades at any given simulation step for simulation runs where the population contains both rational and normative agents fishing a finite resource. Due to the resource becoming more scarce and less profitable as the simulation advances, neither type of agent can afford to pay their loans or amass sufficient savings to afford any vessel upgrades under these conditions.
6.4 Scenarios

<table>
<thead>
<tr>
<th>Actions</th>
<th>Rational Agent</th>
<th>Normative Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fish</td>
<td>Fish</td>
<td>Fish</td>
</tr>
<tr>
<td>GetLoan</td>
<td>GetLoan</td>
<td>GetLoan</td>
</tr>
<tr>
<td>SellFish</td>
<td>SellFish</td>
<td>SellFish</td>
</tr>
<tr>
<td>PayDebts</td>
<td>PayDebts</td>
<td>PayDebts</td>
</tr>
<tr>
<td>UpgradeVesselEfficiency</td>
<td>UpgradeVesselEfficiency</td>
<td>UpgradeVesselEfficiency</td>
</tr>
<tr>
<td>UpgradeVesselSize</td>
<td>UpgradeVesselSize</td>
<td>UpgradeVesselSize</td>
</tr>
<tr>
<td>SpendTimeOnShore</td>
<td>SpendTimeOnShore</td>
<td>SpendTimeOnShore</td>
</tr>
<tr>
<td>BuyQuota</td>
<td>BuyQuota</td>
<td>BuyQuota</td>
</tr>
<tr>
<td>SellQuota</td>
<td>SellQuota</td>
<td>SellQuota</td>
</tr>
<tr>
<td>FishQuota</td>
<td>FishQuota</td>
<td>FishQuota</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Goals</th>
<th>Rational Agent</th>
<th>Normative Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>DoJobPolicy</td>
<td>DoJobPolicy</td>
<td>DoJobPolicy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value system</th>
<th>RationalValueSystem</th>
<th>NormativeValueSystem</th>
</tr>
</thead>
</table>

Table 6.9: The two complete agent profiles used in the models. Blue highlighted elements are added by the policy when it is introduced into the simulation. Yellow highlighted elements are only present in scenarios involving values.

Because the agents now have the freedom to break both policy and norm, we run slightly different scenario variations this time. All variations include an equal number of agents of each type (100 rational, 100 normative), run for 20 years and the policy comes in effect halfway through a run. The difference lies in the severity of the restriction the policy imposes on the agents. We have one scenario where the resource is finite, which comes with strict restrictions, and one scenario where the resource is scarce and therefore the restrictions are very strict. We don't have a 40-or-more years scenario this time because we are interested in observing how the agents respond to the policy being introduced, which, in turn, can give us an inkling into whether the policy would succeed in its goal of eventually bringing the resource and harvesting to a sustainable point, both economically and ecologically.

The results show that normative agents fish less than "rational" agents, similar to previous scenarios (see fig. 6.24 and fig. 6.28). In the case of normative agents, the fishing effort is much more evenly distributed through the years compared to previous scenarios where it matched "rational" effort for a while, only to curb downwards later. There is also a much smaller difference in upgrades between rational and normative agents (see fig. 6.26 and fig. 6.30). This matches better the real world scenario which inspired these models, as both normative and "rational"
fishers upgrade their vessels in real life, but normative fishers do not use their increased effort capacity to fish more, but to fish more comfortably. This is also reflected in the smaller difference in loans (see fig. 6.25 and 6.29). What this means is that, for this calibration of the value trees and the sandbox in general, there is a much slower decline in fishing effort for normative agents compared to previous scenarios.

Both types of agents cheat, albeit to different degrees (see fig. 6.23 and fig. 6.27). "Rational" agents break policy with abandon, regardless of restriction severity since they’re very strongly driven by their need to fulfill their Achievement value, which happens by maximizing their fishing effort and their profits. Normative agents are driven by Benevolence, which is fulfilled by their norm, more than they’re driven by Achievement. As such, they spend most of their time on shore when they’re not fishing their quota.

It is interesting to note that both agent types sell some quota and cheat to make up the difference. This happens because selling quota promotes Achievement by increasing Savings and has no immediate downsides for any other values. It’s an artifact of the way the sandbox is built and calibrated. Nothing prevents them, and they stand to gain from doing it, therefore they do it.

6.5 Conclusion

Our results show that agents with a decision architecture that can operate with norms and values behave differently and more realistically (even unexpectedly or unpredictably), compared to self-interested, goal-driven, profit maximizing agents that are more common in ABM.

6.5.1 Normative vs. self-interested agents

Normative agents diverge significantly in their fishing effort from their "rational" counterparts, as evidenced both by their actions and their cumulative catch.

Depending on how many of them have loans to repay at any point during the simulation, normative agents may appear to behave as rational agents. However, normative agents voluntarily curb their fishing effort, regardless of resource abundance, while self-interested agents only do it when the resource is scarce and it becomes unprofitable to continue fishing.

Once we introduce the policy, we can see that both types of agents change their behavior, but in opposite ways: self-interested agents lower their fishing effort, while normative agents raise their fishing effort. This happens because of the quota allocation function of the policy, which assigns fishers their share of quota based on the average fishing effort of the whole small-scale fleet. The differences in fishing effort are significant enough that, if we assume strict adherence
Fig. 6.23: Action count for rational (up) and normative agents, under strict policy conditions. Both agent types cheat, but rational agents cheat considerably more than normative agents.
Fig. 6.24: Cumulative catch for rational and normative agents, under strict policy conditions. Normative agents fish less than rational agents, as expected, but their effort is more evenly distributed over time compared to goal-oriented scenarios.

Fig. 6.25: Loans for rational and normative agents, under strict policy conditions. The distance between rational and normative loans is considerably smaller than in goal-oriented scenarios.
Fig. 6.26: Upgrades for rational and normative agents, under strict policy conditions. The distance between rational and normative upgrades is considerably smaller than in goal-oriented scenarios to the law, normative fishers have to up their fishing effort to meet their allotted quota, which forces them to break their self-limiting norm.

Introducing norms into an agent's decision making process means the models can start to reflect back to us the ways in which policy affects different groups. In this particular case, while the policy achieves its overall goal of reducing the total yearly catch of the small-scale fleet, it increases the overall fishing effort of the part of the fleet governed by a self-limiting fishing effort norm. However, these scenarios assume that all agents will follow the policy at all times, which limits the insights they can offer. This choice is set as default in the models because agents do not have a way to evaluate whether they would rather follow their social norms or the policy, so the resolution of such conflicts needs to be imposed by the modeler. As such, we can see the effects a given policy will have if all agents behave as directed, but not what would happen if agents could chose to disobey, nor why they would want to.
Fig. 6.27: Action count for rational (up) and normative agents, under very strict policy conditions. Given the severity of the restriction imposed by the policy, there is significant fishing over quota from both agent types, which leads to stricter restrictions, which in turn leads to even stricter restrictions and so on.
6.5 Conclusion

Fig. 6.28: Cumulative catch for rational and normative agents, under very strict policy conditions. Because of the severity of the restrictions imposed by the policy, the agents fish over quota and thus the policy doesn’t significantly curb the amount of fish being harvested.

Fig. 6.29: Loans for rational and normative agents, under very strict policy conditions. Despite stricter restrictions, the distance between rational and normative loans is considerably smaller than in goal-oriented scenarios.
Fig. 6.30: Upgrades for rational and normative agents, under very strict policy conditions. Despite stricter restrictions, the distance between rational and normative upgrades is considerably smaller than in goal-oriented scenarios.

### 6.5.2 Value-driven agents

Agents with norms have the ability to choose which norms to follow, the social ones or the legal ones. When agents no longer have to obey the rules, but are allowed to make calculated decisions about if and when it would be advantageous for them to break them, things become more complicated.

In the case of normative agents, the fishing effort is much more evenly distributed through the years compared to previous scenarios. There is also a much smaller difference in upgrades between rational and normative agents, which is a better match for the real world scenario which inspired these models, as both normative and "rational" fishers upgrade their vessels in real life, but normative fishers do not use their increased effort capacity to fish more, but to fish more comfortably. This is also reflected in the smaller difference in loans between the two agent types.

When it comes to breaking the policy norm, agents who value their gains over conforming to the rules, will break them with impunity. Even agents who value their social norms over policy rules will break the law, even if not quite as much. Both agent types sell some quota and fish illegally to make up the difference. This happens because selling quota promotes Achievement...
by increasing Savings and has no immediate downsides for any other values. It’s an artifact of the way the sandbox is built and calibrated with no direct equivalent observed in real life. However, it shows that when agents are given a decision process that allows them to reason about their norms and values, they can exhibit unexpected behavior, which is something that purely normative or goal-driven agents cannot do as readily.

6.5.3 Limitations

Adding punishment would nuance the approach further, leading to more informative results, but it would require us to estimate to what degree people would find the punishment more taxing than the hit to their interests brought about by following the policy. For now, the level of cheating serves as an indicator of whether a given policy will be met with approval, disgruntlement or outright opposition. The results for the scenario with value-driven agents show more nuance in the results, with agents breaking the policy when doing so appears more advantageous to them than upholding it. By comparing the results of scenarios where agents are driven purely by norms and/or goals to those of scenarios where agents are also driven by values we can get an idea of how disruptive the policy is likely to be perceived.

There are, however, two caveats to this approach to building scenarios. First, these scenarios were developed with the benefit of hindsight. The effects of quota policy being introduced to the small scale fisheries of Norway are already known, as are the norms driving part of the fishers in that fleet. Therefore, we could include the norms we already know had the most impact on the behaviour, and make a well educated guess about the values of the different fisher groups. This is a significant advantage when it comes to interpreting the results and assessing the validity of the scenarios. In other, future facing, cases there is no way to know for sure which norms and values will be affected and what alternative behaviors may come to light, not without heavily involving stakeholders in the modeling process. Thus, using this framework and architecture may yield the best results when paired with a participatory approach to building agent based models.

Second, norms and values do not exist in a vacuum. They are part of an interconnected webs of social norms, values, habits, practices, expectations, goals and other motivators which govern social and private life at all levels. Policy impacting parts of this web, such as fishing policy changing the way fishers make a living, will have ripple effects that spread out through the community and, thus, indirectly have an impact far beyond their stated target. In the case of small scale fisheries, these indirect impacts can lead all the way to whole fishing communities becoming ghost towns when fishers are no longer able to make a living and move away in search of different work, followed by fish processing plants closing and their workers moving away and so on. These effects can be delayed, manifesting only once fishers age out of the fishery and their descendants opt to sell the quota and move away. Since the price of quota
is usually very high, it acts as a considerable barrier to entry into the fishery and therefore the fishers who exit the fishery by selling the quota are not replaced by young fishers taking up the trade. This eventually leads to the same decline of the fishing community. If we want to model the effects of such policies on the social element of SES, the models must include not only the parts of the system that are directly targeted, but also those that are likely to see cascading effects.
Chapter 7

Conclusion and future work

In this last chapter, we will outline our conclusions and plans for future work. Given the nature of the research, much work remains to be done, especially concerning the design of a participatory modelling protocol in which to put our architecture and sandbox approach to the test.

7.1 Conclusions

We set out to investigate the suitability of ABM for modelling the effects of policy on SES, with the understanding that the human component of such systems is already governed by a set of norms and values which are likely to conflict with the policy being introduced. To this end, we broke the research down into three main questions:

• RQ1: What are the particular challenges SES pose to governance and what role do social norms and values play in them?
• RQ2: How to conceptualize norms, values and policy for use in social simulations?
• RQ3: Does our architecture make agents behave in a more realistic manner leading to more realistic simulation results and more useful insights?

We looked at what SES are, and discussed how their complex and interconnected nature does not lend itself to single clear-cut policy solutions. If such systems are to be governed in a suitable and equitable manner, the people in the system, with their complex motivations and behavior, need to be taken into account as fully fledged individuals, not as self-interested, economically driven caricatures of themselves. In order to understand the people and the multiple facets of such systems, policy design processes would gain immensely by involving stakeholders in order to take advantage of their knowledge and expertise.
Furthermore, whatever solutions are proposed and discussed during the policy design process will likely have unforeseen effects on the SES due to its interconnected nature. This is where models come in handy, chief among them ABMs due to their ability to handle complexity in general and to capture the complex decision processes of people in particular. Since much of the work done on the subject of agent decision architectures comes from MAS, these architectures are not fully suitable for social simulation, nor as agile as we’d like in a participatory modelling setting.

As such, we built our own architecture, which is highly modular and contains explicit representations of the cognitive elements that factor into an agent’s decision process. We chose to focus on norms and values, because they are some of the most powerful motivators and the most stable over time. The implementation of the architecture maintains the modularity of the architecture and the explicit representations of the cognitive elements. At the same time, we implemented a “sandbox” environment, complete with visual model, agent and cognitive elements builders, as a first step towards developing a fully functional piece of modeling software to be used in participatory settings.

The following sections give more details regarding the answers to each research question.

7.1.1 Answers to RQ1

What are the particular challenges SES pose to governance and what role do social norms and values play in them?

7.1.1.1 What are SES

SES are complex system in which human society is deeply intertwined with the natural world. Fisheries, forestry, water and land use, national parks, all of these and more are examples of context in which human and natural elements are fused together to where they form a new, distinctly recognizable kind of system. They are not merely complicated, but irreducible. We cannot separate the human component from the ecological component to study them separately and expect to understand all the dynamics that might be relevant to whatever question we’re asking or problem we’re attempting to solve. Not only that, but they are also vast, open and their boundaries are fuzzy. The many elements that make up an SES are all connected in a web on interactions, cause and effect, and feedbacks. Where one web ends and another web begins is not really a thing anyone can determine with any certainty.
7.1 Conclusions

7.1.1.2 Governance challenges

All this makes governing SES a challenging problem, that is nevertheless of utmost importance. Many of our most difficult contemporary problems arise in SES: overfishing, deforestation, damaging tourism, habitat destruction caused by urban and industrial developments, and, of course, climate change. We sometimes tend to focus on the ecological damage inflicted on these systems, but, in SES, ecological deterioration always entails social deterioration. Damaged ecologies harm the communities that depend on them for continued survival. At the same time, ill-advised policy can bring about social and economic changes that damage the environment, or can harm communities in an attempt to preserve the environment.

The complexity of SES means that evidence-based policy isn’t always the best approach, for two main reasons. First, evidence-based policy works best when the problem it’s trying to solve has a clear solution, which is rarely the case in SES. Second, scientific inquiry, especially when conducted at the behest of policy-makers, is not without bias. This means that, when it comes to devising policy for SES, it’s more likely than not that policy makers will have to choose from multiple solutions proposed and backed by different stakeholders, each with their own agenda and priorities, and none of these solutions will lack support from scientific data and arguments.

Therefore, if evidence alone can’t point to a winning solution, policy makers must turn to values, theirs and their stakeholders’. An alternative policy design process would include the participation of stakeholders and inputs from more scientific disciplines than just the ones that favor quantitative methods. Such a process could ensure that different scientific disciplines cover one another’s blind spots and correct one another’s biases (most notably, overly simplified models of human behavior), while multiple stakeholder perspectives would ensure relevant local knowledge is brought to the table for consideration, and no single party gets free reign to impose their values, perspective and preferred approach on everyone else unchallenged.

7.1.1.3 The relevance of values and social norms

In matters of experimenting with policy alternatives in particular, agents need to have a decision process that can operate with social norms and values, at least. Values describe what kind of world states the agents prefer, and are extremely stable over time. Social norms are collectively agreed upon behaviors and goals that are considered proper and/or expected in certain contexts. Taken together, values and social norms form a particularly stable and consistent framework for the decision making processes of an agent, encompassing both motivations and preferred means of pursuing said motivations. Policy, as another kind of norm, fits in this framework as either supporting/reinforcing (when it promotes the values of an agent or works together with the social norms of an agent) or antagonistic/conflicting (when it goes against the values of an agent or conflicts with and the social norms of an agent).
7.1.2 Answers to RQ2

**How to conceptualize norms, values and policy for use in social simulations?**

In chapter 3 we looked at the ways these systems are modeled, especially, with regards to stakeholder involvement. The conclusion of this part of the thesis is that while ABM is a uniquely suitable choice for SES modeling, the field still faces some issues in terms of reproducibility, comparability and reusability of models and model components, as well as a rather underdeveloped approach to representing social elements and decision-making processes.

ABM is at its most useful when analytical solutions are either too complex to be computed or lead to an oversimplification of the system being modelled. It can integrate related, connected or interacting elements that would traditionally be treated separately by separate disciplines of science, as well as processes that occur at different scales of time and space. And, especially relevant to the participatory policy design suited to SES governance, it can integrate stakeholder perspectives and integrate with stakeholders - to the extent that participatory modelling has become widely accepted in SES modelling.

Despite all these advantages, the field still struggles with some appreciable deficits, such as issues reproducing, comparing and reusing models or parts of models. Moreover, while there is progress being made with regards to the inclusion of nuanced social elements and decision processes, there is certainly room for improvement. The dearth of realistic social and decision models is particularly troublesome if ABM is to be included in the policy design process for governing systems in which the human component is crucial to the functioning and behavior of the system. If the models fail to capture it properly, the results will lack informative power or can be downright misleading.

Steps are being made to overcome the later, with many agent architectures including norms and normative decision processes, as well as values and value-driven decision processes. While not all these architectures are suitable for use in social simulations of SES, they certainly offer significant guidance for what's possible, relevant and useful, and in what contexts.

7.1.3 Answers to RQ3

**Does our architecture make agents behave in a more realistic manner leading to more realistic simulation results and more useful insights?**
In an attempt to fill some of the gap left in ABM by either overly simplified decision models or cumbersome architectures designed for MAS, we built our own normative value-driven agent architecture for use in social simulations of policy effects in SES. Its conceptualization and implementation are described in detail in chapters 4 and 5. Our main goal for the architecture was that it have explicit and flexible representations of norms, values and any other cognitive or social component of the agent’s decision making processes so that the agents would be able to behave in a more realistic manner when confronted with policy changes, while also remaining lightweight enough to be used in social simulations.

The requirement for explicit representations of norms, values, actions, goals and other cognitive elements led to a strongly modular implementation that allows for a sandbox approach to building models. Any cognitive elements already implemented can be reused, and new agents and simulation scenarios can be created just by mixing and/or recombining them. Thus, many simpler and related scenarios can share most of their cognitive and environmental elements, and thus can be built and run within the same sandbox.

We demonstrate this approach in chapter 6 by building and running a number of different scenarios concerning the introduction of an ITQ fishing policy in fisheries with self-interested goal-driven agents, normative goal-driven agents, self-interested value-driven agents and community-oriented value driven agents, as well as populations containing a combination of these agent types. The simulations are not meant to serve in any real life context, but demonstrate the use and capabilities of the architecture and sandbox approach.

7.2 Future work

This work barely scratches the surface with regards to what can be achieved and what needs to be achieved in order for our approach to building social simulations to become effective when used in a real life study of policy effects in SES. The remainder of this chapter is dedicated to briefly touching on some of the directions this work can take in the future.

7.2.1 Extending the decision architecture

When perusing the literature on the subject of human motivation and decision making, you’ll come across other theories and approaches besides the norm-value one we use in this work. Because of the nature of the subject, it’s not accurate to say that one of these theories is more "correct" than another, but we can certainly say that a particular theory is likely to be a better fit for the situation we want to model. Thus, in order to ensure the suitability of our architecture for a wider range of application scenarios, we should focus on including other cognitive elements that play a role in the decision making process of humans.
It also bears repeating that the implementation of the architecture focuses on making future developments additive, meaning that any future norms, actions, entities, goals, value systems or reasoners would not have to replace existing elements, nor would existing elements necessarily need to be adapted to fit future developments.

7.2.1.1 Motivators

This work takes a particular view of the human decision process, and the motivators we chose to conceptualize and implement reflect that. We consider goals, norms and values to be some of the most fundamental elements humans use to make decisions, which is why we chose to focus on them first. However, there are other elements at play when it comes to human behavior, and they come into play at different times in different decision contexts or at different places in the decision process.

For instance, deciding what to eat on a daily basis, has less to do with norms and values, and more to do with habits when it comes down to the mechanics of the decision process. Norms and values play a role in delimiting the choice space for acceptable foods, but they don’t necessarily guide the process of choosing a food from within that space. For instance, one may decide to forgo eating meat for environmental or animal welfare reasons, but this still leaves a huge selection of options. Deciding between a salad or french fries for lunch on any given day is less likely to be actively influenced by any norms, and more likely to be decided based on existing habits. Trying to study the effects of a policy which aims at improving the eating habits of a target community by using agents which can reason about values and norms, but not about habits, may not achieve the best results.

Therefore, we want to expand the architecture to include motivators such as habits, social practices, identity, roles or cultural dimensions. The inclusion of these motivators comes, of course, with a need for reasoners that can deal with them, in combination with any other motivators already part of the sandbox.

Given the modular design of both the conceptual and implemented architecture, these new motivators and their associated reasoners would not require much in the way of integration with existing conceptual structures and code. The most involved aspect of this expansion would be designing the new reasoners so that they’d be able to operate with the particular representation of existing and newly introduced motivators in a way that is consistent with the conceptual or theoretical interactions between them.

7.2.1.2 Social agents

The framework and models don’t contain much in the way of explicit social interaction, as vital as it is in normative decision making. The scenarios we used to illustrate the use and functioning
of the architecture assume a live and let live norm, combined with conformity people mind their own business, but there is still a desire to not stand out. There is nothing in the architecture that makes defining social interactions and influences more onerous than defining any of the other motivators and behaviors because the conceptual model doesn’t forbid functions which take the behavior or mental states of other agents as inputs or outputs. However, we are missing certain essential elements of social interactions, especially where norms and policy are concerned and future development should absolutely include, at the very least, social punishment for norm breaking, and a communication system for the agents.

Another issue of interest is the formation and extinction of norms. This is of particular interest for policy initiatives that bank on morphing into social norms over time, thus forgoing the need for active enforcement efforts in order to guarantee the desired behavior on part of the people.

We have so far considered only norms concerning the behavior of people towards the SES, towards one another and towards their interests, but the success of a policy can live or die on the quality of the relationship between the governing and the governed. A relationship built on trust, combined with norms favourable towards state authority, can ensure even sub-optimal policies will be complied with. Conversely, if the relationship is strained, or the norms favour self-governance to centralized institutions, even a favourable policy may be met with resistance.

### 7.2.2 Participatory modeling

As we’ve pointed out in chapters 2 and 3, these models require significant local knowledge about the communities and natural systems being modeled, and one of the more successful approaches in eliciting this knowledge with regards to building ABMs is participatory modelling. The implementation of the architecture and the sandbox approach are already geared towards facilitating the participation of stakeholders in building models, but we do not, as of the writing of this thesis, have a full participatory protocol in place.

For now, the architecture has a couple of properties that we designed in anticipation of using for participatory modelling, but we did not run systematic tests since they are outside the immediate scope of this work. The first of these elements is support for reusability, comparison and reproducibility of models and model elements by virtue of the model and agent architecture. In order to maintain these properties outside the boundaries of one project, the models and their elements are easy to save and disseminate. The second element is the graphic user interface, which is still fairly rudimentary at this point, but makes scenario building easier and more intuitive. We will have to conduct user studies in order to refine the UI and UX to where we can be confident the software is indeed comfortable and engaging to use for stakeholders.

Given the use of the Unity game engine for implementation and the early efforts at a visual interface for building models we presented in this work, we consider companion modelling [50] to be the most likely candidate for developing an effective participatory protocol.
7.2.2.1 Sandbox utilities

In keeping with the participatory approach, the sandbox needs to gain certain utilities to help modelers organize the various elements used in building the models.

- Descriptive scenario builder: it would allow stakeholders a more hands-on approach while taking part in the participatory modelling process. Additionally, it would allow a faster iteration time for each scenario development, up to building scenarios on the spot, if they are just recombinations of already existing sandbox elements. This would encourage stakeholders to build and experiment with more "what-if" scenarios, and thus gain a better understanding of both the SES in question and of the possibilities afforded by ABM, hopefully fueling the next iteration of the participatory modelling process.

- Automatic model verification: when building scenarios by combining sandbox elements, it’d be extremely useful to have the system notify the user of any conflicts. This is already a significant part of software development and there are methodologies that help detect issues arising from incompatible system behaviors. Because there are very few limitations imposed on the nature of the cognitive elements in the architecture, this will have to be a partial verification since we can’t guarantee that we’ll be able to detect all normative conflicts, for example. However, even partial support in this regard takes off much of the cognitive effort involved in designing these scenarios, with the caveat that users must be made very aware that the verification process has limits and what those limits are.

7.3 Concluding remarks

This thesis stubbornly attempts to maintain a high level view of socio-ecological systems, their governance challenges, the agent based models which can support the study of such systems and the policy design process, stakeholders and participatory approaches. It would be tempting to pick a subject and go on a deep research dive in order to gain as much expertise as possible. After all, isn’t that what a PhD is for?

In its own way, this thesis is trying to make the point that no, not all PhDs are for specializing until your expertise is as narrow and as sharp as a needle point. When confronted with something as complex and vast as a socio-ecological system, or a problem as wicked and far reaching as climate change, someone needs to occasionally come up with a reminder of the larger picture, even if it means some of the details get lost in the process. None of us can study an SES by themselves, nor solve overfishing, nor stop or reverse deforestation, devise policy that would get everyone to only use renewable sources of energy. These problems require that science, policy makers, stakeholders and the larger public all cooperate to manage these affairs as effectively, equitably and ethically as possible. I hope we, who tangle with SES, get to keep that in mind throughout our research efforts.
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