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Mass spectrometry based proteomics 
 

At the epilogue of the 20th century, the study of proteins changed drastically due to rise of mass 
spectrometry-based technologies. This started thanks to the development of the so-called ‘soft’ 
ionization techniques, which permitted the study of analytes which before were off limits due to 
their labile nature when subjected to other ionization strategies. This revolution allowed the 
application of MS to the study of biomolecules such as proteins, lipids and carbohydrates. 
Eventually, these techniques would evolve rapidly, making possible the study of proteomes, and 
hence giving rise to the now established field of proteomics.  

 

A brief look into the history of mass spectrometry 
 

At the beginning of the 20th century, physicist J.J. Thomson and colleagues developed an 
instrument capable of determining the mass of the particles present in cathode rays, hence 
discovering the first subatomic particle, the electron (1). Thomson was awarded the Nobel Prize 
in Physics in 1906 due this discovery, and without knowing, he also gave birth to a new field of 
experimental physics: mass spectrometry (MS) (2). Together with Francis Aston, Thomson 
continued using this technology to measure the mass to charge (m/z) ratio of atoms and 
molecules, by means of electric and magnetic fields that affected the trajectory of these molecules 
under vacuum. Their efforts permitted the first measurements of the different masses of stable 
isotopes (3, 4). Other scientist followed the ground laid by Thomson and Aston to expand the use 
MS to further characterize atomic isotopes. A glaring example of this would be the work done by 
Alfred Neir, who devoted his life to the development of new MS instruments, which he eventually 
would use to isolate the uranium isotope U235 (5). His work was part of a joint effort to conclude 
that U235 underwent nuclear fission, findings that would give rise to the nuclear era, largely 
impacting the history of humankind throughout the 20th century (6). 

During the decade of the 1940s MS found its way to the chemical lab, where it was mostly used 
by industrial chemists interested in determining the composition of a variety of mixtures. 
Especially in the oil industry, MS was used quantitatively to determine the ratios of different small 
molecules found in crude oil (5). This laid the ground for the application of MS to other organic 
components. Fred McLafferty, Klaus Biemann and Carl Djerassi were pioneers who started to use 
MS to identify unknown compounds, building a bridge between MS and structural chemistry. 
These advances opened the door for MS to be widely used for the determination of small organic 
compounds (7). 

Despite the major advances made, certain analytes remained elusive for MS. Since mass 
spectrometers only detect charged molecules, these have to be ionized before entering the 
instrument (8). This was largely achieved by a variety of techniques that required sample 
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volatilization and ionization in the gas phase (9, 10). This was not amenable for large biomolecules, 
like complex carbohydrates, proteins and nucleic acids, which fragmented upon such treatment. 
It was not until the late 1980s that two ‘soft’ ionization techniques were introduced to the scientific 
community. Namely, electrospray ionization (ESI) and soft laser desorption would make 
macromolecules such as proteins, available to MS analysis. These seminal discoveries, made in 
part by John B. Fenn and Koichi Tanaka, were awarded with the Nobel Prize in Chemistry 2002 
(11). In the following section, I will briefly discuss these techniques and the major role they have 
played during the development of MS based proteomics. 

 

Soft ionization: a stepping stone towards MS based proteomics 
 

Despite the promising potential displayed by MS during the first half of the 20th century, its full 
potential was still far from being achieved. The so called ‘ionization problem’ rendered the 
technique incompatible with the large molecules present in living organisms. In order to address 
this issue, John B. Fenn and others decided to dissolve the analyte of interest in a volatile solvent. 
The application of a voltage to such solution would induce the formation of highly charged 
droplets that upon further evaporation of the solvent should render intact ions of the analyte in 
the gas phase (Figure 1A). In the groundbreaking work published by Fenn and colleagues at the 
end of the 1980s, they showed how organic labile compounds, like peptides and even proteins 
could be electrosprayed and detected by MS (12).  

Using a different approach, Tanaka and collaborators set out to induce analyte ionization by 
means of soft laser desorption (13). In his seminal discovery, Tanaka showed that a low energy 
nitrogen laser could ionize large biomolecules without fragmentation. This prompted the 
development of other laser desorption techniques that would become widespread. The most 
popular one, matrix assisted laser desorption (MALDI), was developed by Michael Karas and Franz 
Hillenkamp shortly after Tanaka’s discovery (14). Here, the sample is placed in a nitric acid matrix, 
which is then bombarded with a laser of a specific wavelength that matches the absorption 
maximum of the matrix. This way the energy is absorbed by the matrix and not directly by the 
analyte (Figure 1B). Energy transfer to the analyte via the matrix eventually leads to volatilization 
and prevents fragmentation. MALDI is the most widely used laser desorption technique, and is 
usually coupled to Time of flight (TOF) instruments (described in upcoming sections). Even though 
this setup became common and is considered to be a corner stone of proteomics, ESI became the 
more popular ionization technique among the scientific community, very likely due to is 
compatibility with liquid separation techniques, which enables the analysis of complex mixtures 
with high sensitivity and relatively high throughput.  

Just as described by Fenn in his seminal publication in 1989, the eventual marriage of ESI with 
high resolution MS would change the world of protein analysis (12). In the upcoming paragraphs 
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I will describe the basic workflow and techniques used during a MS based proteomics experiment, 
from sample preparation to data analysis. 

 

Figure 1. Soft ionization techniques used in proteomics. (A) Electrospray ionization (ESI). (B) Soft laser 
desorption. Modified from Advanced information on the Nobel Prize in Chemistry, 2002. 

 

The proteomics workflow 
 

Sample preparation 
 

Every proteomics experiment starts with a biological sample, which can range from cultured cells 
or tissue biopsies to bio-fluids like plasma or saliva. Due to the scope of this thesis, I will focus on 
the sample preparation techniques used for cells and tissues (Figure 2). First, cells must be lysed 
to make proteins available. Most of the time a combination of mechanical and chemical lysis is 
used, which consists of maceration or sonication, followed by treatment with detergents and/or 
chaotropic agents (15, 16). The latter allow the disruption of lipid membranes and aid in the 
solubilization of proteins. Next, soluble biomolecules can be separated from cell debris by 
centrifugation, followed by enzymatic digestion of proteins, which renders a complex mixture of 
peptides. Trypsin is the most widely used enzyme, due to its high specificity and wide availability 
(17). This enzyme cleaves after arginine and lysine residues, and even though most research 
questions can be approached with tryptic digestion, certain applications benefit from the use of 
complementary enzymes with different specificities (18). 

Protein digestion is a key step in the MS-proteomics workflow, since bulk separation of peptides 
is easier and more robust than separation of proteins (19). Furthermore, peptide sequencing 
permits access to localization of post-translational modifications (PTMs), which is not readily 
available when studying full intact proteins. This peptide-centric approach is known as bottom-
up proteomics and is widely used for the study of full proteomes. Its counterpart, top-down 
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proteomics, focuses on the characterization of intact proteins, and even though advances have 
been made to study complex mixtures of proteins (20), so far the technique is mostly applied to 
purified proteins and is not as robust and widespread as bottom-up proteomics (19). Importantly, 
top-down proteomics can discriminate different proteoforms, enabling the estimation of a PTM 
stoichiometry, which is not easily determined by bottom-up approaches (21).   

 

 

Figure 2. Classic workflow of proteomics experiments. Biological samples are submitted to cell lysis 
followed by protein digestion. Peptides can be further fractionated by High-pH or SCX off-line fractionation 
followed by sample measurement with LC-MS/MS. For phosphoproteomics experiments, phosphorylated 
peptides can be enriched before data acquisition. The figure shows a diagram of Agilent AssayMap Bravo, 
which was used for phosphopeptide enrichment in the chapters of this thesis. Bravo, LC and MS illustrations 
were obtained from BioRender.com. 

 

Reducing complexity: from fractionation to enrichment techniques 
 

After protein digestion, peptides can be purified using a variety of techniques, from C18 reversed-
phase chromatography to strong cationic exchange (SCX) and hydrophilic interaction liquid 
chromatography (HILIC) (22, 23). The choice of method usually depends on the application and 
the next steps of the sample preparation workflow. C18 resins are widely used for peptide cleanup 
and can be found in a variety of different formats (24, 25). This step is necessary to get rid of other 
biomolecules present in the sample (e.g. nucleic acids and lipids) and chemicals introduced during 
the lysis and digestion (e.g. detergents and chaotropes). The latter might be particularly 
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problematic since many of these molecules are not amicable to liquid chromatography and mass 
spectrometry analysis.  

Once peptides have been cleaned, other steps to reduce sample complexity are usually 
introduced. Cell digests contain a large variety of peptides spanning a wide dynamic range of 
concentrations (26, 27). This makes the detection of less abundant peptides quite challenging, 
although it can be partially circumvented by reducing the sample complexity (28). 
Chromatographic methods for sample fractionation present the best current method to separate 
complex mixtures of peptides based on their physicochemical properties. A popular tactic is to 
use an orthogonal fractionation approach, which combines chromatographic separation methods 
that rely on different physicochemical properties, with the attempt to reduce complexity as much 
as possible (29, 30). A widely used ‘off-line’ separation technique is high-pH reversed phase 
fractionation: here peptides are dissolved at a high pH (≈10) and are separated based on 
hydrophobicity on a C18 column (31, 32). This method is highly orthogonal to the online low-pH 
reversed phase separation commonly used just before peptide measurement in the mass 
spectrometer. 

Depending on the research question, measuring the full proteome might not be necessary, and 
other purification techniques might be required. For instance, antibody based purifications are 
widely used to study protein interactions (33). Here, an antibody directed against a specific protein 
is used to ‘fish out’ the target and its interactors. This approach drastically reduces the sample 
complexity enabling the measurement of peptides only from the proteins of interest. This 
immuno-purification must be done before sample digestion, before epitopes lose their 
conformational integrity. In addition, other techniques to reduce complexity can be applied after 
protein digestion. For example, when studying PTMs, modified peptides are usually less abundant 
than the non-modified counterparts, hence its necessary to use enrichment methods (34). A great 
example are phosphorylated peptides, which are rarely detected when measuring full proteomes. 
These low abundant analytes are enriched based on the negative charge of the phosphate group, 
subsequently enabling their detection by the mass spectrometer (35) (Figure 2). The field of 
phosphoproteomics will be discussed in depth in the upcoming sections. 

 

Liquid chromatography coupled to mass spectrometry (LC-MS) 
 

Peptides are dissolved in a low-pH solvent just before online liquid chromatography (LC) reversed 
phase separation. Here a high-pressure liquid chromatography (HPLC) system is coupled to the 
mass spectrometer. The HPLC usually incorporates an automated sampler that injects the sample 
into a C18 analytical column, where peptides interact with a hydrophobic stationary phase, and 
are eluted out of the column by a gradient of increasing concentration of non-polar solvent 
(commonly used is a combination of high purity water and acetonitrile). Here, less hydrophobic 
peptides will elute first, while highly hydrophobic peptides elute later. Most proteomic 
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applications use flow rates in the nano liter scale (‘nano-flow’) which confers great sensitivity for 
low stoichiometry targets. The end of the column either incorporates or is attached to a needle, 
upon which an electric current is applied to generate the voltage needed for electrospray 
ionization of the peptides in the sample. Here, droplets containing ionized peptides with a variety 
of charges are formed. Solvent evaporation increases repulsion of the charged peptides which 
repel each other until the surface tension is broken and free ions transfer into the gas phase 
(Figure 1A) (8, 36).   

As ions enter the vacuum of the mass spectrometer, they are stabilized and moved by electric 
and/or magnetic fields (37). Most instruments have a set of optics that focus and guide the ions 
towards the mass analyzer, where the m/z value is measured. High-resolution mass analyzers have 
enough resolving power for peptides to be isotopically resolved, that is to separate the different 
peptide isotopes (37). These occur due to the natural presence of stable isotopes of carbon (13C) 
and nitrogen (15N). Measurement of a set of isotopes is usually described as an ‘isotope envelope’, 
where adjacent isotopes are separated by a mass of 1 Da. However, since mass spectrometers 
measure m/z values, the measured difference between each isotope depends on the charge state 
of the peptide. Singly charged species are separated by a value of 1 m/z (or 1 Th), while doubly 
charged peptides are separated by 0.5 m/z (0.5 Th), and so on. It is by measuring the difference 
between isotopes that charge states are assigned to peptides, and that mass values are 
subsequently derived from m/z measurements (38, 39).  

Despite the high resolving power of current mass analyzers, this measurement is not enough to 
accurately identify peptides in such complex mixtures. Most mass spectrometers measure the 
mass of the precursor peptide and subsequently fragment this peptide and measure the masses 
of the fragments (40). These experiments, referred to as tandem MS (MS/MS), provide the 
information necessary to determine the sequence of the peptide, which then is computationally 
assigned to a protein, based on a database search against the full proteome of the organism being 
studied (26). The proteome database is obtained by translating the sequenced genome, 
highlighting the importance genomic technologies have had on the development of proteomics 
(41). 

Before diving any deeper into peptide sequencing and quantification, it is necessary to dwell on 
the different types of mass analyzers currently used, and how these are combined into hybrid 
instruments that facilitate proteomic measurements at unparalleled speed and precision.  

   

Types of mass spectrometers: from mass analyzers to hybrid mass instruments 
 

All mass analyzers measure the m/z of ions in the gas phase, using diverse physical principles 
resulting in various resolving powers. Next, I will briefly describe the mass analyzers used in 
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proteomics, starting with low-resolution analyzers like quadrupoles and ion traps, followed by the 
high-resolution mass spectrometers.  

a. Quadrupole: It consists of four rod-shaped electrodes, to which a combination of direct 
current (DC) and alternate current (AC) is applied, generating electromagnetic fields which 
are capable of moving and focusing ions of different masses. Both AC and DC amplitudes 
can be manipulated to filter out certain masses while isolating others (Figure 3A) (42). 
Quadrupoles are widely used in tandem, in instruments called triple quadrupoles or in 
combination with other mass analyzers. In the former, it functions as mass filter and mass 
analyzer, while in the latter it is mainly used as a mass filter upstream of the mass analyzer. 
These hybrid instruments will be discussed in the next section.  

b. Ion trap: the most common type of ion trap, also called linear ion trap (LIT), has a similar 
configuration as the quadrupole, but it can store ions axially, by applying different DC 
currents to different sections of the rods. The latter creates a ‘potential well’, in which ions 
are trapped. LIT can scan for different m/z values by applying two AC currents. First, an 
exit AC current is applied steadily, while another AC, known as the ‘main RF’ is ramped up 
until ions start to resonate and exit the trap. The latter happens in an m/z dependent 
fashion, so it also permits to isolate ion populations inside the trap according to their mass 
(42).  

c. Time of flight (TOF): this type of mass analyzer relies on the principle that heavier ions 
travel at slower velocities than smaller ions under vacuum (37, 43). By measuring the time 
it takes an ion to ‘fly’ through a fixed distance, is possible to obtain information about its 
m/z (Figure 3B). This analyzer has been combined with MALDI to enable mass 
spectrometry imaging (MSI), a technique in which precursors are directly ionized from 
pretreated tissue samples, conferring spatially resolved peptide intensities that correlate 
with protein distribution in the tissue (44-46). An example of this specific application can 
be found in chapter V.  

d. Orbitrap: here ions are trapped inside a cell by an electric field; the walls of the cell function 
as an outer electrode, while a spindle shaped electrode sits in the middle. The ions oscillate 
along the axis of the inner electrode and the frequency of these oscillations is recorded as 
an image current by the outer electrode. The frequency of these oscillations is dependent 
on the mass of the ion, and they can be Fourier transformed to obtain m/z values (47, 48) 
(Figure 3C). 
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Figure 3. Types of mass analyzers. (A) Quadrupole showing the trajectories of a stabilized ion and a non-
resonant ion. (B) Time of flight (TOF) showing the flight trajectories of two ions with different masses. (C) 
Orbitrap, showing the ion trajectory and a representative diagram of Fourier transformation of ion 
oscillations into m/z values. Orbitrap diagram was modified from Aebersold & Mann, 2016 (33). 

 

These mass analyzers have been combined in a variety of ways in so-called ‘hybrid’ instruments. 
Here I will describe some of the instruments that were used for the experimental chapters of this 
thesis, alongside other popular hybrid mass spectrometers used nowadays. 

a. Quadrupole-Orbitrap instruments: by combining a quadrupole up-front of the Orbitrap 
these instruments are able to acquire full scans to determine peptide masses at high-
resolution (MS1), followed by precursor isolation, fragmentation and measurement of 
peptide fragments (MS2). The first version of this type of hybrid, the Q-Exactive®, has an 
S-lens that provides improved ion transmission from atmosphere to vacuum. This is 
followed by a series of flatapoles that guide the ion beam towards the quadrupole while 
getting rid of uncharged molecules. During the full scan, the quadrupole transmits all ions 
towards the C-trap, where ions are stabilized and injected into the Orbitrap for high-
resolution mass analysis. During an MS2 scan, the quadrupole functions as a mass filter, 
selecting a specific precursor, which is moved to the high-energy collision induced 
dissociation cell for fragmentation (discussed in the upcoming section). These ions are 
then moved to the C-trap and injected into the Orbitrap (49) (Figure 4A). Different 
upgrades have been made to this line of instruments, namely the introduction of an ultra-
high-field Orbitrap mass analyzer in the Q-Exactive HF® (50, 51) and the improvements in 
ion transferring and peak picking algorithms introduced in the Q-Exactive HF-X® (52). A 
newer version of this hybrid, the Orbitrap Exploris 480®, has many of the ion optics used 
in the Q-Exactive HF-X®, but with a layout reconfiguration rendering a more compact and 
robust instrument. Improvements in the bent flatapole, quadrupole and pumping system 
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allow for a faster scanning speed and higher resolution than previous quadrupole-Orbitrap 
hybrids (Figure 4B) (53).  

b. Ion trap-Orbitrap: the first generation of this hybrid allowed high-resolution precursors 
mass detection in the Orbitrap with subsequent precursor isolation and fragmentation in 
the LIT (54, 55). The next generation of instruments included a quadrupole for mass 
filtering while keeping the Orbitrap and LIT. By having two mass analyzers, this highly 
versatile instrument is capable of parallelizing MS1 and MS2 scans, increasing acquisition 
rate and proteome coverage (56).  

c. Triple quadrupole: as the name implies, here three quadrupoles are used in tandem with 
the first and last quadrupoles used as mass filters (57, 58). The first quadrupole is used for 
precursor isolation, while the second quadrupole is used as a collision cell for analyte 
fragmentation. The last quadrupole is used to filter for specific fragments, which are then 
detected by an electron multiplier (Figure 4C). This instrument has been widely adopted 
by the field of targeted proteomics (addressed in an upcoming section), where it confers 
high sensitivity and selectivity with unparalleled robustness for the measurement of low 
abundant targets in complex mixtures (59, 60). 

d. Quadrupole-TOF: also called Q-TOF or Triple-TOF® since it has a similar configuration to 
the one of the triple-quadrupole, although here the third quadrupole is replaced by a TOF 
(Figure 4D). This combination of mass filters up front of the high-resolution mass analyzer 
provide a fast scanning instrument capable of tandem MS, enabling deep proteome 
coverage (61).  
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Figure 4. Hybrid instruments. (A) Q-Exactive and a diagram of the instrument internal configuration, 
modified from Michalski et al, 2011 (49). (B) Orbitrap Exploris and diagram of the internal components of 
the instrument, modified from Bekker-Jensen et al, 2020 (53). (C) Diagram of a triple quadrupole. (D) 
Diagram of a quadrupole-TOF instrument. Illustrations of the external appearance of the mass 
spectrometers were obtained from BioRender.com. 

 

Peptide fragmentation 
 

As previously addressed, measurement of the precursor m/z is not enough for exact peptide 
identification. Structural information in the form of amino acid sequence is necessary, and for this, 
the peptide has to be fragmented followed by measurement of the fragment ions. The m/z values 
of the fragments and the precursor are used to puzzle together the peptide sequence. Two main 
types of fragmentation techniques are used for proteomics applications: 
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a. Collision induced dissociation (CID): here peptides are accelerated to undergo collision 
with an inert gas, like nitrogen, argon or helium. The energy generated in these collisions 
is transformed into vibrational energy that causes peptide bond breakage (62). There are 
two types of CID fragmentation: 

‒ Resonance-excitation CID, which takes place in a LIT. Here, an m/z specific energy 
is applied, causing the precursor ion to resonate and collide with the gas atoms. 
Since this type of fragmentation takes place in the LIT, fragments are measured 
with a low resolution. Furthermore, low mass fragments are usually not acquired 
and breakage of lowest energy bonds, like those of certain PTMs (e.g. 
phosphorylation), leads to so-called neutral losses that translate into uninformative 
MS2 spectra (63). 

‒ Beam-type CID, is used in triple-quadrupoles and quadrupole-TOF instruments. It 
is also known as high-energy C-trap dissociation (HCD), as first coined by Olsen 
and collaborators when it was introduced into an Ion trap-Orbitrap hybrid (64). 
Specialized HCD cells were subsequently incorporated into other Orbitrap hybrids, 
since it enables full-mass fragment acquisition, as opposed to fragmentation and 
MS2 acquisition in LIT. Furthermore, due to its fast activation time and high energy, 
peptide bond breakage is favored, instead of the neutral losses frequently 
observed in phosphopeptides during resonance-excitation CID (65, 66). 

Both types of CID based fragmentations induce the appearance of y- and b-type ions 
(Figure 5) (67, 68). Most of the instruments used in this thesis apply HCD, which is known 
to be one of the best fragmentation methods for phosphoproteomics experiments (66, 
69).  
 

b. Electron transfer dissociation techniques: even though this type of fragmentation 
techniques were not used in the chapters of this thesis, they deserve attention since they 
have proven to be useful in phosphoproteomics experiments (63, 70, 71). Two main types 
of electron based dissociation techniques exist: electron capture dissociation (ECD) and 
electron transfer dissociation (ETD). The latter has become more popular in the proteomics 
field since it is incorporated in a variety of instruments (72-74). In ETD a radical anion is 
used as a vehicle to transfer the electron to the positively charged peptide. Electron 
acquisition leads to peptide backbone fragmentation that is independent of vibrational 
energy, hence avoiding breakage of lower energy bonds (75). The latter makes it ideal for 
fragmentation of peptides carrying PTMs, such as the phosphate group. Moreover, ETD 
can be used complementary to HCD, since it generates c- and z-ions that have proven to 
be useful for applications that require exact PTM localization on the peptide backbone, 
such as phosphoproteomics (Figure 5) (68, 76, 77). Still, the combination of these 
fragmentation methods takes a toll on the instrument scanning speed, and since HCD has 
been shown to provide high identification rates for phosphopeptides (69), we decided to 
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use this fragmentation technique for the phosphoproteomics experiments reported in this 
thesis.  
 

 

Figure 5. Peptide fragment notation. Based on nomenclature suggested by Roepstorff & Fohlman, 1984 
(68). Image obtained from 'Peptide sequence tag', Wikipedia, The Free Encyclopedia, 2021.  

 

MS acquisition methods and data analysis 
 

With the development of hybrid instruments, researchers find themselves with a variety of options 
when it comes to choosing a measurement or acquisition method. These strategies can be divided 
into two large categories. First, the so-called shotgun proteomics or data-dependent acquisition 
methods, which are mainly used in discovery proteomics experiments. These are preferred for 
hypothesis-free projects in which the goal is to measure as many analytes as possible. Next are 
the targeted proteomics methods, which focus on measuring a subset of analytes, hence, they are 
preferred for hypothesis-driven projects. Both strategies will be described in depth in the 
upcoming sections, highlighting their corresponding strengths and shortcomings.  

 

Data dependent acquisition (DDA) or shotgun proteomics 
 

DDA is the most popular acquisition strategy in the field of proteomics. Here, a full MS scan of all 
precursors co-eluting out the LC column is acquired at high resolution (MS1). Next, a defined 
number of precursors, usually those with the highest intensities (also referred as a ‘top N’), are 
isolated separately and subjected to fragmentation and subsequent fragment mass acquisition 
(Figure 6A) (19, 78). To maximize the number of MS/MS events of different peptides, once a 
precursor is fragmented it is placed in an exclusion list for a determined amount of time (usually 
a few seconds), to avoid repeated fragmentation of the same precursor (79). Here it is important 
to highlight that the main goal is to optimize the time usage of the instrument, to maximize the 
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number of precursors measured and fragmented (80, 81). The time it takes the instrument to do 
an MS1 scan and the subsequent MS2 scans is known as the cycle time. Ideally, cycle times should 
be short, to ensure constant sampling of the precursors eluted from the LC at the MS1 level, while 
fragmenting as many precursors as possible to increase the number of peptide identifications.  

The acquisition process previously described is repeated constantly during the whole LC-gradient, 
which generates thousands of MS1 and MS2 spectra. Next, the goal is to match the precursor 
masses to the theoretical masses of peptides obtained from an in silico digestion of the proteome 
being studied. As previously mentioned, this information is obtained from the sequenced genome 
of the organism of interest. Once the measured peptide masses are matched to theoretical 
masses, the acquired fragmentation spectra are compared to the expected fragment masses (82). 
When both the precursor mass and the spectra coincide with the in silico predictions, this is 
considered a positive spectral match (PSM) (83). Matches are usually scored, depending on the 
degree of similarity between the obtained spectra and the theoretical one. These scores can be 
used to subsequently filter out the poor matches (84). Furthermore, since this has to be done for 
thousands of MS2 spectra, it is likely that false-positive matches occur. To control this, a decoy 
database of scrambled peptide sequences is combined with the database of interest. After PSM 
scoring the number of decoy PSMs is used to estimate the false discovery rate (FDR) (85, 86).  

When it comes to quantification strategies, different approaches can be used when applying 
shotgun proteomics. Label-free quantification (LFQ) has emerged as a straightforward option to 
measure relative changes in peptide intensities across a group of samples (87). This relies on the 
MS1 signal of precursor peptides, which is obtained in the form of an ion extracted chromatogram 
and used for quantification (Figure 6A) (88). Even though it is a cheap and relatively 
straightforward approach, several criteria must be met to ensure good quality results: all samples 
must be of a similar type and handled with the exact same sample preparation workflow. This 
entails that samples to be compared amongst each other should be measured in the same batch, 
trying to assure the same measuring conditions for all. Moreover, it is key that chromatographic 
separation remains stable during the data acquisition (89, 90). Changes during any of these steps 
can translate into loss of sample or bias introduction that would hamper accurate quantification. 

To avoid some of the pitfalls of LFQ, labelling strategies can be implemented. There are two types 
of labeling strategies, namely stable isotope labelling of amino acids in cell culture (SILAC), in 
which the experimental model is grown in the presence of either heavy or light amino acids. 
Peptides derived from these samples can be differentiated at the MS1 level in the mass 
spectrometer. This aspect is key, since samples with different labels can be treated differently (e.g. 
growth factor stimulated vs non-stimulated), and subsequently mixed, in order to apply the exact 
same sample preparation workflow (91, 92). Furthermore, this also reduces the measurement time, 
since with LFQ samples must be measured separately, while with SILAC they are acquired at the 
same time. When it comes to chemical labelling at the peptide level, isobaric tags for relative and 
absolute quantification (iTRAQ) (93) or tandem mass tags (TMT) (94) have become popular 
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alternatives. Here peptides from different samples are labeled with different isobaric tags, hence 
the precursor mass of the same peptide is identical across all samples. Samples can be combined, 
and upon fragmentation, different tags release reporter ions of different masses. The intensity of 
the reporter ion correlates with the peptide concentration, allowing quantification at the MS2 
level. 

Despite having different strategies for quantification, DDA measurements usually suffer from the 
stochastic nature of peak picking methods used to determine which precursors are fragmented 
after each MS1 scan (95, 96). The latter leads to the so-called missing values problem: some 
peptides are identified in certain samples while they are not detected in others. The latter is a 
pitfall of shotgun proteomics, since posterior data analysis and interpretation is difficult, 
hampering the ability to extract biological insight from the measurements (97). Some options to 
address this issue have been developed, such as the match-between-runs algorithm included in 
the MaxQuant software (90, 98). Here, the peptide identification in one sample is used to look for 
precursors with the same m/z and charge state in the other samples, within a specific retention 
time window. If the precursor is found, the identification is ‘transferred’ and this MS1 signal can 
now be used for quantification, hence minimizing the number of missing values (99). Another 
approach relies on the assumption that most missing values are due to a decrease in the peptide 
concentration in the sample, hence falling below the limit of detection (100). Based on this, missing 
values can be replaced by a variety of methods, for example, by substituting with random low 
values from the distribution of intensities of the sample (101, 102). The latter facilitates 
downstream data analysis and extraction of relevant biological information. 

 

Data independent acquisition (DIA) 
 

To circumvent some of the pitfalls of DDA, new DIA methods have been developed in recent years. 
Here, the instrument samples all precursors eluting out of the LC column and these are 
systematically fragmented. For this, the MS1 range is divided into windows of a predetermined 
size (e.g. 20 m/z), and all precursors within each of these windows (e.g. 200-220 m/z) are co-
fragmented and measured simultaneously (103, 104). The latter avoids semi-stochastic peak 
picking at the MS1 level, hence reducing the number of missing values in large datasets. This 
strategy also permits detection of low abundant peptides that would not be selected for 
fragmentation using DDA. In addition, the quantification is done at the MS2 level, in clear contrast 
of DDA-LFQ measurements, in which quantification is based on the precursor signal. Altogether, 
this translates into an increase in measurement sensitivity.  

Despite the prospective benefits, DIA brought its own set of challenges, since by fragmenting 
several precursors at the same time, the output is a complex MS2 spectra not amicable with 
peptide identification using the regular database searches previously described. For this reason, 
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new computational tools had to be developed to extract the information from these rich MS2 
spectra (105-107). Many of them relied on the previous acquisition of a peptide library 
representative of the set of samples to be analyzed. A popular way of doing this is by pooling the 
samples and performing a high-pH reverse phase fractionation, followed by measurement of each 
fraction by DDA and standard database search. Next, the samples are individually measured using 
DIA and specialized software is used to extract ion chromatograms of the precursors and 
fragments found in the peptide library (108). 

The dependence of DIA on previous DDA measurements hampered the popularization of this 
acquisition strategy during its early days. However, recent developments in computational tools 
have enabled DIA to outmatch DDA, both in terms of sensitivity and reproducibility, all this without 
the need of previously acquiring a spectral library (109). The latter is indicative of the promising 
potential of DIA, which is likely to become more popular in the upcoming years, as faster 
instruments and better computational tools are developed.  

 

Targeted proteomics 
 

Depending on the research question, researchers might not be interested in measuring as many 
proteins as possible, as is the case for DDA or DIA, but instead would prefer to reproducibly 
measure a smaller group of targets across different samples. For this goal, mass spectrometers 
can be programmed to follow only a predefined list of m/z values. To achieve this, it is necessary 
to have mass filtering capacity to exclusively select the predefined list of precursors. This is 
achieved by using hybrid instruments that incorporate a quadrupole up-front of the mass 
analyzer. Triple-quadrupoles are the preferred option for targeted proteomics measurements: 
they are fast, robust and cheaper than high-resolution mass spectrometers (26). Still, hybrids with 
high-resolution mass analyzers have also been used for targeted acquisition with great success, 
as will be discussed in the next sections.  

Targeted proteomics presents some clear advantages when compared to DDA approaches: 
targeted acquisition can provide higher sensitivity, since quantification is done at the MS2 level 
(addressed in the upcoming section), while in LFQ shotgun-proteomics this is done at the MS1  
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Figure 6. Types of data acquisition. (A) Shotgun-proteomics or data-dependent acquisition (DDA). MS1 
scan detects the most abundant precursors, which are isolated for fragmentation followed by measurement 
of fragments in the MS2 scan. Information from the MS2 scan is used for peptide sequencing and 
identification, while the MS1 signal can be used for label-free quantification.  (B) Selected reaction 
monitoring (SRM). Precursors are isolated in Q1, followed by fragmentation (Q2) and sequential isolation 
of peptide fragments in Q3. (C) Parallel reaction monitoring (PRM). Precursors are isolated in the quadrupole 
followed by fragmentation and measurement of all peptide fragments in the Orbitrap. For both SRM and 
PRM, quantification can be based on light to heavy ratios calculated for each transition. 

level. The MS1 scan is known to be noisier due to the high background found in complex samples, 
which is partially avoided after specific precursor filtering done in targeted proteomics (110). 
Moreover, tailored optimization of measurement conditions for each analyte of interest can 
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translate into increased sensitivity, which is not possible in DDA methods (59). Finally, the use of 
standards, consisting of heavy-labeled versions of the peptides of interest is a great tool for 
method development and quantification, leading to more accurate and reproducible results, as 
will be described in the next paragraphs. 

Despite clear benefits, targeted proteomics also presents certain drawbacks when compared to 
shotgun proteomics. First, assay development is more time consuming than for DDA, since 
measuring conditions must be optimized for each specific analyte. In addition, the use of heavy-
labeled standards can steeply increase the cost of applying this technology, especially when 
compared to LFQ shotgun-proteomics. Finally, since previous knowledge is necessary for target 
selection and assay development, this technique is mainly limited to hypothesis-driven projects. 
There are different types of targeted proteomics approaches, in the next sections, I will describe 
the main two, which are also the ones used in some of the chapters of this thesis. 

 

Selected reaction monitoring (SRM) 
 

This type of measurement is done on a triple-quadrupole. Here, the first quadrupole functions as 
a mass filter, selecting only the precursor of interest. The second quadrupole is used for CID 
fragmentation of individual precursors. The third quadrupole filters for specific fragments of each 
precursor, which eventually hit a detector, namely an electron multiplier used to record the signal 
(Figure 6B). The pair of a precursor and a specific fragment is known as a transition. Several 
transitions can be measured for a given precursor, which is the reason why the term multiple 
reaction monitoring (MRM) has also been widely used as a synonym to SRM (59, 60, 110).  

When SRM is used to measure peptides to infer protein expression, the correct selection of the 
peptide is crucial to guarantee selectivity. It is important to select peptides that are specific for 
the protein of interest, these are known as proteotypic peptides. Next, another important factor 
to consider in the peptide selection process is that different peptides coming from the same 
protein can ionize differently, translating into different intensities in the MS measurement. To 
achieve the highest possible sensitivity, peptides that ionize well and are detected with a relatively 
high intensity should be prioritized. Furthermore, it is important to avoid the selection of peptides 
with PTMs, either naturally occurring ones or as an artefact due to sample preparation (e.g. 
methionine oxidation) (59, 60). If the interest lies in measuring a specific PTM, like a biologically 
relevant phosphosite, the peptide options drastically reduce. If a PTM cannot be accessed by mass 
spectrometry using tryptic digestion, one might consider using an alternative protease to obtain 
a more suitable peptide for measurement (18).  

After peptide selection, it is important to choose the best transitions. These should be the ones 
that have the highest intensities and the least interference. This can be done with aid of online 
tools that suggest the best transitions based on publicly available data (111-113), or by direct 
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measurement of the targets of interest. For this, is important to have access to a sample in which 
the target peptides are easily measured. To avoid the challenges involved with using a biological 
sample for method development, it is ideal to synthesize heavy-labeled versions of the targets of 
interest (114). These molecules behave identically at the chromatographic level when compared 
to the endogenous peptides, and fragment in the same way as well. They can be used for transition 
selection and for collision energy (CE) optimization. The latter can be optimized for each individual 
transition, to further increase the sensitivity of the method (59, 60).  

During the method development stage, it is also important to determine the exact retention time 
of each precursor. This information can be used to schedule the measuring of the transitions to 
their corresponding expected retention time windows. The latter is particularly relevant when 
measuring several peptides and their corresponding transitions in a single method (115). The 
instrument allocates a given amount of time to measure each transition, also known as the dwell 
time. The latter depends on the number of transitions being concurrently measured at any given 
moment; the more transitions, the less dwell time the instrument can allocate to each transition. 
The time it takes the instrument to cycle through the whole list of transitions is known as the cycle 
time, and it should be kept relatively short since quantification will be based on the integration of 
peak areas from extracted ion chromatograms (59). For this reason, the cycle time is usually fixed, 
depending on the average chromatographic peak width. If all transitions were to be measured 
during the entire method, dwell times could be potentially low, hence compromising the data 
quality. If dwell times were fixed to a desired value, it could cause prolonged cycle times, hence 
compromising the quality of the extracted ion chromatograms for quantification. By scheduling 
the measurement of transitions these situations are avoided, keeping the dwell times above the 
desired minimum, and a cycle time that assures accurate peak integration (59). 

For the assessment of data quality, several criteria can be used. First, the exact co-elution of 
different transitions strongly suggests that the signal originates from the same precursor and not 
from interferences. Moreover, by spiking the heavy-labeled standards into the samples, it is 
possible to compare the signal of the light or endogenous version versus the signal of the heavy. 
Co-elution of both versions is used to confirm that the light signal detected corresponds to the 
target of interest (60). The latter also helps in the interpretation of missing values, since the 
absence of endogenous signal with the presence of the heavy labeled standard, suggests that the 
target fell below the limit of detection.  

The same heavy-labeled standards used for method development and assessment of data quality 
can be employed for quantification. Since the same amount of standards is spiked in all samples, 
a ratio of the light to heavy signal can be used to quantify expression changes across different 
samples (Figure 6B) (59, 60, 114). Both assessment of data quality by visual inspection of ion 
chromatograms, and extraction of light to heavy ratios can be done with the aid of specialized 
software like Skyline® (116). 
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Parallel reaction monitoring (PRM)  
 

In PRM the measurement is done on a hybrid instrument with a high-resolution mass analyzer, 
namely an Orbitrap or ToF. The quadrupole is used for precursor isolation, followed by 
fragmentation and subsequent parallel measurement of all fragments in the Orbitrap at high-
resolution (Figure 6C). This technique has been shown to perform similarly to SRM, with 
comparable reproducibility, dynamic range and accuracy (117, 118). In addition, PRM requires less 
time investment in method development, since no optimization per-transition is done. The only 
information needed is the m/z values of the precursors of interest and their expected elution time 
(if scheduled measurement is to be applied) (119, 120).  

Among the parameters to be optimized are the CE, which can be set individually for each 
precursor, the Orbitrap resolution and the C-trap fill time. First, the higher resolving power of the 
Orbitrap translates into a higher selectivity (120). Resolution can be increased by augmenting the 
transient time, which is the time ions oscillate around the Orbitrap (121). This translates into a 
theoretical increase in the signal-to-noise ratio after Fourier transformation (122), while also 
conferring higher discrimination from interfering fragments generated by co-isolation of other 
molecular species with the same m/z as the precursor (121). Next, the C-trap fill time has a direct 
impact on the sensitivity and the dynamic range of the measurement; at higher fill times it is 
possible to quantify analytes at lower concentrations (119). Here it is important to highlight that 
optimization of the instrument measurement time is key; since high-resolution measurement and 
fill time of the next precursor take place in parallel, the fill time should be adjusted according to 
the resolution used (e.g. transient time). In other words, while the Orbitrap is performing a high-
resolution measurement, the instrument should be filling the C-trap for the next measurement. If 
these two parameters are not coordinated (e.g. C-trap fill time different from the Orbitrap 
transient time), the instrument will not operate at its full capacity. If specific applications require 
prioritizing either sensitivity or specificity, the necessary adjustments can be made to the fill time 
and resolution, respectively (119, 120). 

In terms of multiplexing the measurement of several targets, PRM also benefits from scheduled 
acquisition. Here, the cycle time is defined by the number of targets and the transient time. By 
lowering the number of targets measured concomitantly it is possible to keep fill times high with 
cycle times that ensure proper sampling of the precursor elution profile (119). For assessment of 
data quality, raw data can also be imported into Skyline® software. Here, the signal from MS2 
spectra is extracted in the form of ion chromatograms, so that co-elution of different fragments 
can be visually inspected, just as with SRM data. Moreover, PRM data can also be searched against 
proteome databases, to further confirm the identification of the target of interest, providing yet 
another level at which measurement selectivity can be assessed (119). Finally, PRM also benefits 
from the use of heavy labeled standards, which can be used for method development and 
quantification based on light-to-heavy ratios, as it is done for SRM measurements (Figure 6C). 
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Overall, PRM has been a nice addition to the toolbox of targeted proteomics. Due to its 
straightforward method development, great sensitivity and selectivity, it has been used in a wide 
range of samples, from whole cell lysates (123-125) to clinical specimens (118, 126-128). In 
addition, the popularity of the benchtop quadrupole-Orbitrap instruments (e.g. Q-Exactive® 
series), gives an edge to PRM over other targeted methods. Labs that only have this type of high-
resolution mass analyzer for shotgun-proteomics, can now implement targeted acquisition using 
the exact same instrument. Importantly, even though I focused on PRM applied in a quarupole-
Orbitrap instrument, as was done in chapter IV, this type of targeted acquisition can also be done 
on other hybrid instruments with high-resolving power, like the quadrupole-TOF (Q-TOF) (129). 

 

Protein phosphorylation 
 

Regulation of cellular processes has proven to be highly complex, involving different layers of 
regulation, relying on more than just control of gene expression. One of the main regulators of 
protein functionality are post-translational modifications (PTMs) (130). Many of these chemical 
modifications are reversibly added to the polypeptide backbone, providing a fast mechanism to 
convey messages within the intracellular environment. Up to date, there are more than 200 
different PTMs described (131), providing the cell with a diverse pool of modifications to regulate 
cellular processes at different levels. Despite this overwhelming variety, protein phosphorylation 
has been the most studied PTM thus far, proven to be involved in almost every cellular process 
studied up to date (132, 133). In the next section, I will address the reasons why protein 
phosphorylation is so prevalent in living organisms and why it evolved as a major regulator of 
cellular signaling. 

 

Phosphate as a key building block of life 
 

Phosphorus-containing molecules have proven to be important players in the evolution of living 
organisms, very likely due to their abundance and chemical versatility (134). Phosphate salts were 
available during the first stages of life, providing evolution with an important piece for the first 
self-replicating molecules. The phosphate ester bond was first introduced during the development 
of the genetic code, since phosphate esters are responsible for joining bases and forming chains 
of nucleic acids (e.g. DNA and RNA). In addition, the phosphate group is present in the high-
energy molecule adenosine triphosphate (ATP), which is very stable under physiological 
conditions, but can also be hydrolyzed by enzymatic activity. Due to these qualities, ATP is found 
at high concentrations in cells and is able to provide free phosphate groups, which were then used 
by evolution as a key molecule to modify proteins (135).  
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The introduction of a phosphate group in a protein backbone adds a negative charges at pH 7.0 
and can drastically impact the structure and chemical environment of the protein (136). The higher 
charge density of phosphorylated residues allows them to easily form hydrogen bonds or salt 
bridges within the same molecule or with other molecules (137). These features are useful to 
regulate protein-protein interactions, enzymatic activity, intracellular localization and even protein 
degradation (Figure 7A) (132, 138).  

 

 

Figure 7. The versatility of protein phosphorylation. (A) Molecular functions regulated by protein 
phosphorylation. (B) Biological processes known to be modulated by protein phosphorylation. Modified 
from Needham et al, 2019 (138). 

 

The robustness and versatility of the phosphate group allowed it to become the main PTM across 
the three domains of life. From bacteria, which use histidine phosphorylation to regulate their two 
component systems (139, 140), to archaea which also rely on histidine phosphorylation but also 
exhibit higher levels of tyrosine, serine and threonine phosphorylation (141). The latter three are 
the most abundant modified residues in eukaryotes, where protein phosphorylation has been 
described as a major regulator of signal transduction from unicellular organisms like yeast and 
pathogens like Plasmodium (142-144), to multicellular organisms like Caenorhabditis elegans 
(145) and Homo sapiens (146, 147). Due to the widespread distribution of protein 
phosphorylation, it is possible to find evidence of this PTM regulating a myriad of cellular 
processes, from cell cycle progression to DNA transcription and cytoskeleton reorganization 
(Figure 7B). 
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The success of protein phosphorylation as a PTM was accompanied by the evolution of enzymes 
that catalyze the addition and removal of phosphate groups, allowing phosphorylation to further 
position itself as the main driver of rapid cellular changes. The switch-like behavior of protein 
phosphorylation is possible thanks to kinases, which add phosphate groups, and phosphatases, 
which catalyze the reverse reaction (133). As will be addressed in the next section, these enzymes 
are of paramount importance since they control the balance of protein phosphorylation inside the 
cell. Many pathologies, including cancer (148, 149) and neurodegenerative diseases (150, 151), 
are often associated with unbalanced protein phosphorylation, highlighting the importance of 
understanding the effects of this PTM on proteins and their functions.  

 

A brief look into the kinome and kinase specificity 
 

Eukaryotic protein kinases are responsible for transferring the γ-phosphate of ATP molecules 
mainly to serine, threonine and tyrosine residues of the peptide backbone. The enzymes that carry 
this task contain the eukaryotic protein kinase catalytic domain, which consists of approximately 
250-300 amino acids that fold into a core structure with catalytic capacity (152). The domain 
consists of two lobes with a cleft in the middle, which lodges the ATP molecule leaving the γ-
phosphate exposed on the outer part of the cleft, to facilitate the transfer of the phosphoryl group 
to the substrate (Figure 8A) (132). Due to the high conservation of the kinase catalytic domain, 
Manning and colleagues mapped this domain with great sensitivity to a large collection of human 
genomic data, which allowed them to identify 518 protein kinases, just shy of 2% of all human 
genes (153). 

All known kinases have been classified into different groups, based on the sequence comparison 
of their catalytic domain, sequence similarity outside of the catalytic domain and previously known 
biological functions. Despite the high conservation of the catalytic domain, changes in the 
hydrophobicity and charge in the rest of the protein sequence determine the substrate specificity 
of each kinase (Figure 8B). One of the main differences used for grouping is the nature of the 
phosphorylated residue, with tyrosine kinases grouped separately from serine/threonine kinases. 
Tyrosine kinases have a deeper cleft capable of accommodating a more bulky residue when 
compared to serine/threonine (Figure 8C). This difference in the catalytic domain is one of many 
that aids to dictate protein kinase specificity. Here we have to consider that the number of 
potentially phosphorylatable amino acids (hundred thousands) is far greater than the number of 
those actually detected to be phosphorylated by any given kinase (from just a few to a few 
hundred) (132).  

So how does a kinase phosphorylate only a specific set of substrates among a sea of potential 
targets? Evidence suggests that a combination of multiple mechanisms permits this important 
selectivity. As previously mentioned, the catalytic cleft determines what type of residue is 
phosphorylated, but it also interacts with consensus sequences surrounding the phosphorylation 
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site. The latter determines the so-called phosphorylation motif of the kinase (Figure 8D) (154-
156). Unfortunately, these consensus sequences can be shared between several kinases, while 
there can also be overlap of different consensus motifs for the same phosphorylation site. In 
addition, sequences outside the catalytic domain, known as distal docking motifs are able to 
improve the local concentrations of targets around the kinase, hence increasing the chances of 
phosphorylation (e.g. D and DEF motif for MAP kinases) (157, 158). Moreover, other factors such 
as targeting subunits (e.g. cyclins for CDKs) increase the affinity for certain substrates (Figure 8E). 
These targeting subunits are also thought to aim the kinase to specific locations in the cell, which 
very likely removes many potential targets that compete with bona fide substrates (159, 160). 
Finally, interaction between kinase and substrate can be mediated by other proteins known as 
adaptors or scaffolds. These scaffolds act in a similar way to targeting subunits, with the difference 
that the interaction between kinase and adaptor is thought to be more dynamic (161, 162). In 
addition, scaffolds are usually enriched in certain locations of the cell, while also having the ability 
to recruit other kinase regulators, from activators to inhibitors, usually in the form of other kinases 
or phosphatases (162, 163). This permits a fine tuned control of the enzyme activity in both space 
and time, highlighting the potential complexity of kinase regulation.  

 

What about phosphatases? 
 

Historically, phosphatases have gathered less attention than their counterparts, despite the fact 
that both enzymes control the levels of protein phosphorylation that determine key cellular 
decisions, like cell cycle progression (164). The number of serine and threonine phosphatases in 
the human genome is almost one order of magnitude lower when compared to the number of 
kinases (165). So how is specificity achieved in the realm of phosphatases? Many of them form 
holoenzymes, composed of a shared catalytic core and regulatory subunits that confer specificity 
(166). A recent study tried to map all protein phosphatase genes, finding a total of 189 genes, of 
which only 105 had a previously documented protein phosphatase activity. Moreover, of 
phosphosites with a known upstream kinase, only 7% of them have an assigned phosphatase 
(165). The latter shows that substrate assignment for phosphatases has lagged behind that of 
kinases, which is a challenge that must be addressed by the scientific community if a 
comprehensive understanding of protein phosphorylation is to be achieved. 

 

MS-based phosphoproteomics 
 

The development of high-end mass spectrometers during the last decades and the evident 
relevance of protein phosphorylation on a variety of biological processes prompted the rise of 
MS-based phosphoproteomics as a field of study. In this section, I will describe some of the main 
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challenges faced when studying protein phosphorylation by MS, how the scientific community 
has addressed many of them, and how some are still relevant hurdles. Moreover, I will also 
highlight some seminal studies in the field that influenced the work presented in this thesis.  

 

 

Figure 8. Kinase structure and determinants of kinase specificity. (A) Structure of CDK2 (PDB ID: 1QMZ), 
showing a first lobe comprised mostly of β-sheets (blue) and a second lobe formed by α-helices (green, 
orange and yellow). This two-lobe structure forms an ATP-binding cleft with catalytic activity. (B) Four 
different kinases, showing a similar fold but with differences in the charge and hydrophobicity of the surface 
residues. Positively charged residues are shown in blue, while negatively charged residues are shown in red. 
(C) The depth of the catalytic cleft determines the specificity of the phosphorylation site residue: i) IRK deep 
cleft accommodates the bulky Tyr residue, ii) while the Ser residue does not extend deep enough into the 
cleft. iii) Ser residue nicely fits into the narrow cleft of a Ser/Thr kinase (CDK2), iv) while the Tyr residue is 
too large to fit into the catalytic cleft. (D) Local interactions aid in determining specificity. The Pro residue 
at the +1 position is greatly favored because the nitrogen atom is unable to form a hydrogen bond, unlike 
any of the other amino acids. The positively charged residue at +3 interacts with the phosphorylated T160 
of CDK2. If this residue is not phosphorylated, substrates show less binding affinity with no preference for 
a positively charged amino acid at +3 position. (E) Targeting subunits enhance substrate recognition. Cyclin 
A (right) bound to CDK2 (left). The hydrophobic patch of cyclin A (shown in yellow) recognizes a docking 
motif in the substrate peptide (shown in black). Local interactions near the catalytic cleft determine substrate 
specificity (shown in orange). All panels are modified from Ubersax & Ferrell, 2007 (132). 
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The many challenges of phosphoproteomics 
 

Protein phosphorylation is known to occur at relatively low stoichiometry, which hampers the 
detection of phosphorylated peptides in complex samples. The latter magnifies the stochastic 
nature of precursor selection observed during DDA measurements, leading to highly incomplete 
datasets that hinder comparison between samples and proper analyte quantification. To partially 
circumvent this, it is necessary to enrich the phosphopeptides, getting rid of the unmodified 
counterparts. The latter can be achieved by a variety of methods, including immuno-based 
purification (e.g. purification of phospho-Tyrosine with a specific antibody) (167) and 
chromatographic methods, like strong cation exchange (SCX) (168, 169) or strong anion exchange 
(SAX) chromatography (170, 171). In addition to the latter, immobilized metal ion affinity 
chromatography (IMAC) approaches have become widely popular due to their elevated 
performance in phosphopeptide enrichment (172-174). In the latter, positively charged ions in the 
stationary phase interact with the negatively charged phosphopeptides. This interaction is used 
to retain phosphopeptides on the column while non-modified peptides flow through (174, 175). 
In this thesis we used either Ti4+-IMAC or Fe3+- IMAC, the latter on an automated platform that 
has shown unparalleled reproducibility and sensitivity, allowing for high-throughput enrichment 
of phosphopeptides from many samples (176).  

Another technical hurdle of protein phosphorylation analysis by MS is the accuracy of 
phosphorylation site localization. The information necessary to determine which residue of the 
peptide backbone carries the phosphate group is obtained from the MS2 fragment spectra (177-
179). As previously discussed, the fragmentation method is what determines the type of fragments 
obtained, and in the case of phosphoproteomics, beam-type CID fragmentation is preferred due 
to its availability in a wide range of current hybrid instruments, but mainly due to its ability to 
produce fragment-rich spectra that aid in phosphosite localization (69). On instruments that use 
ion trap CID fragmentation, neutral loss of the phosphoric acid molecule leads to poor 
fragmentation of the peptide backbone and compromises the capacity to accurately determine 
site localization (63, 179, 180). 

Even with the best fragmentation technique, phosphopeptide measurements still poses an 
important challenge. For example, two peptides with the same sequence, but carrying a phosphate 
group on different residues (Figure 9A) have the exact same m/z value, hence they cannot be 
differentiated solely at the MS1 level. Moreover, if these phospho-isomers are not 
chromatographically separated, they will be fragmented concomitantly, compromising 
phosphosite localization and leading to inaccurate MS1-based quantification (Figure 9B,C) (181). 
The latter poses a great hurdle, since phospho-isomer separation by liquid chromatography is 
highly dependent on the physicochemical properties of the peptide and the conditions of the 
analytical column (69, 182). Here, MS2 quantification has an edge, since quantification can be 
based on the signal of phospho-isomer specific fragments. Overall, this shows how targeted 



I

Introduction to MS based phosphoproteomics    |   35   

 

phosphoproteomics could be a great complement to shotgun phosphoproteomics, since it has 
greater sensitivity for low stoichiometry targets such as phosphopeptides, and it can also 
discriminate between phospho-isomers if specific transitions are measured (183-186). 

 

 

Figure 9. Measurement of phospho-isomers by LC-MS. A, diagram of two phosphopeptide positional 
isomers. B, isomers resolved by LC are fragmented separately, enabling accurate peptide sequencing and 
phosphosite localization. C, Co-eluting phospho-isomers cannot be separated at the MS1 level, hence they 
are fragmented together leading to a mixed MS/MS spectra which hampers accurate phosphosite 
localization. Modified from Courcelles et al, 2012 (181). 

 

In addition to the technical hurdles described, the dynamic nature of protein phosphorylation 
further increases the analytical challenge of measuring this PTM. Phosphorylation is known to be 
highly dependent on stimulus and can change in very short time frames (146). Moreover, if 
changes in the overall proteome are not considered, up/down regulation of a phosphopeptide 
after a prolonged period of time could be caused by underlying changes in the protein levels 
(Figure 10A,B) (187). Furthermore, it is important to consider that due to the principle of matter 
conservation, down-regulation of mono-phosphorylated peptides could be caused by the 
increase of multi-phosphorylated forms or by the appearance of another PTM on the same 
peptide (Figure 10C,D) (188). All of the latter are to be taken into consideration when planning a 
phosphoproteomics experiment and during data analysis, and highlight the importance of 
studying protein phosphorylation in a time-resolved fashion (189). To achieve this, previous 
knowledge of the time-scale of the biological process being studied is key to gathering samples 
at relevant time points, which will permit to capture of true dynamical behavior (190). 
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Figure 10. Potential ambiguity during data interpretation. A, diagrams of four different species 
originating from the same peptide backbone; unmodified peptide (gray), singly-phosphorylated peptide 
(purple), doubly-phosphorylated peptide (pink) and singly-phosphorylated and ubiquitinated peptide (light 
blue). B, increase in phosphorylated peptide after a prolonged time could be due to a global increase in the 
protein levels. C, downregulation of a singly-phosphorylated peptide could be due to an increase in the 
doubly-phosphorylated form of the same peptide. D, downregulation of a singly-phosphorylated peptide 
could be due to the appearance of another PTM in the peptide backbone. Modified from Solari et al, 2015 
(188). 

 

Time-resolved phosphoproteomics 
 

After more than two decades of MS-based phosphoproteomics, the number of detected 
phosphorylation sites keeps increasing. Still, of all phosphosites reported in the database 
PhosphoSitePlus (191), only 2.8% have an assigned function. Several studies have shown that 
changes in protein phosphorylation through time strongly suggests functionality (138). Hence, 
the study of protein phosphorylation dynamics is of paramount importance to aid in the 
understanding of how this PTM regulates cellular processes (189).  

Pioneering work by Blagoev and colleagues revealed the dynamics of phospho-tyrosine (p-Tyr) 
modification after treatment with epidermal growth factor (EGF). Affinity purification with an anti-
p-Tyr specific antibody was used to purify proteins phosphorylated after stimulus. By collecting 
different time points, up to 20 minutes after treatment, the authors could show the dynamic nature 
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of tyrosine phosphorylation (192). Interestingly, this study did not employ a phosphopeptide 
enrichment strategy, hence phosphopeptides were not measured and it was not possible to 
determine which sites were actually phosphorylated. A few years later, Olsen & Blagoev would 
incorporate SCX and TiO2 chromatography for phosphopeptide enrichment, which enabled them 
to identify around 6,000 phosphosites, of which, close to 13% showed a dynamic trend after 
stimulus with EGF (146).  

Several studies would continue to follow this trend and use MS-based technologies to study the 
dynamic behavior of phosphoproteomes in response to a variety of different stimuli and in 
different biological contexts (144, 193-195). For example, de Graaf and colleagues studied the 
effect of prostaglandin E2 on Jurkat T cells, which revealed a dynamic response comprised of 
phosphosites with very different behaviors. Moreover, they showed that this complex response is 
given by a variety of kinases, and not only by protein kinase A, as previously thought (173). Next, 
two other studies showed that phosphorylation dynamics can happen extremely fast, with a sub-
minute response time, highlighting how this PTM permits fast signal transmission in the cellular 
milieu. Namely, the work by Kanshin & Bergeron-Sandoval showed that dynamic phosphosites, 
and especially those reacting early to osmotic stress (in less than 60 seconds), show a degree of 
conservation similar to that of known functional phosphosites in yeast, while static phosphosites 
tend to be less conserved (196). Next, the work by Humphrey and colleagues showed 
phosphorylation dynamics in the liver of rats after stimulus with insulin, which revealed that 
differential phosphorylation can be observed in an early (within seconds) and intermediate fashion 
(within minutes). Moreover, this work also showed the importance of reducing the lengthy 
workflow of phosphoproteomics experiments, by implementing sample preparation on a 96 well 
plate format which allowed sample processing at high-throughput (197).  

 

Phosphoproteomics applied to the study of the cell cycle 
 

The work described in the previous paragraph shows that many of the first applications of 
phosphoproteomics revolved around the study of signaling pathways stimulated after specific 
treatments (e.g. insulin, EGF, osmotic stress). Nevertheless, changes in protein phosphorylation 
are known to be the master regulator of probably one of the most vital cellular processes: cell 
cycle progression. Deregulation in cell cycle control has been linked to a variety of diseases, with 
cancer being the most notorious (198). The latter posed MS-based phosphoproteomics as a 
powerful tool to better understand how protein phosphorylation regulates the complex process 
in which a cell duplicates and divides its contents into two daughter cells. 

Work done by Dephoure and colleagues showed that a wide range of proteins are phosphorylated 
during mitosis (>1,000), many of which are likely targets of cyclin dependent kinases (CDKs), due 
to the large proportion of CDK minimal consensus motifs detected (S/T-P). Interestingly, they also 



38   |   Chapter I

 

reported on the high number of proteins that are phosphorylated on multiple residues in mitosis, 
with Ki-67 showing >100 mitotically regulated sites (199). This protein was used as a model CDK 
target to validate some of the results shown in chapter IV. Complementary to the findings of 
Dephoure and colleagues, another group reported that many kinases are phosphorylated during 
mitosis, which supported the idea of cell cycle progression being strongly regulated by protein 
phosphorylation, very likely by the concerted activity of a variety of kinases (200). 

Expanding on the previous discoveries, the Mann group analyzed the proteome and 
phosphoproteome of cells throughout different phases of the cell cycle. By combining cell 
synchronization techniques (e.g. thymidine block and nocodazole block), they managed to 
provide a large dataset of phosphoprotein dynamics during the cell cycle of HeLa S3 cells. One of 
their key findings is that up to 70% of all detected proteins seem to be phosphorylated, which is 
substantially larger than previous estimations (~30%). In addition, they show that there is a drastic 
change in phosphosite stoichiometry from interphase to mitosis, with mitotic sites showing high 
levels of site occupancy. Potential CDK sites displayed the highest mean occupancy (~88%), which 
is strongly suggestive of functionality (201).  

The studies analyzing cell cycle phosphorylation mentioned thus far have generally used cells 
blocked at different stages of the cell cycle to generate “snapshots” of the phosphorylation 
landscape. A more recent study by Swaffer and colleagues used a similar approach to study 
phosphorylation dynamics in Saccharomyces pombe during cell cycle progression. Here, cells 
expressing an ATP-analogue sensitive CDK were arrested at G2, with subsequent release and 
sampling every 5-10 minutes. This revealed a progressive increase in CDK mediated 
phosphorylation as the cells progressed from interphase to mitosis (202). Still, this study also relied 
on cell synchronization, which is known to generate artefacts due to the mere perturbation of the 
cell cycle (203, 204). In addition, others have previously raised the issue of how studies on cell 
populations cannot provide the resolution needed to detect the real phosphorylation dynamics 
from single cells (190). In chapter IV we tackled these problems by taking advantage of the highly 
synchronous cell divisions of Xenopus laevis early embryos. By measuring phosphorylation 
dynamics at high temporal resolution on single embryos, we managed to measure 
phosphorylation dynamics in an eukaryote organism in vivo. Due to the high synchronization of 
the cell cycles in these early embryos, we think our measurements provide a close view of what 
protein phosphorylation dynamics in single cells look like.  
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Abstract 

The MAPK-AKT-mTOR protein network integrates extra- and intracellular signals to determine 
cellular fate, regulating pivotal biological processes such as cell growth and metabolism. Due to 
this crucial role, pathway dysregulation has been implicated in multiple diseases, such as 
metabolic disorders and cancer. The MAPK-AKT-mTOR pathway consists of dozens of proteins 
and signal transduction is primarily driven by protein phosphorylation. Here, we present a 
targeted phosphoproteomics assay to study the phosphorylation dynamics of the MAPK-AKT-
mTOR pathway in detail with high sensitivity and in a high throughput manner. By using a multi-
protease approach, we increased the pathway coverage with phosphosites that were previously 
inaccessible. This novel approach yields the most comprehensive method for the detailed study 
of mTOR signalling to date (covering 150 phosphopeptides on more than 70 phosphoproteins), 
which can be applied to in vitro and in vivo systems and has the sensitivity to be compatible with 
small sample amounts. We demonstrate the feasibility of this assay to monitor the plasticity of 
MAPK-AKT-mTOR phosphorylation dynamics in response to cellular stimuli with high temporal 
resolution and amino acid residue specificity. We found highly dynamic phosphorylation events 
upon treatment with growth factors, revealing the sequential nature of phosphosites in this 
signalling pathway. Furthermore, starvation of glucose and amino acids showed upregulation of 
AKT-targets PRAS40T246 and FOXO3T32, highlighting the role of AKT in cellular response to 
starvation. These findings illustrate the potential of this assay to obtain new biological insight 
when monitoring dynamics of functional phosphosites.  
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Introduction 

Cells continuously sense extra- and intracellular stimuli to regulate cell growth and metabolism. 
Under healthy circumstances, proliferation is stimulated when conditions are favourable and 
halted under stress. To achieve this, a wide variety of stimuli, from growth factors and nutrients to 
DNA damage, are sensed and integrated by signalling pathways to determine cellular fate (1). 
These pathways are driven by protein phosphorylation, which allows for fast and dynamic 
transmission of information throughout the cell (2, 3) 

In eukaryotes, mitogen-activated protein kinase (MAPK) cascades are key players to relay 
information from growth factor stimuli at the cell surface to the interior of the cell (4). The kinases 
in these pathways have been heavily studied and are known to be key regulators of processes 
ranging from embryonic development to cell proliferation and growth (5-7). In addition to MAPKs, 
the phosphoinositide 3-kinase (PI3K)-AKT signalling network is another major integrator of 
growth factor stimuli, like insulin and cytokines (8), making it another essential regulator of cell 
fate. Hence, proteins of both of these pathways are often found mutated in malignancies (9). 
Interestingly, these pathways converge into two protein complexes, mTOR complex 1 (mTORC1) 
and mTOR complex 2 (mTORC2).  

Both mTORC1 and mTORC2 contain the mTOR serine/threonine protein kinase, which functions 
as the catalytic subunit responsible for phosphorylation of other protein kinases within the 
signalling cascade and effector proteins that directly regulate cell metabolism (10). Besides the 
mTOR kinase, each complex has additional subunits that function as either enhancers or inhibitors 
of its kinase activity. Some of these subunits are directly regulated by MAPK and PI3K-AKT activity 
(11). The mTOR network controls processes such as ribosome biogenesis, mRNA translation, 
cytoskeleton organisation and both catabolic and anabolic programs, like autophagy and lipid 
biosynthesis, respectively (1, 10). Together, the MAPK-AKT-mTOR signalling network converts 
extracellular signals (mainly via MAPK and AKT signalling) and intracellular environmental cues 
(e.g. DNA damage and ATP levels) to determine cellular fate.  

The MAPK-AKT-mTOR pathway is composed of dozens of proteins, which transmit signals via 
phosphorylation of specific amino acid residues on target proteins. Therefore, to elucidate the 
complex regulation of this intricate signalling network, analytical methods to monitor the 
dynamics of these phosphosites are required. Protein phosphorylation events can be studied 
using antibody-based techniques, such as western blotting. These are generally very sensitive, yet 
their use is restricted by the availability of adequate phosphosite-specific antibodies. Furthermore, 
western blots are merely semi-quantitative and are difficult to multiplex. These limitations can be 
overcome by the application of targeted mass spectrometry (MS), namely selected reaction 
monitoring (SRM) (12). By selectively measuring peptides and peptide fragments of interest, this 
technique can monitor phosphosites with amino acid residue specificity (13).  Furthermore, 
combined with highly selective phosphopeptide enrichment, SRM provides high sensitivity. 
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Quantitative reproducibility is ensured using heavy labelled standards. Targeted MS methods are 
easily multiplexed and allow for hundreds of phosphopeptides to be measured in a single MS run.  

Here, we developed a targeted MS assay to study the phosphorylation dynamics of the MAPK-
AKT-mTOR pathway in a high throughput manner, selecting phosphorylation sites with annotated 
biological function. We make use of multiple proteases for protein digestion, which increases the 
pathway coverage with phosphosites that were previously inaccessible. This novel approach yields 
the most comprehensive method for the detailed study of MAPK-AKT-mTOR signalling to date, 
which can be applied to in vitro and in vivo human samples and has the sensitivity to be 
compatible with small amounts of starting material. In a proof-of-principle experiment, we 
demonstrate that we can monitor the great plasticity of MAPK- AKT-mTOR phosphorylation 
dynamics with high temporal resolution and amino acid residue specificity. We show unique 
phosphorylation patterns for different stimuli and find sequential phosphorylation events that 
correlate with their known functionality. Overall, we think this assay could be a great resource for 
scientists who are interested in obtaining mechanistic insight in how phosphorylation via the 
MAPK- AKT-mTOR network controls cell growth and metabolism. 

 

Results 

Selection of phosphopeptides for assay development 

We first performed a literature search to identify the main phosphoproteins in the MAPK-AKT-
mTOR pathway and subsequently selected the principal phosphosites on these proteins, focussing 
on sites with known functionality. Next, we aimed to choose the most suitable phosphopeptides 
for LC-MS/MS analysis for each phosphosite of interest (Figure 1A, top). We therefore generated 
an extensive phosphopeptide library using BJ-EHT fibroblast cells transduced with an inducible 
RAS mutation. Induction of RAS activity in this cell line results in hyperphosphorylation of the 
MAPK pathway and hence enhanced our ability to detect phosphosites of interest. To extend the 
coverage of the phosphoproteome beyond sites accessible by trypsin digestion, proteins were 
digested in parallel by four proteases: Trypsin/LysC, AspN, GluC or Chymotrypsin. The generated 
peptides were fractionated by high pH fractionation prior to phosphopeptide enrichment and LC-
MS/MS analysis (Figure 1A, bottom).   

In total, our phosphopeptide library consisted of 46,080 unique phosphosites on 9,065 
phosphoproteins (Figure S1). Importantly, each proteolytic enzyme generated peptides rendering 
unique phosphosites and phosphoproteins that were not identified by any of the other proteases. 
Protein digestion with Trypsin/LysC generated the highest number of (unique) phosphosites, 
followed by GluC, AspN and Chymotrypsin (Figure 1B).  

To generate our targeted phosphoproteomics assay, we extracted the biologically relevant 
phosphosites from our phosphopeptide library. Since merely three phosphosites of interest were 
uniquely identified with AspN and Chymotrypsin, these proteases were excluded for further use. 
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Proteolytic digestion with Trypsin/LysC and GluC contrarily generated unique phosphopeptides 
covering many more phosphosites within the pathway. For example, FOXO3T32 was accessible with 
GluC digestion, whereas tryptic digestion did not generate a peptide suitable for LC-MS/MS 
analysis (Figure 1C). Additionally, the use of multiple proteases allowed us to select peptides with 
advantageous physiochemical properties. Phosphopeptides containing a methionine were 
disfavoured since methionine oxidation can occur in vitro, complicating method development and 
potentially reducing sensitivity since the signal is split over two peaks (Figure 1C). Lastly, we took 
advantage of the differences in detectability of specific phosphopeptides generated by the two 
proteases. Endogenous EIF4BS406 was detected at a much higher intensity (13x) after GluC 
digestion compared to Trypsin/LysC. This quantitative benefit resulted in increased sensitivity of 
our targeted phosphoproteomics assay (Figure 1D). Overall, the application of multiple proteases 
for protein digestion increased the coverage of biologically relevant phosphosites and allowed for 
the selection of peptides with suitable chemical and quantitative properties. 
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Figure 1. Development of targeted phosphoproteomics assay and multi-protease approach. (A) Top: 
Mapping of proteins in the MAPK-AKT-mTOR network was done by comprehensive literature mining. 
Functional phosphosites were selected and information on the corresponding phosphopeptides was 
obtained from our phosphopeptide library (bottom panel) combined with Phosphopedia. Legend 
continues on next page. 
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Figure 1 legend continued. The selected sequences were synthesised, incorporating heavy labelled amino 
acids, and used as internal standards and for assay development. Collision energy (CE) was optimised for 
each transition individually to increase sensitivity. Retention time scheduling was performed to measure 
hundreds of peptides in one MS run. (A) Bottom: An in-house phosphopeptide library was created using 
cells with inducible RAS activity, which were subjected to lysis and protein digestion with multiple enzymes 
in parallel (Trypsin/LysC, GluC, AspN and Chymotrypsin). High pH fractionation was used to maximize 
phosphopeptide detection, followed by Fe-IMAC enrichment and MS acquisition. The generated 
phosphopeptide library was mined for phosphopeptides of interest within the MAPK-AKT-mTOR pathway. 
(B) Number of phosphopeptides per protease. (C) Example of a phosphosite that was less favourable by 
trypsin digestion (top): tryptic peptide for FOXO3T32 was too long for efficient MS detection. Example of a 
phosphosite with favourable peptide properties using GluC for digestion (bottom): The GluC peptide for 
BADS74 lacks the methionine, which is prone to oxidation during sample preparation. (D) GluC digestion 
improved detection of endogenous EIF4BS406. Higher intensity for endogenous EIF4BS406 by GluC compared 
to trypsin digestion was found in our peptide library (left). This resulted in higher sensitivity in the SRM 
assay (right).   

 

Assay development  

In total, we included 150 phosphopeptides covering 72 phosphoproteins in the MAPK-AKT-mTOR 
pathway, covering many of the biologically relevant phosphosites within this signalling network 
(Figure 2A). All selected phosphopeptides were synthesised incorporating a heavy isotopic label 
and were used as reference standard. We observed good sensitivity and a large linear range of 
quantification as demonstrated by dilution series of our synthetic peptides (Figure S2A). The 
quantitative reproducibility was further determined by replicate measurements, which showed 
good coefficient of variation (Figure S2B). To measure all phosphopeptides in a single LC-MS/MS 
run, we optimised retention time scheduling using a dimensionless value that reflects 
chromatographic retention relative to a mix of commercial standards (iRTs) (14). Therefore, robust 
LC separation was critical (Figure S2C).  

In brief: for our targeted phosphoproteomics assay, first cells were lysed and proteins were 
digested in parallel with either GluC or Trypsin/LysC. GluC and Tryptic peptides were pooled prior 
to automated sample clean-up. Heavy standards were added prior to phosphopeptide 
enrichment, and the enriched samples were measured on a nanoLC coupled to a triple-
quadrupole MS (Figure 2B).  
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Figure 2. Targeted phosphoproteomics assay extensively covers the biologically relevant 
phosphosites in the MAPK-AKT-mTOR pathway. (A) Comprehensive view of the protein network, in red 
circles the phosphosites included in our assay. Green nodes represent activators of mTOR kinase activity, 
grey nodes represent inhibitors, blue nodes are effector proteins. Black arrows suggest activation, red 
arrows indicate inhibition. (B) Targeted assay workflow.  

 

MAPK-AKT-mTOR phosphorylation dynamics  

To assess the performance of our targeted phosphoproteomics assay, we analysed the MAPK-
AKT-mTOR phosphorylation dynamics of MCF10A cells stimulated with EGF and insulin. Cells were 
starved for 24 hours before stimulation with EGF and insulin, and samples were harvested after 
24h starvation and 1 min, 30 min and 60 min after stimulation (Figure 3A). We also assessed 
MAPK-AKT-mTOR phosphorylation status under normal growth conditions (24 hours in fully 
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supplemented media). Cell growth was halted under starvation, but rescued upon addition of EGF 
and insulin (Figure S3). In total, we quantified 55 phosphorylation events across the different 
conditions. These phosphorylation events displayed distinct trends, grouping phosphopeptides 
into five different clusters (Figure 3B). The first three clusters represented phosphosites that were 
downregulated during normal growth conditions and starvation but were clearly responsive to 
addition of EGF and insulin after starvation. Within these three clusters, we could discern 
phosphorylation events that were instantly upregulated after growth factor addition (within a 
minute) and swiftly downregulated (cluster 1, ‘early response’), behaving almost in a switch-like 
fashion. Furthermore, we identified a group of phosphosites that were quickly upregulated and 
remained upregulated over a longer period (cluster 2, ‘sustained response’). Lastly, cluster 3 
represented phosphorylation events that were upregulated upon growth factor addition at a later 
stage (30-60 min) and remained upregulated during the time course of the experiment (‘delayed 
response’). These data highlight the feasibility of our assay to detect dynamic phosphorylation 
events upon stimulus.   

In contrast to cluster 1, 2 and 3, the phosphorylation events in clusters 4 and 5 were not responsive 
to addition of EGF and insulin. Interestingly, the phosphosites in cluster 4 were upregulated during 
normal growth conditions (full media), decreased upon starvation and did not recover after 
replenishing with EGF and insulin (Figure 3B). Multiple phosphosites in this cluster were directly 
involved in protein translation, namely EIF4BS406, EIF3HS183 and 4EBP1S65. EIF4B and EIF3H are 
crucial components of the translation initiation complex, and their functionality is 
phosphorylation-driven; increased phosphorylation is positively correlated with induced 
translation (15, 16). Furthermore, the hypophosphorylated form of 4EBP1 represses translation 
initiation by binding to initiation factor EIF4E and hence inhibiting its assembly into the translation 
initiation complex (17). Downregulation of these three phosphosites results in reduced translation, 
which is anticipated upon starvation. Interestingly, phosphorylation translation initiation factor 
eIF4G1S1231 was found upregulated in cluster 3 (‘late response’). This phosphosite is known to be 
regulated by ERK and correlates with formation of the initiation complex (18). Overall, our data 
indicate that addition of EGF and insulin after prolonged starvation did not restore protein 
translation within this relatively short timeframe (60 min).  

Next, we set out to establish whether we could identify any kinase-substrate pairs from the 
dynamic phosphorylation events in cluster 1 (‘early response’), cluster 2 (‘sustained response’) and 
cluster 3 (‘delayed response’). Indeed, in cluster 1 we identified phosphorylation of mitogen-
activated protein kinases, namely BRAFS121, ERK1T202/Y204 and ERK2T185/Y187, these kinases are known 
to be readily activated upon growth factor stimulation. Phosphorylation of BRAFS121 by ERK 
activates a negative feedback loop inhibiting the interaction between RAS and BRAF, resulting in 
reduced phosphorylation of ERK (19). This could explain the transient phosphorylation of ERK we 
observed (Figure 3C).  
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Figure 3. Probing MAPK-AKT-mTOR activity after growth factor stimuli. (A) Experimental setup: 
MCF10A cells were grown under normal conditions for 24 hours, followed by starvation in additive-free 
medium for 24 hours, after which cells were stimulated with EGF and insulin. Cells were harvested at 
indicated time points. (B) Unsupervised clustering of quantified phosphopeptides highlights five clusters 
with distinct phosphorylation patterns. (C) Profile plots of the dynamics of regulated phosphosites (left) 
correlating with suggested cascade of signaling events (right). Colour represents the clusters in Figure 3B.  



II

Targeted phosphoproteomics applied to the MAPK-AKT-mTOR pathway   |   61   

 

Increased ERK activity directly following stimulus (cluster 1), resulted in phosphorylation of ERK 
substrates at later time points (cluster 3) (Figure 3C). Amongst these was RPTORS696, which upon 
upregulation activates mTORC1, resulting in further downstream phosphorylation of kinase 
S6KA1T359/S363 (Figure 3C). S6KA1 has been reported to phosphorylate RICTORT1135, bridging the 
mTORC1 pathway with mTORC2 signalling. These phosphorylation dynamics are in concordance 
with the cascade of phosphorylation events previously reported in literature (Figure 3C).  

In cluster 2, we identified phosphorylation events indicative of AKT activation upon insulin 
stimulation: upregulation of FOXO3T32 and PRAS40T246 (Figure 3C) (20-22). FOXO3 triggers 
apoptosis in the absence of survival factors, whereas upon phosphorylation by AKT, FOXO3 is 
retained in the cytosol, restricting its pro-apoptotic function (23). PRAS40 on the other hand is a 
negative regulator of mTORC1. Upon phosphorylation, PRAS40 dissociates from mTORC1, 
activating mTOR signalling (24). The increased and lasting upregulation of FOXO3 and PRAS40 
phosphorylation upon growth factor stimulation found in this experiment shows activation of the 
PI3K-AKT pathway resulting in reduced pro-apoptotic signals and increased mTORC1 activity. This 
heightened mTOR activity can subsequently lead to phosphorylation of its downstream substrate, 
the kinase ULK1S638 (Figure 3C). ULK1 activation upon starvation initiates an autophagy response, 
whereas phosphorylation of ULK1 by mTOR results in inhibition of autophagy when nutrients are 
replenished (25). Our data suggests that activation of mTORC1 upon EGF and insulin stimulation 
also results in ULKS638 phosphorylation. Together, these results highlight the feasibility of our assay 
to disentangle patterns of sequential phosphorylation within the MAPK-AKT-mTOR pathway.  

After highlighting phosphorylation dynamics caused by stimulus with growth factors, we set out 
to assess the effect of other nutrients known to modulate MAPK-AKT-mTOR activity. For this, we 
starved cells of either glucose or amino acids, using nutrient free media. Subsequently, we 
reincorporated each nutrient and collected samples at different time points. Since these 
experiments involved complete exchanges of media, we performed a control experiment 
changing media with the same composition and collected samples at the same time points (Figure 
4A). Overall, we quantified 39 and 49 phosphopeptides upon stimulation with amino acids and 
glucose, respectively.  Stimulus with these nutrients did not reveal a strong dynamic 
phosphorylation response, in clear contrast with growth factor treatment observed before (Figure 
3B). Interestingly, glucose and amino acid deprivation caused increased phosphorylation of 
PRAS40T246 and FOXO3T32, which were both downregulated upon reincorporation of each nutrient. 
As mentioned previously, both phosphosites were clearly upregulated after treatment with growth 
factors (Figure 4B). If these two sites are used as proxy of AKT activity, our results suggest that 
nutrient starvation causes upregulation of PI3K-AKT pathway. Others have previously suggested 
that upon depletion of glucose and amino acids cells engage on a survival program by increasing 
the activity of the MAPK-PI3K-AKT pathways, in order to ensure mTOR activation and promote 
cell survival (Figure 4C) (26). Overall, these results show that our assay can be used to discriminate 
differences in MAPK-AKT-mTOR signalling upon treatment with different stimuli. 
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Figure 4. Studying the phosphorylation dynamics of MAPK-AKT-mTOR after stimulus with glucose 
and amino acids following starvation. (A) Experimental setup: MCF10A cells were starved in glucose-free 
or amino acid-free media for 1 hour, followed by stimulus with glucose or amino acids respectively. Cells 
were harvested after 1 hour of starvation and at different time points following stimulus. (B) Response of 
PRAS40T246 and FOXO3T32 shows differential response after starvation and stimulus with glucose and amino 
acids, when compared to growth factor (GF) treatment. Time point 0 represents starvation. (C) PRAS40T246 

and FOXO3T32 illustrate AKT activation due to a cellular survival program induced by glucose or amino acid 
deprivation (26). 

 

Conclusion & Discussion 

In this study, we developed a targeted MS assay to study functional phosphorylation dynamics of 
the MAPK-AKT-mTOR pathway in detail, with high reproducibility and sensitivity. Even though 
trypsin is the most commonly used digestive enzyme in proteomics studies due to its favourable 
characteristics (27), our study highlights the advantage of the use of multiple proteases to 
extensively cover the important phosphosites within the pathway, which here can be combined in 
a single MS analysis. The benefit of this approach is especially high for the study of 
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posttranslational modifications since this requires the measurement of specific peptide 
sequences. This was evident from our phosphopeptide library which included unique 
phosphosites and phosphoproteins for each protease. Overall, our assay highlights the potential 
of custom-made targeted proteomics assays to measure specific phosphosites of interest.   

In our experiments, we demonstrated the ability to monitor the plasticity of the phosphorylation 
dynamics in the MAPK-AKT-mTOR network with high temporal resolution and amino acid residue 
specificity, under diverse external stimuli. We found that most proteins involved in translation 
initiation were not phosphorylated upon EGF and insulin stimulus, contrary to previous studies 
(15, 16). Only eIF4G1S1231 was found upregulated in cluster 3 (‘delayed response’). This suggests 
that translation initiation factors are not phosphorylated at the same rate. The lack of increased 
phosphorylation of other initiation factors might be due to the relatively short time course of our 
experiment or could indicate that replenishing with EGF and insulin (in absence of serum) is 
inadequate to fully rescue translation initiation after prolonged starvation. Further experiments 
are needed to fully elucidate the phosphorylation dynamics of translation initiation factors after 
starvation. 

We found dynamic ULK1 phosphorylation upon stimulation with EGF and insulin after starvation. 
Increased mTOR activity has been shown to phosphorylate ULKS638, inhibiting autophagy upon 
replenishing with full media (25). Our data shows that stimulation with EGF and insulin (and the 
resulting mTOR activation) is sufficient to induce ULK1S638 phosphorylation. Additionally, we found 
upregulation of ULK1S556 upon growth factor stimulus. This phosphosite is responsive to AMPK 
activity upon starvation and increased ULK1S556 has been suggested to induce autophagy (28, 29). 
Therefore, increased ULKS556 upon EGF and insulin stimulation is surprising. This discrepancy 
highlights that the ULK1 phosphorylation dynamics are not fully elucidated. 

Next, by using PRAS40T246 and FOXO3T32 as a proxy of AKT activity, we found evidence in our data 
of AKT activation upon amino acid and glucose starvation. This is in line with previous research 
which has proposed increased AKT activity as a survival mechanism upon depletion of these 
nutrients (26, 30, 31). We showed that AKT activation of mTORC1 via PRAS40T246 and 
transcriptional regulation via FOXO3T32 are potential effectors of this survival program. 
Interestingly, our results did not show upregulation of the MAPK pathway upon nutrient 
starvation, which has also been proposed as a survival mechanism (32, 33). This indicates that 
PI3K-AKT has a more prominent role than MAPK in this type of survival response. This is of interest 
since both amino acid and glucose starvation have been proposed as therapeutic strategies 
against certain malignancies (34, 35). Overall, these findings suggest that PRAS40 and FOXO3 
could be potential therapeutic targets, which could be exploited by combining nutrient starvation 
with AKT inhibitors.  

In conclusion, the experiments described here highlight the potential of our targeted 
phosphoproteomics assay to monitor the highly dynamic phosphorylation events of the MAPK-
AKT-mTOR pathway. Our method extensively covers the important phosphosites in the network 
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(including 150 phosphopeptides on more than 70 phosphoproteins), is sensitive, high throughput 
and can be applied to in vivo and in vitro human samples. Therefore, we believe that this assay is 
a great resource for scientists to study the integration of environmental cues by the MAPK-AKT-
mTOR pathway to regulate cellular fate in health and disease.  

 

Methods  

Generation of phosphopeptide library 

BJ-EHT vRAS12 cells were cultured in DMEM and treated with 100 nM tamoxifen for 1hr, or 24hr 
to induce RAS activity. Cells were washed with ice cold PBS, detached from the cell culture surface 
using Trypsin (Lonza) and stored at -80 °C until further use.  

BJ-EHT vRAS12 cells, treated with tamoxifen, were lysed using 1% sodium deoxycholate lysis 
buffer as described previously (Post et al., 2017). Proteins were digested overnight in parallel using 
one of the four following proteases: Trypsin/LysC, GluC, Chymotrypsin or AspN at 1:100 (w/w) at 
37 oC. Samples were acidified and desalted using Sep-Pak C18 cartridges (Waters), eluted with 
80% acetonitrile (ACN)/0.1% trifluoroacetic acid (TFA) and dried down. Samples were fractionated 
on a high-pH reversed-phase C18 column (Kinetex 5u Evo C18 100A, 150 x 2.1mm, Phenomenex) 
coupled to an Agilent 1100 series HPLC over a 60 min gradient. Fractions were concatenated to 
five samples before phosphopeptide enrichment. Enrichment of phosphorylated peptides was 
performed on the AssayMap BRAVO platform (Agilent Technologies) using Fe(III)-IMAC cartridges 
following the method described previously (36). 

Samples were analysed by nanoLC-MS/MS on a Q Exactive HF-X mass spectrometer (Thermo 
Scientific) equipped with an Agilent 1290 LC system with an LC gradient of 115 min gradient (9% 
to 35% B). MS settings were as follows: full MS scans (375-1600 m/z) were acquired at 60,000 
resolution with an AGC target of 3e6 charges and max injection time of 20 msec. HCD MS2 spectra 
were generated for the top 12 precursors using 30,000 resolution, 1e5 AGC target, a max injection 
time of 50 msec, a scan range of 200-2000m/z and normalised collision energy of 27%. MS2 
isolation windows were 1.4m/z.  

Raw data files were processed with MaxQuant v1.6.3.4 using a Uniprot human database. 
Carbamidomethyl (C) was set as a fixed modification and Oxidation (M), Acetylation (protein N-
terminus) and Phosphorylation (STY) were set as variable modifications. Each proteolytic enzyme 
was searched individually. Max missed cleavages was set to four for GluC and Trypsin/LysC and 5 
for Chymotrypsin and AspN. Results were filtered using a 1% FDR cut off at the PSM level.  

Selection of phosphopeptides for SRM assay 

Relevant phosphoproteins and phosphosites within the mTOR pathway were identified by 
literature search. Phosphopeptides that represented these biologically relevant phosphosites were 
selected in the following manner: firstly, phosphopeptides were selected from our 
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phosphopeptide library. If multiple phosphopeptides were available for the same phosphosite, 
the most suitable phosphopeptide was chosen. Firstly, peptides without methionine were 
favoured over peptides including a methionine. Furthermore, the phosphopeptide with the 
highest intensity was chosen. If our phosphopeptide library did not yield a phosphopeptide to 
cover a phosphosite of interest we extracted suitable peptides from publically available databases 
(37, 38). 

Generation of spectral library  

Selected phosphopeptides were synthesised incorporating an isotopically labelled amino acid. 
These heavy labelled peptides were used to generate a spectral library. For this, peptides were 
dissolved and mixed with iRT peptides for retention time alignment (14). Peptides were analysed 
by nanoLC-MS/MS on a Q Exactive HF-X mass spectrometer (Thermo Scientific) as described 
previously with the following changes: HCD MS2 spectra were generated for the top 15 precursors 
and max injection time was set to 54 msec. Raw files were subjected to database search using 
Proteome Discoverer (2.2). Tryptic or GluC were selected as proteolytic enzyme, max 3 missed 
cleavages were allowed, Carbamidomethyl (C) was set as a fixed modification and Oxidation (M), 
Acetylation (protein N-terminus) and Phosphorylation (STY) were set as variable modifications. 
Results were filtered using Percolator, FDR was set to 1%. The resulting files were used to build a 
spectral library in Skyline.  

SRM assay development 

Heavy labelled standard peptides were used to develop the SRM assay. For each precursor, at 
least three fragments were measured. The topmost intense fragment ions were chosen and 
complemented with an additional transition if Y1-ion was amongst the top three most intense 
ions or if an extra transition was needed to distinguish phospho-isomers. Collision energy 
optimisation was performed for each transition individually as described previously (39).Retention 
time scheduling was performed using iRT as described previously (14).  

SRM assay characteristics 

The SRM assay we developed had the following characteristics: LC-MS/MS analysis was performed 
on an Ultimate 3000 RSLCnano System (Thermo Scientific) coupled to a TSQ Altis Triple 
Quadrupole (Thermo Scientific). Peptides were reconstituted in 20mM citric acid, loaded on a pre-
column (C18 PepMap100, 5 µm) and separated on a PepMap RSLC C18 column (2µm, 75µm x 
25cm) using a 100 min gradient (2.2% to 34% Buffer B 100% ACN + 0.1% FA) at a flow of 300 
nl/min. Retention time windows were set to 5 minutes, Q1 and Q3 resolution was set to 0.7 and a 
cycle time of 5 seconds was used.  

Sensitivity test 

Sensitivity of the method was determined by a dilution series of heavy labelled standards spiked 
into a HELA phosphopeptide background. HELA cells were cultured in DMEM  Cells were washed 
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with ice cold PBS, detached from the cell culture surface using Trypsin (Lonza) and stored at -80 
°C until further use. Cell lysis, protein digestion (using Trypsin/ LysC) and sample clean-up was 
performed as described previously for BJ-EHT cells. After sample clean-up, 200µg of cell digest 
was enriched for phosphorylated peptides (as described previously) and spiked-in with decreasing 
amount of heavy labelled standards (100 fmol, 50 fmol, 10 fmol, 5 fmol, 1 fmol, 0.1 fmol). This was 
performed in triplicates. Samples were subjected to the SRM assay described previously. Raw data 
were analysed using skyline and peaks were individually assessed. Quantification was based on 
the total peak area.  

MCF10A experiments 

MCF10A cells were cultured in DMEMF12 medium, supplemented with 5% horse serum, 1% 
penicillin/streptomycin, EGF (20ng/ml), hydrocortisone (0.5 mg/ml), cholera toxin (100ng/ml) and 
insulin (10µg/ml) (normal growth conditions). Cells were then starved from either growth factors 
(using regular DMEMF12 without additives), amino acids (using DMEMF12 without amino acids), 
or glucose (using DMEMF12 without glucose) for 24 hours. Afterwards, cells were treated with 
either growth factors (EGF 20 ng/ml and insulin 10 µg/ml), amino acids or glucose for different 
time points. Cells were washed with ice cold PBS, detached from the cell culture surface using 
Trypsin (Lonza) and stored at -80 °C until further use. Cells were lysed as described previously for 
BJ-EHT cells. Protein digestion was performed using Trypsin/LysC or GluC (1:75 w/w enzyme: 
substrate ratio) overnight at 37 °C. Samples were acidified and tryptic and GluC peptides were 
combined. Samples were desalted using the AssayMAP Bravo Platform (Agilent Technologies) 
using C18 cartridges (Agilent Technologies). Cartridges were primed using 100 µl priming solution 
(80% ACN 0.1% FA) and subsequently equilibrated using 50 µl equilibration solution (0.1% FA in 
miliQ). Samples were loaded at 10 µl/min and eluted with 50 µl of priming solution at 10 µl/min. 
After desalting, heavy labelled standards were spiked into each sample. Subsequently, enrichment 
of phosphorylated peptides was performed on the AssayMap BRAVO platform (Agilent 
Technologies) using Fe(III)-IMAC cartridges following the method described previously (36). 
Samples were dried down using and stored at -80°C until they were subjected to LC-MS analysis 
(as described previously under SRM assay characteristics).
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Supplementary material 

 

 

Figure S1. In-house built phosphopeptide library numbers.  (A) Number of identified 
phosphoproteins, phosphopeptides and phosphosites per protease. (B) Phosphoproteins identified per 
protease coloured by uniqueness.   

 

 

Figure S2. Analytical characteristics of the targeted MS assay. (A) Calibration curve of three 
phosphopeptides titrated down in a phosphopeptide background illustrates large dynamic range. (B) 
Coefficient of variation for replicate measurements illustrates quantitative reproducibility. (C) Retention time 
reproducibility is high, demonstrating robust LC setup.  
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Figure S3. Cellular growth curves. Cellular growth curves under normal growth conditions (black), 
continues starvation (grey), 24h starvation followed by addition of EGF and insulin (pink) and 24h starvation 
followed by normal growth conditions (blue). 
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Abstract 

Extracellular cues driving cell proliferation are largely transmitted by signaling of mitogen 
activated protein kinases (MAPKs). In most vertebrates, two enzymes locate at the core of these 
phosphorylation cascades, namely ERK1 and ERK2. These are responsible for phosphorylating 
substrates related to a wide variety of processes, like cell migration, regulation of gene expression, 
and control of cell proliferation and cell differentiation. Deregulation of these enzymes has been 
observed in a wide range of human diseases, from developmental syndromes to cancer. Even 
though a variety of studies have tried to assess differences in functionality between ERK1 and 
ERK2, there is still an ongoing debate about the potential redundancy between these two 
enzymes. Here we used a combination of CRISPR-Cas9 gene deletion technology and mass 
spectrometry based phosphoproteomics to determine differences in substrate phosphorylation 
between ERK1 and ERK2. We find that more substrates are downregulated in the absence of ERK2, 
and time resolved phosphoproteomics showed that ERK2 seems to be a more efficient kinase than 
ERK1. We also provide evidence showing that absence of either enzyme causes changes to the 
overall proteome, while ERK2 deletion caused clear upregulation of alternative signaling 
pathways, which was not observed in the absence of ERK1. This work shows that despite having a 
degree of redundancy, ERK1 and ERK2 preferentially phosphorylate a different subset of targets, 
with lack of ERK2 causing larger changes to the overall phosphoproteome. We think these 
differences might help explain why lack of ERK2 has been linked to more severe phenotypes than 
ERK1.  
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Introduction 

Signal transduction of extracellular cues is largely driven by protein phosphorylation (1). Cascades 
of kinases relay information sensed by a variety of membrane receptors to effector proteins. Some 
of these effectors are kinases themselves, which phosphorylate a myriad of targets involved in 
diverse cellular processes (2). Mitogen activated protein kinases (MAPKs) locate at the core of 
some of the most studied protein phosphorylation cascades in eukaryotes. There are different 
families of MAPKs, mainly determined by the stimuli to which they respond, such as growth factors 
(GFs), cytokines and stress signals (3, 4). MAPKs phosphorylate proteins involved in gene 
expression, mRNA translation, cytoskeleton dynamics, cell metabolism and cell cycle progression 
(2). Overall, MAPK signaling is of paramount importance for cellular homeostasis and organism 
development.   

Work done during the last three decades revealed that two enzymes are largely responsible for 
intracellular protein phosphorylation upon stimulus with epidermal growth factor (EGF) and 
insulin (5, 6). Both enzymes, extracellular signal-regulated kinase 1 (ERK1, also known as MAPK3) 
and extracellular signal-regulated kinase 2 (ERK2, or MAPK1) have molecular masses of around 
42-45 kDa. They have up to 85% sequence homology, with differences locating outside of their 
catalytic domains (7). Presence of ERK can be traced down all the way to yeast, with existence of 
an ancestral version of ERK in invertebrate animals and most vertebrates having both isoforms (8). 
These findings highlight the relevance of these enzymes, but have also raised questions about 
their specificity (do they phosphorylate the same targets?) and their functionality (do they regulate 
different processes?). 

From the first description of ERK1 and ERK2, several strategies have been used to challenge their 
apparent redundancy, seeking to find differences between the two enzymes. Strains of knock-out 
mice of either ERK1 or ERK2 have made some of the most relevant findings so far; erk1 -/- mice 
are viable and fertile, while erk2 deletion is lethal for the early embryo (9-13). These findings 
strongly suggest these enzymes play different roles during development. Using a different model, 
morpholino experiments in zebrafish embryos showed a higher lethality while reducing ERK2 
activity and highlight that ERK1 knock-down can be ‘cross-rescued’ by treatment with ERK2 RNA, 
while the opposite is not true (14).  Furthermore, a study from the same group shows that ERK2 
knockdown has a higher impact on the gene expression profile of the embryo when compared to 
ERK1 depletion (15). While these studies point towards ERK2 playing a more relevant role during 
development, other reports have shown that while erk1 -/- mice are viable, adults display defects 
in adipogenesis, erythropoiesis and skin homeostasis (16-18). Opposite to these findings, which 
suggest specific roles for each kinase, a recent study showed that transgenic overexpression of 
ERK1 can alleviate the lack of ERK2 during development, suggesting redundancy between the 
enzymes, and that overall ERK activity is what determines the phenotype (19). Here it is important 
to highlight that most studies do not asses overall ERK activity, so it is difficult to interpret if the 
phenotypic differences are due to kinase specificity or due to differences in overall kinase activity 
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upon depletion of either one of the isoforms (7). In addition, these enzymes are known to be 
differentially expressed among tissues (8), increasing the complexity when trying to assess their 
specificity and functionality. 

Tissue specific gene disruption experiments have been used to assess the functionality of these 
enzymes, since they allow to bypass the embryonic lethality observed in erk2 -/- mice models. For 
instance, in macrophages, ERK2 removal does not influence proliferation, as long as ERK1 is 
expressed. On the other hand, disruption of ERK1 in the absence of ERK2 is lethal, and only a small 
population of cells, that retained some ERK2 activity due to incomplete gene deletion, were able 
to proliferate (20). In osteoclasts, which are a class of specialized macrophages, ERK1, but not 
ERK2, has been found to regulate its development and bone resorption activity (21). Importantly, 
in both studies, the authors also showed that these cells express higher levels of ERK1 when 
compared to ERK2. Analogously, studies that have shown higher expression of ERK2, usually find 
specific phenotypes upon deletion of this enzyme. This has been observed in brain mouse tissue, 
in which ERK2 depletion causes anomalies in social and cognitive behaviors (22). The same 
experimental model also showed that ERK2 deficient mice displayed altered pain responses. These 
mice also presented compensatory hyperactivation of ERK1, which upon inhibition did not 
aggravate alterations in pain response, suggesting ERK2 plays a more important role than ERK1 
in nociception (23). Finally, another study in embryonic stem cells showed that ERK2 deletion 
causes hyperphosphorylation of ERK1, however, also showed downregulation of overall ERK 
activity. Still, transgenic overexpression of either of the two isoforms rescued substrate 
phosphorylation and the gene expression program, suggesting there is a degree of redundancy 
between the enzymes (24).  

Overall, this paints a picture in which assessment of isoform differences is highly dependent on 
cell type due to variation in enzyme expression and activity. Hence, relying solely on phenotype 
observation to determine differences between the ERK isoforms only answers part of the question. 
A complementary approach would be to assess global changes in protein phosphorylation by 
mass spectrometry upon enzyme inhibition. Unfortunately, most of the phosphoproteomics work 
done so far has focused on overall ERK substrate identification without differentiating between 
the two enzymes (25-28). While some attempts have been made to determine specific substrates 
of ERK2 (29), a side-by-side comparison of the effect on the phosphoproteome of each enzyme 
is currently lacking.   

Here we attempt to shed light on the differences in substrate phosphorylation between ERK1 and 
ERK2. For this, we combined CRISPR-Cas9 technology with mass spectrometry-based 
phosphoproteomics to study changes in protein phosphorylation of epithelial cells after deletion 
of ERK1 or ERK2. This revealed that disruption of these kinases already has a drastic and differential 
impact on the proteome. Moreover, growth factor treatment revealed further differential changes 
in the phosphoproteome response to the silencing of each enzyme, with the more drastic changes 
observed in ERK2-depleted cells. Targeted phosphoproteomics revealed activation of auxiliary 
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kinases almost exclusively in response to ERK2 reduced activity. By exploring phosphorylation 
dynamics after growth factor treatment in a time-course experiment, we show that ERK2 
downregulation translates into a lower phosphorylation rate for most substrates, while ERK1 
downregulation does not cause the same effect. Overall, our work expands the number of 
potential ERK substrates known to date, while revealing differences in substrate phosphorylation 
efficiency between ERK1 and ERK2. We think the higher overall efficiency of ERK2 is (at least in 
part) the reason why most phenotypical changes reported to date have been observed in the 
absence of this enzyme. 

 

Results 

ERK1/2 gene knock-out validation 

We used CRISPR-Cas9 to genetically silence either ERK1 or ERK2 on epithelial MCF10A cells. We 
did dilution cloning attempting to obtain isogenic knock-out cell lines of each isoform. After 
genetic screening (see methods), we selected two cell lines for each enzyme and a control cell line 
treated with nonsense sgRNA, hence considered wild type (WT). For each of the isoforms we had 
one cell line strongly suggesting deletion of either ERK1 or ERK2 (cell lines 1.2 and 2.2, 
respectively). On the other hand, we also had cell lines for which genetic evidence was not 
conclusive, suggesting a polyclonal population or partial gene deletion (disruption of only one of 
the two alleles) (Figure S1A). Still, we decided to take them along to compare with the other cell 
lines and see if our phosphoproteomic measurements detected any differences.   

Cells were starved for 24 hours followed by GF treatment with supplemented medium (including 
EGF, insulin and serum) (Figure 1A), which revealed differences in the phosphoproteome of the 
selected cell lines. First, principal components analysis (PCA) showed that all cell lines are highly 
responsive to the GF treatment after starvation (Figure S1B). PCA analysis of only GF treated 
samples revealed differences between the selected cell lines, showing that those with the higher 
chances of being isogenic according to our genetic screening are the ones that differ the most 
from the control (Figure S1C). We looked at the significantly changing phosphosites among all 
the GF treated samples (ANOVA, Benjamini-Hochberg p <0.05), which showed that indeed cell 
lines with no conclusive evidence of being isogenic behave more similar to the control (Figure 
S1D, red frames). To confirm the depletion of ERK1/2 we used targeted phosphoproteomics to 
measure phosphorylation sites known to activate these enzymes. This showed that both enzymes 
were clearly upregulated after GF treatment (Figure S1E), and confirmed that cell lines 1.2 and 2.2 
display the lowest levels of ERK1 and ERK2, respectively (Figure S1F). Based on these results we 
decided to only use these cell lines for further data analysis. 
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Figure 1. Phosphoproteomics reveal differences in substrate phosphorylation between ERK1 and 
ERK2. (A) Workflow: different cell lines were starved and subsequently treated with supplemented medium 
(including GFs). Cells were lysed followed by protein digestion (400 µg per sample).  Each sample was 
divided in two equal parts and subjected to automated phosphopeptide enrichment. Legend continues on 
next page. 
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Figure 1 legend continued. The phosphopeptides recovered from each column were used for either label 
free quantification or SRM. We analyzed a biological triplicate of each condition. (B) and (C) Pearson 
correlation matrix and PCA analysis for all samples based on the expression levels of all quantified 
phosphosites (n= 5,082). (D) Hierarchical clustering of significantly changing phosphosites (ANOVA, 
Benjamini-Hochberg correction, FDR 0.05) (n= 2,402). Clusters highlighted in red are the ones responsive 
to GF treatment. (E) Bar plots showing the proportion of specific motifs per cluster (number at the end of 
each bar shows the actual number of phosphosites with a given motif per cluster). (F) Box plots of all 
quantified phosphorylation sites in C2 and C4.  

 

Impact of ERK1 and ERK2 on the phosphoproteome 

When focusing on ERK1-sgRNA (1.2) and ERK2-sgRNA (2.2), we could see a good overall 
correlation between biological replicates (Figure 1B). Furthermore, PCA analysis confirmed that 
samples are separated by their condition (GF treated or starved), but more importantly, it seems 
like ERK2-sgRNA (2.2) differs the most when compared to the control (Figure 1C). Next, 
significantly changing phosphosites (ANOVA, Benjamini-Hochberg p <0.05) were subjected to 
unsupervised clustering, which revealed a variety of dynamic trends (Figure 1D). We detected 
phosphosites that are clearly responsive to the GF treatment (C2, C4, C5, C8, C10) while others 
seem to be cell line dependent (C1, C3, C6, C7, C9, C11). First, we focused on those that are GF 
dependent, since we already showed that both ERK1 and ERK2 were highly responsive to this 
treatment. Motif analysis revealed that the four clusters showing upregulation after GF treatment 
are the ones with the higher prevalence of the ERK1/2 full consensus motif (P-X-S/T-P) (Figure 
1E). The phosphosite intensities of these clusters suggest that C2 contains targets preferentially 
phosphorylated by ERK1, while preferred targets of ERK2 locate to C4 (Figure 1F). The other two 
clusters show phosphorylation sites that could be phosphorylated by any of the two enzymes (C8) 
or that needed presence of both isoforms to be upregulated (C10). When looking at other kinase 
motifs, we also detected overrepresentation of the shared motif for PKA, PKC and PAK kinases in 
C1 and C2, with the latter showing a little over 11% of phosphosites presenting this recognition 
sequence. When looking at motifs overrepresented in any of the other clusters, the CDK full motif 
(S/T-P-X-K/R) stood out, since it comprises 13% of the phosphosites in C1 (Figure 1E). 

Next, we explored differences in the proteins located in the clusters with the potential ERK1 and 
ERK2 targets. Network analysis of C2 revealed proteins previously linked to ERK1/2, like STMN1, 
a protein known to regulate microtubule filaments (Figure 2A). This protein is phosphorylated on 
S38 by ERK1/2 (30, 31). The same was observed for the transcription factor STAT3 (Figure 2A), 
which is known to be phosphorylated on S727 by a variety of kinases, including ERK1/2 (32). Our 
results suggest that these phosphorylation sites are preferentially phosphorylated by ERK1 (Figure 
2B). We also detected phosphorylation of a few proteins related to chromatin remodeling, Golgi 
apparatus and DNA replication (Figure 2A). Overall, GO analysis of the whole cluster revealed that 
the majority of proteins in C2 are related to cell junctions and cytoskeleton (Figure S2A, left). C4 
contained proteins related to a variety of processes, where terms related to the nuclear pore 
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complex stood out, since they were not enriched in the other clusters (Figure S2A, right). For this 
cluster, network analysis revealed a few groups of highly interconnected proteins related to 
different biological processes (Figure 2C). One of these clusters contained proteins involved in 
RNA transport, including several nucleoporins. Phosphosites from NUP98, NUP35, NUP153 and 
TPR were clearly downregulated in the ERK2 silenced cells (Figure 2D). Since nucleoporins are 
known to be phosphorylated by cell cycle related kinases during mitosis (33), we wondered if the 
differences observed are caused by differences in proliferation between cell lines. We assessed 
this by microscopy, which revealed that indeed ERK2-sgRNA (2.2) cell line proliferate slower when 
compared to the control and the ERK1-sgRNA (1.2) cell line (Figure S2B). These differences in 
proliferation were accounted for during the sample preparation process, by including a protein 
quantification assay to ensure that the same amount of input material was used for all samples. 
C10 did not show a clear enrichment of a specific term not observed in the other clusters, while 
C8 presented enrichment of chromatin binding proteins and histone modifiers (Figure S2A). 

To further explore if the phosphosites on the clusters of interest (C2, C4, C8, C10) are targets of 
ERK1/2 we looked at the overlap of each of them against the most recent database of ERK1/2 we 
could find in the literature (34). Briefly, this database contained information from different sources, 
one of them being PhosphositePlus database (35), and other publications that have tried to 
directly determine substrates of these kinases (29). We focused only on the phosphosites reported 
in human (n=1,979 phosphorylation sites). As we suspected, above 23% of the phosphosites in 
each of the clusters of interest are known ERK1/2 targets, with C8 having the highest number of 
known substrates (35% of the total phosphosites in C8) (Figure S2C). Other clusters did not contain 
more than 8% of known substrates of ERK1/2, clearly showing that we can distinguish potential 
ERK1/2 substrates based on their motif and response to GF treatment (Figure S2C). Next, we 
explored those phosphosites who have the ERK full motif but have not been yet reported as 
ERK1/2 targets. We focused on C2 and C4, which contain the potential ERK1 and ERK2 substrates, 
and found 14 and 38 phosphosites that have not been previously linked to these kinases, 
respectively (Figure 2E). These potential new targets are summarized in Supplementary tables 1 
and 2. 
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Figure 2. Overview of targets preferentially phosphorylated by either ERK1 or ERK2. (A) STRING 
network of proteins from C2 (phosphosites preferentially phosphorylated by ERK1). GO analysis revealed 
sub clusters of proteins with different biological functions. Width of the edges correlates with the confidence 
of the interactions. (B) Examples of two phosphorylation sites with known biological function that are 
upregulated in an ERK1 dependent manner. (C) STRING network of proteins from C4 (phosphosites 
preferentially phosphorylated by ERK2). GO analysis revealed proteins related to a variety of processes 
(highlighted GO term corresponds to the most representative term for the given sub cluster). Width of the 
edges correlates with the confidence of the interactions. (D) Boxplot of phosphorylation sites from 
nucleoporins in C4. (E) Venn diagram showing overlap of C2 and C4 versus a previously published database 
of ERK1/2 targets.   

 

Targeted phosphoproteomics reveal kinase activity rewiring after ERK2 deletion 

To better understand the differences in the phosphoproteome caused by the lack of ERK1 or ERK2, 
we used targeted phosphoproteomics to assess the phosphorylation state of phosphosites 
formerly known to be biologically relevant. We used previously developed single reaction 
monitoring (SRM) assays to measure relevant targets of the MAPK-AKT-mTOR pathway (36), and 
the  phosphorylation state of the activation loop of a variety of kinases (37). Our goal was to reveal 
if the deletion of either one of these enzymes, which locate at the heart of the MAPK-AKT-mTOR 
network, affected the phosphorylation state of other members and the overall activity of this 
pathway. Furthermore, by assessing activation state of different kinases, we could determine the 
enzymes responsible for the phosphorylation observed in clusters upregulated after deletion of 
either ERK1 or ERK2 (C9 and C1, respectively).  

In total, we quantified 39 phosphopeptides from the MAPK-AKT-mTOR pathway (Figure S3A). 
First, we found evidence suggesting that the PDK1-AKT1 axis is activated upon starvation. 
Interestingly, this only happened for the control cell line and not for the cells that lacked either 
one of the ERK isoforms (Figure S3A). Next, we also found that PRAS40, one of the regulating 
subunits of mTOR complex 1 (mTORC1), which is known to be phosphorylated on T246 by AKT1 
(38, 39), was downregulated in the ERK1-sgRNA cell line. The same was true for kinase GSK3β-S9, 
which is also supposed to be under control of AKT1 (40), and for eIF4G1-S1231 and TSC2-S1254. 
The latter two are phosphosites involved in translation initiation and regulation of mTOR 
activation, respectively (41-44). All these phosphosites are downregulated in ERK1-silenced cells 
(Figure 3A, top). On the other hand, we found phosphosites downregulated in both ERK1-sgRNA 
and ERK2-sgRNA cell lines, but that clearly show a stronger downregulation in the absence of 
ERK2 (Figure 3A, bottom). Importantly, many of these are located downstream of mTORC1. One 
case that stood out was BAD-S99, which is a phosphosite involved in anti-apoptotic response, 
which is clearly upregulated in the ERK2-sgRNA cell line (Figure 3B). A similar case was SIN1-S260, 
which showed upregulation in the ERK2-sgRNA cell line during starvation (Figure S3A). This 
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phosphosite is under control of mTORC2 and regulates the activity of this same complex (45). 
Many of these phosphosites regulate the output of the MAPK-AKT-mTOR network and control 
processes like autophagy, mRNA biogenesis and protein translation, therefore determining 
cellular fate (Figure 3C). These results reveal that silencing of either ERK1 or ERK2 has differential 
impact on the MAPK-AKT-mTOR pathway, but overall, suggest that absence of ERK2 causes 
downregulation of important effectors downstream of mTORC1.  

 

Figure 3. Targeted phosphoproteomics reveal differential effect of ERK1 or ERK2 deletion on MAPK-
AKT-mTOR pathway. (A) Dot plots showing biologically functional phosphosites downregulated in the 
absence of ERK1 (top) and downregulated mainly after ERK2 depletion (bottom). Legend continues on 
next page 
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Figure 3 legend continued. (B) Boxplot showing upregulation of BAD-S99 after depletion of ERK1 or ERK2. 
(C) Simplified network with some members of the MAPK-AKT-mTOR pathway showing differential 
regulation in the absence of ERK1 or ERK2. Heat maps below each node show the average intensity for the 
phosphosites shown in the network after GF treatment. Black arrows represent phosphorylation driven 
activation while red blunt arrows represent phosphorylation driven inhibition.  

 

Next, we assessed the activating phosphorylation of 22 kinases, which revealed different trends 
(Figure S3B). There were kinases which appear to be strongly upregulated after GF treatment 
exclusively in ERK2-silenced cells, such as MEK2, ERK5 and AKT3 (Figure 4A, top). On the other 
hand, CDK11A, CDK11B, GSK3α and PKA catalytic subunit beta (PKACB) are also upregulated in 
the ERK2-sgRNA cell line, but independently of the stimulus (Figure 4A, bottom). On the contrary, 
a kinase like CDK12 seems to be overall downregulated after ERK2 deletion (Figure 4B). Some of 
these enzymes are known to regulate activation of other kinases, moreover, enzymes like PKA and 
AKT have been suggested to phosphorylate targets that directly control cell metabolism and 
cellular fate (Figure 4C). Overall, these results suggest upregulation of alternative signaling 
pathways, especially in response to ERK2 deletion.  

 

Proteome response to the lack of ERK1 or ERK2 

Since our results so far suggest drastic changes to the overall phosphoproteome upon deletion 
of either ERK1 or ERK2, we wondered if some of these changes could also be caused by overall 
changes in the proteome. We measured the proteome of these cell lines, with high correlation 
between biological replicates (Figure 5A), while PCA analysis revealed that differences between 
samples were mainly cell line dependent (Figure 5B). The latter was confirmed by unsupervised 
clustering of significantly changing proteins (ANOVA, Benjamini-Hochberg p <0.05), which 
revealed that protein levels are not changing after 15 minutes of GF treatment (Figure S4A). This 
confirmed that changes observed in phosphorylation sites are not caused by modulation of total 
protein levels. Still, comparison of each cell line against the control revealed clear changes of the 
proteome on absence of either isoform. ERK1-sgRNA cell line showed downregulation of proteins 
related to carbohydrate metabolism (e.g. glycolytic process, ATP generation from ADP) with 
upregulation of proteins related to RNA binding and ribosome biogenesis (Figure 5C). In 
comparison, the ERK2-silenced cell line also showed downregulation of proteins involved in 
carbohydrate metabolism, but also downregulation of proteins related to ribonucleoprotein 
complex assembly and translation initiation. This cell line also displayed upregulation of proteins 
related to a variety of processes, from ribosomal subunits to mitochondrial proteins and 
components of focal adhesions (Figure 5D). A deeper GO analysis of the proteome can be found 
on Figure S4B. Overall, these results show that changes in protein phosphorylation are not a 
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byproduct of modulation of protein levels. Having said that, deletion of these enzymes clearly 
affects the proteome, with the more drastic differences observed in the ERK2-silenced cell line.  

 

 

Figure 4. Assessment of kinome activation state reveals differences between ERK1 and ERK2 silenced 
cells. (A) Dot plots showing upregulation of activating phosphorylation sites after GF treatment in ERK2-
silenced cells (top). On the bottom, boxplots show kinases which are upregulated after ERK2 depletion 
regardless of the condition (starved or GF treated). (B) CDK12-S1083 was clearly downregulated in the ERK2-
sgRNA (2.2) cell line. (C) Signaling axis likely to be activated upon ERK2 deletion. Heat maps below each 
node show the average intensity for the phosphosites shown in the network after GF treatment. Black arrows 
represent phosphorylation driven activation while red blunt arrows represent phosphorylation driven 
inhibition.  
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Figure 5. Deletion of ERK1 or ERK2 has a differential impact on overall protein expression. (A) and (B) 
PCA analysis and Pearson correlation matrix of all quantified proteins (n=2,478).  (C) Volcano plot showing 
proteins differentially expressed in ERK1-silenced cells when compared to the control (left). GO analysis of 
reduced (blue) and increased (red) proteins, showing the most representative GO terms of each group of 
proteins (right). The size of the dot reflects the number of proteins related to the GO term (see materials 
and methods for details). (D) Volcano plot showing proteins differentially expressed in ERK2-silenced cells 
when compared to the control (left). GO analysis of reduced (blue) and increased (red) proteins, showing 
the most representative GO terms of each group of proteins (right). The size of the dot reflects the number 
of proteins related to the GO term (see materials and methods for details). 

 

ERK2 depletion has a larger effect on phosphorylation dynamics 

To explore the phosphorylation dynamics of both of these enzymes, we did another 
phosphoproteomics experiment, this time harvesting cells at different time points after GF 
treatment (Figure 6A). Biological replicates showed high correlation (Figure 6B), which was also 
evident by PCA analysis, with samples from the same time points clustering together (Figure 6C). 
We focused on significantly changing phosphosites (ANOVA, Benjamini-Hochberg p <0.05), which 
revealed six clusters (Figure 6D), of which C3 had the highest percentage of ERK full motifs, 
followed by C1 (Figure 6E). Furthermore, the highest number of previously known ERK substrates 
was found on C3 (Figure S5A). Hence, we think this cluster has the likely targets of ERK1/2. While 
C1 seems to have substrates that could be phosphorylated by both enzymes, C3 shows 
phosphosites with a slower phosphorylation rate in the ERK2-depleted cells (Figure 6F). GO 
analysis showed that C1 has substrates related to chromatin binding and histone modification, 
while C3 contains structural components of the nuclear pore complex (Figure S5B). These findings 
correlate with what we previously described (Figure S2A), and support that while some nuclear 
proteins are phosphorylated by either one of the isoforms, nucleoporins in particular seem to be 
preferentially regulated by ERK2 (Figure S5B, C). Furthermore, when we subjected C3 to another 
round of clustering, we could see phosphosites with different phosphorylation rates (Figure S6A). 
We wondered if these were caused by the differences in the phosphorylation motif, since one of 
the clusters clearly displayed a higher proportion of ERK full canonical motifs (Figure S6B, C). For 
this, we explored the trend in time of phosphosites with the full and minimal ERK motif, which 
revealed no clear differences between the two (Figure S6D). Finally, we also explored the overlap 
of C3 against the database of ERK1/2 substrates, which revealed 140 potentially new targets with 
the ERK full motif, greatly expanding our knowledge of residues phosphorylated by these enzymes 
(Figure 6G).  



88   |   Chapter III

 

 

 



III

Exploring the differences between the ERK1 and ERK2 dependent phosphoproteome   |   89   

 

 

Figure 6. Time-resolved phosphoproteomics reveal differences between ERK1 and ERK2. (A) 
Workflow: cells were starved and subsequently treated with GFs (EGF, insulin and serum). Next, cells were 
lysed and proteins digested, followed by automated phosphospeptide enrichment. Phosphopeptides were 
measured on an Orbitrap Exploris 480. (B) and (C) Pearson correlation matrix and PCA analysis of all 
quantified phosphorylation sites (n=8,516). (D) Hierarchical clustering of significantly changing 
phosphosites (ANOVA, Benjamini-Hochberg correction, FDR 0.05) (n= 4,976). (E) Bar plot showing the 
proportion of ERK full motifs per cluster (number at the end of each bar shows the actual number of 
phosphosites with the motif). (F) Smoothed curve showing the trend of phosphorylation sites in C3. (G) 
Venn diagram showing overlap of cluster 3 versus a previously published database of ERK1/2 targets.  

 

Discussion 

Here we explored the differences in substrate phosphorylation between cells lacking either ERK1 
or ERK2.. Hierarchical clustering of phosphosite intensities revealed differences in the 
phosphoproteome, some of which were independent of GF treatment. The latter suggests that 
lack of either one of the isoforms might induce a rewiring of signaling networks as compensation, 
as has been shown by others (46). Our data clearly shows compensation in the ERK2-sgRNA (2.2) 
cell line, which displays increased phosphorylation of ERK1 and of potential ERK1 targets. Others 
that have depleted cells of ERK2 have also reported this phenomenon (47). The combination of 
hierarchical clustering with phosphorylation motif analysis, allowed us to differentiate between 
what we believe is compensatory phosphorylation (cell line dependent) and potential targets of 
either ERK1 or ERK2 (GF treatment dependent).  Furthermore, we also observed that phosphosites 
upregulated after ERK2 depletion displayed higher number of phosphorylation motifs from other 
kinases (e.g. CDK, PKA, PAK), suggesting these are likely to be more active in these cells. Overall, 
we observed that depletion of ERK2 induces larger changes to the phosphoproteome when 
compared to depletion of ERK1. The latter is already interesting since most phenotypical changes 
reported in the literature have also been observed in the absence of ERK2. 

Next, we showed that indeed certain phosphosites are preferentially phosphorylated by either 
ERK1 or ERK2. We found that ERK1 dependent phosphosites are mostly related to cytoskeleton 
and cell junctions, including STMN1-S38. The latter is involved in regulation of the microtubule 
cytoskeleton dynamics (48). Here, we also found STAT3-S727, which is a highly studied 
phosphosite known to regulate the activity of this transcription factor (49). In contrast, ERK2 
dependent phosphosites were related to a variety of GO terms, where constituents of the nuclear 
pore showed the highest enrichment. Interestingly, others have shown that ERK phosphorylation 
of nucleoporins regulates nucleocytoplasmic transport (27). Moreover, phosphorylation of 
nucleoporins by ERK also mediates its own nuclear translocation, which is dependent on Nup153 
(50). Our data nicely shows that nucleoporin phosphorylation is downregulated in the absence of 
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ERK2, including at least one phosphosite located in Nup153 (S614). This is particularly relevant 
since others have demonstrated that ERK2 shuttles between the nucleus and the cytoplasm at a 
higher rate than ERK1 (51). So far, this behavior has been attributed to differences in the sequence 
of the N-terminus of these enzymes, although our data suggests nucleoporin phosphorylation 
might also be playing a role in this process.  

By assessing the phosphorylation state of the MAPK-AKT-mTOR we found that ERK1 and ERK2 
might exert differential regulation over this network. First, we confirmed that in the absence of 
ERK2, ERK1-T202 & Y204 are upregulated, and so is MEK2-S222. The latter suggest a 
compensation mechanism by which cells aim to upregulate overall ERK activity in the absence of 
ERK2. Interestingly, the opposite is not true; when ERK1 is depleted, levels of ERK2-T185 & Y187 
are the same as in the control. Next, we found that certain targets were specifically downregulated 
in the ERK1-silenced cells, specifically EIGF1-S1231, which is involved in translation initiation and  
was previously reported as an ERK1/2 substrate (41). Similarly, TSC2-S1254 was downregulated in 
absence of ERK1 and upregulated in the ERK2-sgRNA cell line. TSC2 is known to be 
phosphorylated in order to remove its inhibitory effects on mTORC1 (42-44). This, added to the 
fact that another inhibitor of mTOR, namely PRAS40 (38, 39), is downregulated in T246 after ERK1 
depletion, would suggest that ERK1 plays an important role in mTORC1 activation. However, 
regulation of this complex is likely to be more nuanced, since we also detected that RPTOR-S696, 
a previously reported substrate of ERK1/2 (52), which is phosphorylated to induce mTORC1 
activation (53), displayed the lowest levels after ERK2 depletion. In addition, a similar trend was 
observed for KS6A1-T359 & S363 and SKAR-385. All these are phosphosites directly linked to the 
activation of these kinases (54-56), which are downstream of mTORC1. The same was true for 
RICTR-T1135, which regulates the activity of mTORC2 and is also downstream of mTORC1 (57). 
Overall, these results show that despite differences in the phosphorylation state of direct 
regulators of mTORC1, absence of ERK2 seems to have stronger effect on the overall activity of 
this mTOR complex.  

By exploring global kinome activation, we found that AKT3-T305 was upregulated in the ERK2-
sgRNA cell line, which might explain why known targets of AKT1 were also upregulated. 
Interestingly, the upregulation of SIN-S260 after ERK2 depletion could be related to upregulation 
of mTORC2 activity, which controls the AKT pathway (58). If these findings translate into overall 
increased AKT activation as compensation for the lack of ERK2, it would also explain why this cell 
line also showed upregulation of PRAS40-T246. Interestingly, upregulation of PRAS40-T246 does 
not seem to translate into higher mTORC1 activity, as we previously discussed. We also see 
upregulation of ERK5-S731 & S733, which is a less known MAP kinase also involved in proliferation 
and cell survival (59). Both of these phosphosites have been reported as ERK5 auto 
phosphorylation targets (60), although S733 has also been shown to be phosphorylated by ERK1/2 
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(61). This could indicate that upon lack of ERK2, upregulation of MEK-S222 and ERK1-T202 & Y204 
could also induce upregulation of ERK5. Furthermore, other kinases like PKCD, CDK7 and both 
CDK11A and CDK11B, all show upregulation in the absence of ERK2. We think these three kinases 
might be activated in tandem, since PKC isoforms have been shown to regulate CDK7 (62), which 
is a CDK activating kinase known to regulate CDK11 activation (63). The latter is involved in 
transcription and mRNA splicing, and is upregulated in a variety of cancers, where it seems to 
drive cell growth and proliferation (64). We found that depletion of ERK2 induces upregulation of 
this signaling axis, revealing another way in which cells respond to the lack of this kinase. On the 
contrary, CDK12 is downregulated in the ERK2 depleted cells. This kinase has tumor suppressing 
activity in ovarian, breast and prostate cancer, where it controls expression of genes related to 
DNA damage response (65-67). Its downregulation could be a response to induce cell proliferation 
in ERK2-depleted cells. Finally, we also observed upregulation of widely expressed, constitutive 
kinases, like PKACB and GSK3A. We think these kinases are also partially responsible for the 
survival of the ERK2-silenced cells. For example, BAD-S99, which has been reported as target of 
PKA or AKT (68), is upregulated in the absence of ERK2. This phosphosite is known to determine 
the pore-forming activity of BAD; phosphorylation inhibits its pro-apoptotic activity (68). 
Altogether, we think deletion of ERK2 causes drastic rewiring of kinase activity seemingly 
responsible to enhance cell survival and proliferation, which is not observed in the ERK1-sgRNA 
cell line. 

By assessing the full proteome of both ERK1-sgRNA (1.2) and ERK1-sgRNA (2.2) cell lines, we 
found that deletion of either one of the enzymes induced differences in protein expression. Still, 
it was evident that the more drastic changes were observed in ERK2-silenced cells. Regardless of 
having proteome dependent changes, we concluded from our time course phosphoproteomic 
experiment that absence of ERK2 also has a differential impact on phosphorylation dynamics when 
compared to the control and ERK1-depleted cells. Our data showed that ERK2 is a more efficient 
kinase when compared to ERK1, which might explain why most phenotypes are observed in 
absence of ERK2. It could also explain why in certain scenarios, overexpression of ERK1 manages 
to rescue the lack of ERK2. Importantly, most drastic phenotypes have been observed after ERK2 
depletion during embryonic development. The latter consists of a sequential set of accurately 
timed events that take place for proper organism development. We wonder if the lack of a ‘fast’ 
kinase able to efficiently phosphorylate substrates might be partly the cause for the severe 
phenotypes. Even though we showed that phosphosites with a faster phosphorylation rate have 
a higher proportion of ERK full motifs, when we compared the phosphorylation rate of 
phosphosites with the ERK full motif against those with the ERK minimal motif side by side, we 
could not find any real differences in the timing of these phosphorylation events. The latter would 
suggest other substrate features different from the motif determine the phosphosite 
phosphorylation rate.  
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In conclusion, our work adds to the evidence suggesting that ERK1 and ERK2 exert differential 
control over the phosphoproteome, and ultimately the proteome, with ERK2 seemingly having a 
more relevant role in cellular metabolism and proliferation (69).  Moreover, we also provide 
evidence of the high plasticity of phosphorylation driven signaling networks, since despite the 
absence of either one of the core kinases of the MAPK pathway, cells managed to adapt and 
continued to proliferate. We think further efforts are needed to understand the mechanistic role 
of each of these enzymes on cellular signaling and their respective impact on cellular homeostasis.   

 

Methods 

CRISPR-Cas9 gene disruption and cell line screening 

Lentiviral vector production 

To produce the lentiviral vectors, HEK293T cells were transfected with pLentiCRISPR-v2 (Addgene, 
52961) plasmids containing sgRNA sequences against ERK1 or ERK2 or a non-targeting sgRNA as 
negative control (see Table 1) together with packaging plasmids psPAX2 (Addgene, 12260) and 
pMD2G VSV-G (Addgene, 12259). Media containing lentiviral vectors were harvested 2 and 3 days 
post-transfection, pooled and clarified by centrifugation. pLentiCRISP-v2 plasmids were a kind gift 
of Professor Dr. Daniel Peeper from Netherlands Cancer Institute (NKI). 

 

Table 1. sgRNA sequences used in this study. 

Number Name sgRNA sequence Cell line 

PvB883 pLentiCRISPR-v2 MAPK1-
sgRNA#1 

CAACCTCTCGTACATCGGCG ERK2-sgRNA (2.1) 

PvB884 pLentiCRISPR-v2 MAPK1-
sgRNA#2 

CGCGGGCAGGTGTTCGACGT ERK2-sgRNA (2.2) 

PvB886 pLentiCRISPR-v2 MAPK3-
sgRNA#3 

GCGTAGCCACATACTCCGTC ERK1-sgRNA (1.2) 

ERK1-sgRNA (1.2) 

PvB887 pLentiCRISPR-v2 Ctrl-sgRNA - Control (WT) 
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Cell line production 

MCF10A cells were infected with viral vectors in the presence of 8 µg/mL polybrene (Sigma-
Aldrich, H9268). Two days after infections, cells were selected by media containing 2.5 ug/mL 
Puromycin Dihydrochloride (Thermo Fisher Scientific/Gibco, A1113803, 10 mg/mL). After selection 
was complete, isogenic cell lines were obtained by single-cell plating in a 48-well cluster dish. For 
each construct around 20 MCF10A clones were selected and expanded for gDNA isolated 
(Isolation II Genomic DNA kit, Bioline, BIO-52067). To determine gene disruption by InDel 
formation, genomic PCR reactions were performed using primers as indicated in Table 2. Resulting 
PCR products were subcloned into pJET1.2/blunt cloning vector (Thermo Scientific CloneJET PCR 
Cloning Kit, #K1231) and transformed into competent E.coli cells (Bioline, compentent cells, Silver 
Efficiency, BIO-85026). For each MCF10A clone, several E.coli clones were expanded, plasmid DNA 
isolated and verified by Sanger sequencing (Macrogen). For both ERK1 and ERK2  we selected 
clones that showed disruption of the gene by InDels (Figure S1A).  

 

Table 2. Primer sequences used in this study. 

Number Sequence Name 

2218 GCAAAGGGAACAGTGGAGGC Fw2_ MAPK3/ERK1-sgRNA#3 

2220 AGGGTAGAATTCCTGTGTCATGGG Rv2_ MAPK3/ERK1-sgRNA#3 

2390 TCTCACTTCAGCCCATGAGTTCTG Fw1_MAPK1/ERK2_sgRNA#1/#2 

2394 CAACAACACCTAAACCTCAACCGG Rv1_MAPK1/ERK2_sgRNA#1/#2 

2135 CGACTCACTATAGGGAGAGCGGC pJET1.2 forward sequencing primer 

2136 AAGAACATCGATTTTCCATGGCAG pJET1.2 reverse sequencing primer 

 

Cell culture 

MCF10A epithelial non-transformed cells were grown in DMEM-F12 supplemented medium (0.5 
mg/mL hydrocortisone, 10 ug/mL insulin, 20 ng/mL EGF, 100 ng/mL cholera toxin, 5% horse serum 
and Pen-Strep 1%). For starvation, cells were kept in non-supplemented medium for 24 hours 
before harvesting. After starvation, cells were treated with fully supplemented DMEM F-12. For 
the time course experiment, cells were starved of growth factors, which were then reintroduced 
after 24 hours (10 ug/mL insulin, 20 ng/mL EGF and 5% horse serum). All experiments were done 
in 15 cm diameter dishes seeded with 8e106 cells 24 hours before inducing starvation. Cells were 
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scrapped from plates and washed once with ice-cold PBS. Next, dry cell pellets were snap frozen 
in liquid nitrogen and stored at -80°C until further processing.  

Sample preparation for mass spectrometry measurements 

Cells were lysed with sodium deoxycholate (SDC) 1%. Lysis buffer was also supplemented with 10 
mM tris(2-carboxyethyl)- phosphine hydrochloride (TCEP), 40 mM chloroacetamide, 100 mM TRIS 
pH 8.0, protease inhibitor (cOmplete mini ethylenediaminetetraacetic acid (EDTA)-free; Roche, 
Basel, Switzerland) and a phosphatase inhibitor (PhosSTOP, Roche). Next, samples were sonicated 
using a Bioruptor Plus (Diagenode, Liege, Belgium) for 15 cycles of 30 seconds. The protein 
amount in each sample was quantified by a Bradford protein assay. Proteins were digested 
overnight at 37 °C with Lys-C (FUJIFILM Wako pure chemical corporation, Osaka, Japan) and 
trypsin (Sigma-Aldrich, Zwijndrecht, The Netherlands), with enzyme to protein ratios of 1:75 and 
1:50, respectively. SDC was precipitated by the addition of 2% formic acid (FA), and peptides were 
vacuum dried and stored at -80°C. 

Peptides were reconstituted in 2% FA and loaded into C18 stage-tips (Agilent Technologies) for 
peptide cleanup  using the automated AssayMAP Bravo Platform (Agilent Technologies). Stage-
tips were first washed with 80% acetonitrile (ACN) and 0.1% FA. Next, they were equilibrated with 
0.1% FA before peptide loading at a 10 uL/min speed. Peptides were eluted with 80% ACN, 0.1% 
FA. Before phosphopeptide enrichment, samples used for targeted phosphoproteomics 
measurements were spiked with heavy labeled standards of phosphopeptides of interest. Peptides 
were subjected to phosphopeptide enrichment using Fe(III)-NTA 5µL cartridges (Agilent 
Technologies) in the AssayMAP Bravo Platform, as described by Post et al (70). Both flow through 
(peptides) and eluates (phosphopeptides) were dried down and stored at -80°C until further use. 

LC-MS/MS analysis 

For the screening phosphoproteomics experiment, samples were analyzed using an Ultimate 3000 
uHPLC system coupled to an Orbitrap HF-X (Thermo Fisher Scientific, Waltham, Massachusetts). 
Peptides were separated using a nanoflow rate of 300 nL/min on an analytical column (ID of 75 
µm and 50 cm length; packed in-house with 2.7 µm Poroshell EC-C18 particles [Agilent]). We used 
a two-system buffer consisting of solvent A (0.1% FA in water) and B (0.1% FA in 80% ACN). We 
used a 98 minutes gradient, from 9% to 32% of solvent B. This was followed by a ∼5 minutes wash 
with 99% solvent B and a 10 minutes column equilibration with 8% solvent B. 

The mass spectrometer was operated in data dependent acquisition (DDA) mode. Full scan MS 
was acquired from 375-1600m/z with a 60,000 resolution at 200m/z. Automotatic gain control 
(AGC) target was set to 3e6 ions with a maximum injection time of 20ms. Up to 15 of the most 
intense precursor ions were isolated (1.4m/z window) for fragmentation using high energy 
collision induced dissociation (HCD) with a normalised collision energy of 27. For MS2 scans an 
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accumulation target value of 1e5 ions and a maximum injection time of 50ms were selected. Scans 
were acquired from 200-2000m/z with a 30,000 resolution at 200m/z. Dynamic exclusion was set 
at 12 seconds. 

The proteome samples were analyzed using an Ultimate 3000 uHPLC system coupled to an 
Orbitrap Exploris 480 (Thermo Fisher Scientific, Waltham, Massachusetts). For these samples we 
used a 157 minute gradient, from 9% to 44% of solvent B. This was followed by a ∼5 minutes wash 
with 99% solvent B and a 10 minutes column equilibration with 9% solvent B. The mass 
spectrometer was operated DDA mode, with a full scan from 375 to 1600 m/z at 60,000 resolution 
(at 200 m/z). RF lens (%) was set to 40 and the AGC target was set to ‘standard’ with the maximum 
injection time mode set to ‘auto’. The latter two are supposed to maximize sensitivity while 
maintaining a maximum scan rate. A minimum intensity threshold of 50,000 was used to trigger 
a data dependent scan. Precursors were selected for fragmentation with an isolation window of 
1.4 m/z. AGC target and injection window were also set as ‘standard’ and ‘auto’. Precursors were 
fragmented with an HCD collision energy of 28%. MS2 scans started at 120 m/z with a 30,000 
resolution at 200 m/z. Precursors were added to the dynamic exclusion list for 24 seconds after 
being fragmented once.  

Samples from the time course phosphoproteomics experiment were measured using the same 
setup for the proteome measurements described before, with a few exceptions; we used a 98 
minutes gradient from 9% to 36% solvent B. Next we did a ∼5 minutes wash with 99% solvent B 
followed by a 10 minute column equilibration with 9% solvent B. The mass spectrometer was also 
operated in DDA mode with the same parameters for the full MS, fragmentation and MS2 scans 
as described before, with the only exception that precursors were kept in the dynamic exclusion 
list for a shorter time (16 seconds).  

Single reaction monitoring (SRM) measurements were done on an Ultimate 3000 uHPLC system 
coupled to a TSQ Altis Triple Quadrupole (Thermo Fisher Scientific, Waltham, Massachusetts). 
Peptides were reconstituted in 20mM citric acid, loaded on a trap-column (C18 PepMap100, 5 
µm) and separated on a PepMap RSLC C18 column (2µm, 75µm x 25cm) using a 100 min gradient 
(2.2% to 34% solvent B) at a flow rate of 300 nl/min. Retention time windows were set to 5 minutes, 
with Q1 and Q3 resolution set to 0.7 m/z and a cycle time of 5 seconds. 

Data processing 

Raw files were searched against the human SwissProt database (accessed in March 2021) with 
Maxquant (71) (v1.6.17.0, v1.6.8.0, v2.0.3.0).  For the proteome database search, the default 
settings were used, with the following exceptions: methionine oxidation and protein N-term 
acetylation were set as variable modifications. Cysteine carbamidomethylation was set as a fixed 
modification. ‘Match between’ runs was enabled with the default parameters, and fractions were 
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set so that matching was only done between samples from the same cell line. For the 
phosphoproteome database search similar conditions were used, including variable 
phosphorylation of serine, threonine and tyrosine. For the time course experiment, the same 
parameters were used, with the exception that this time fractions were set so that matching was 
only done between bioreplicates of the same time point and the same cell line. 

Results were further analysed using the Perseus platform (72). Here, decoy sequences, potential 
contaminants and proteins only identified by peptides that carry one or more modifications were 
removed. Intensities were log2 transformed and normalized by subtracting the median intensity 
of each sample. For the time course experiment no median normalization was done since this 
proved to be unnecessary (data already displayed normal distribution). Samples were grouped by 
condition (starved or GF treated) and cell line (sgRNA-ERK1, sgRNA-ERK2, sgRNA-Ctrl). Data was 
subsequently filtered using this grouping, so that only proteins or phosphosites detected in at 
least all three bio replicates of one of the groups were kept for quantification. For the time course 
experiment we used a more stringent strategy for data filtering, in which only phosphosites 
detected in at least 70% of all samples of one cell line were kept for further analysis. In all 
experiments missing values were replaced from a random normal distribution using a downshift 
of 1.8 times the standard deviation of the dataset, and a width of 0.3 times the standard deviation. 
The latter effectively replaced missing values at the lower end of the intensity distribution. Next, 
ANOVA (Benjamini-Hochberg FDR, <0.05) test was used to determine which phosphosites (or 
proteins) changed between samples. 

Data was imported to the R environment for hierarchical clustering using k-means in the 
ComplexHeatmap package (73) and for visualization using ggplot2 package  
(https://ggplot2.tidyverse.org/). Gene ontology (GO) analysis was done using Panther website 
(74). Results from either GO complete or GO slim annotation sets were manually filtered to show 
only the top hits on the list (for full list of enriched GO terms check supplementary material). 

Sequence windows centered on the detected phosphosites were used for motif analysis. This was 
done with an in house script using regular expressions applying the following rules:  

-Polo like kinase: [D/N/E/Y]-X-[S/T]-[Hydrophobic / ^P] 

-Aurora kinase A/B: [K/R]-X-[S/T]*[^P] 

-Casein kinase 1: [D/E]-[D/E]-[D/E]-X-X-[S/T]* or [S/T]-X-X-[S/T]* 

-Casein kinase 2:[S/T]-[S/T]*-X-[E/D/S] 

-DNA dependent kinase (DDK): [S/T]*-[E/D]-X-[E/D] or [S/T]*-[S/T]-P 

-Cyclin dependent kinase full consensus motif: [S/T]*-P-X-[K/R] 
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-Cyclin dependent kinase and ERK minimal consensus motif: [S/T]*-P 

-ERK: P-X-[S/T]*-P 

-Glycogen synthase kinase 3 (alpha/beta): S-P-X-X-[S/T]*-P or [S/T]*-P-X-X-S-P 

-Shared motif for AKT (isoforms 1-3), p70RSK and p90S6K: R-X-R-X-X-[S/T]* 

-Shared motif for Protein kinase A, Protein kinase C and PAK (isoforms 1-4): [R/K]-[R/K]-X-[S/T]*-
[Hydrophobic] 

Rules were defined using the substrate logo described for each enzyme of interest in 
PhosphoSitePlus (35). Sequence logos of the phosphorylation sites were obtained for each cluster 
using all detected phosphorylation sites for each experiment as a background (75).  

Lists of proteins from certain clusters were uploaded to Cytoscape to obtain interaction 
information from STRING database. We used a medium confidence cut off and removed 
singletons from the final figures. GO analysis for sub clusters inside each network was done with 
BiNGO. 

Raw files from SRM measurements were loaded into Skyline (76). Signal quality for each target of 
interest was assessed visually for all samples. Quality control of endogenous signals was done by 
confirming the perfect co-elution of both peptide forms (heavy and light), assessing their 
retention time and peak shape. Light to heavy (L/H) ratios were loaded into R for data visualization 
using ComplexHeatmap package and ggplot 2 package.
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Supplementary material 

 

Supplementary table 1. Potential new targets of ERK1. 

Potential new ERK1 substrates 
Uniprot ID Gene name Phosphosite 
Q96AP0 ACD S339 
Q96JM3 CHAMP1 S427 
Q96TA1 FAM129B S665 
Q9P206 KIAA1522 S612 
Q9P206 KIAA1522 S929 
Q9Y618 NCOR2 S2054 
Q7Z5J4 RAI1 T1068 
Q96C92 SDCCAG3 S243 
Q13425 SNTB2 S95 
O75044 SRGAP2 S994 
P16949 STMN1 S38 
P82094 TMF1 S72 
Q15642 TRIP10 S335 
Q15642 TRIP10 S351 
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Supplementary table 2. Potential new targets of ERK2. 

Potential new ERK2 substrates 
Uniprot ID Gene name Phosphosite 

O43306 ADCY6 S54 
Q9Y679 AUP1 S288 
Q16204 CCDC6 S367 
Q96JM3 CHAMP1 S319 
Q96JM3 CHAMP1 S427 
P78310 CXADR S332 
Q9NPF5 DMAP1 T445 
Q86VR2 FAM134C T10 
Q5T0W9 FAM83B T583 
Q5T5P2 KIAA1217 S1794 
Q5T5P2 KIAA1217 S313 
Q5T5P2 KIAA1217 S326 
Q9P206 KIAA1522 S979 
Q9BY89 KIAA1671 S1757 
Q9BY89 KIAA1671 S1760 
Q6PKG0 LARP1 S774 
Q5VZK9 LRRC16A S1094 
Q7Z434 MAVS S152 
Q14980 NUMA1 S1757 
Q96JY6 PDLIM2 S137 
A1L390 PLEKHG3 S76 
Q96T60 PNKP T122 
Q6NYC8 PPP1R18 S432 
Q9GZR2 REXO4 S15 
P62070 RRAS2 S186 
Q92766 RREB1 S161 
O95197 RTN3 S246 
Q9UQR0 SCML2 S511 
Q14160 SCRIB S1306 
Q14160 SCRIB S1309 
P04920 SLC4A2 S173 
O60264 SMARCA5 S116 
Q13425 SNTB2 S95 

Q8WXH0 SYNE2 S6389 
O95359 TACC2 S2317 
Q9C0C2 TNKS1BP1 T131 
Q68CZ2 TNS3 S866 
Q04323 UBXN1 S200 
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Figure S1. ERK1 or ERK2 knock-out cell line generation. (A) Results of the genetic screening used to 
determine presence of mutations in ERK1 and ERK2 genes. (B) and (C) PCA analysis of all quantified 
phosphorylation sites among all samples and among GF treated samples only (n=5, 705). (D) Hierarchical 
clustering of significantly changing phosphosites (ANOVA, Benjamini-Hochberg correction, FDR 0.05) in GF 
treated samples (n=1,170). Red frames show similitudes between samples with no clear genetic evidence 
of a complete ERK1 or ERK2 deletion (ERK1-sgRNA [1.2] and ERK2-sgRNA [2.1], respectively) and the control. 
Red crosses depict cell lines that were discarded and not considered in any further data analysis. (E) 
Extracted ion chromatograms showing the upregulation of ERK1 and ERK2 phosphorylation sites after GF 
treatment. Top panels show the signal of endogenous phosphopeptides while bottom panels show the 
signal of heavy labeled standards. (F) Dot plots showing the levels of ERK1 and ERK2 phosphorylation sites 
among the different cell lines. ERK1-sgRNA (1.2) and ERK2-sgRNA (2.2) showed the lowest levels of 
activating phosphorylation sites of ERK1 and ERK2, respectively. SRM confirmation of effective kinase 
deletion was used as another criterion to pick these cell lines for further data analysis. 
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Figure S2. Differences between ERK1 and ERK2 depleted cells and their substrates. (A) GO analysis of 
clusters that contained a high proportion of ERK full motifs. The size of the dot reflects the number of 
proteins related to the GO term (see materials and methods for details). (B) Growth curves for control (WT), 
ERK1-sgRNA (1.2) and ERK2-sgRNA (2.2) cell lines during 12 hours after starvation or treatment with GFs. 
(C) Overlap of proteins from each of the clusters shown on Figure 1D versus a database of previously known 
ERK1/2 substrates. 

 

 

 

Figure S3.  Targeted phosphoproteomics reveal differences between ERK1 and ERK2 impact on 
cellular signaling. (A) Heat map showing the behavior of the 39 phosphopeptides of the MAPK-AKT-mTOR 
network quantified among samples. (B) Heat map showing the behavior of the 25 phosphopeptides with 
regulatory phosphorylation sites of 22 different kinases.  
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Figure S4. Changes in the proteome after depletion of either ERK1 or ERK2. (A) Hierarchical clustering 
of significantly changing proteins (ANOVA, Benjamini-Hochberg correction, FDR 0.05). (B) GO analysis of 
the clusters shown in (A).
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Figure S5. Comparison between dynamic phosphorylation sites. (A) GO analysis of Clusters 1 and 3 of 
the time course experiment shown on Figure 6. (B) Venn diagrams showing the overlap of each cluster from 
Figure 6D against a database of ERK1/2 substrates. (C) Smoothed curve showing the trend of 
phosphorylation sites located in nucleoporins. 
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Figure S6. Motif analysis of phosphosites with a slower phosphorylation rate upon ERK2 depletion. 
(A) Hierarchical clustering of phosphosites located in C3 (Figure 6D). (B) and (C) Phosphorylation logo and 
pie charts showing increased overrepresentation of ERK1/2 full motifs in cluster B when compared to the 
other clusters. Legend continues on next page. 
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Figure S6 legend continued. Logos on (D) are shown separately for all phosphorylation sites, proline 
directed phosphosites and non-proline directed phosphosites. (D) Smoothed curves for all phosphosites 
with the minimal ERK motif or full ERK motif. Trends are shown for separately for each cell line and each 
cluster from (A).  
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Abstract 

Cell cycle transitions arise from collective changes in protein phosphorylation states triggered by 
cyclin-dependent kinases (CDKs), but conceptual and mechanistic explanations for the abrupt 
cellular reorganisation that occurs upon mitotic entry are lacking. Specific interactions between 
distinct CDK-cyclin complexes and sequence motifs encoded in substrates might result in highly 
ordered phosphorylation, while bistability in the mitotic CDK1 control network can trigger switch-
like phosphorylation. Yet the dynamics of mitotic phosphorylation has not been demonstrated in 
vivo, and the roles of most cell cycle-regulated phosphorylations are unclear. Here, we show 
evidence that switch-like phosphorylation of intrinsically disordered proteins (IDPs) by CDKs 
contributes to mitotic cellular reorganisation by controlling protein-protein interactions and 
phase separation. We studied protein phosphorylation in single Xenopus embryos throughout 
synchronous cell cycles, performed parallel assignment of cell cycle phases using egg extracts, 
and analysed dynamics of mitotic phosphorylation using quantitative targeted 
phosphoproteomics. This provided a high-resolution map of dynamic phosphosites from the egg 
to the 16-cell embryo and showed that mitotic phosphorylation occurs on entire protein 
complexes involved in diverse subcellular processes and is switch-like in vivo. Most cell cycle-
regulated phosphosites occurred in CDK consensus motifs and located to intrinsically disordered 
regions. We found that substrates of CDKs and other cell cycle kinases are significantly more 
disordered than phosphoproteins in general, a principle conserved from yeast to humans, while 
around half are components of membraneless organelles, whose assembly is thought to involve 
phase separation. Analytical modelling predicts modulation of homotypic IDP interactions by 
CDK-mediated phosphorylation, which was confirmed by biophysical and biochemical analysis of 
a model IDP, Ki-67. These results highlight the dynamic control of intrinsic disorder as a conserved 
hallmark of the cell cycle and suggest a mechanism for CDK-mediated mitotic cellular 
reorganisation.
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Introduction 

Eukaryotic cell cycle progression depends on the CDK1-subfamily of CDKs and is presumed to 
arise from the collective behaviour of altered protein phosphorylation states. With the notable 
exception of CDK1, most CDK and cyclin genes are dispensable for cell proliferation in the majority 
of cell types in the mouse (1-3), while in fission yeast, oscillating activity of CDK1 alone can drive 
the entire cell cycle (3, 4). This suggests that a rather limited core network of CDKs can drive the 
eukaryotic cell cycle, and that changes in overall CDK activity somehow determine the sequence 
of the complex processes required to duplicate the genome and distribute cellular components 
during cell division. This “quantitative model”(4), implies that there exist low and high overall CDK 
activity thresholds for entry into S-phase and mitosis, respectively, determined by the CDK-
regulatory network. This network involves positive and double-negative feedback loops, as well 
as futile cycles of CDK and CDK-opposing phosphatase activity (5). Mathematical modelling shows 
that such features of network organisation can generate ultrasensitivity and hysteresis in CDK1 
activation (6), while the resulting bistability of CDK1 activity leads to a switch-like G2/M transition 
(7). These theoretical concepts are supported by experimental evidence in Xenopus egg extracts 
and mammalian cells (6, 8-12).  

The presumed switch-like dynamics of the CDK1 regulatory network is consistent with the abrupt 
morphological reorganisation of the cell at mitosis. In metazoans, the nuclear envelope and lamina 
breaks down and many cellular structures are rapidly disassembled. These include nuclear pore 
complexes, nucleoli, pericentriolar material, splicing speckles, Cajal bodies, promyelocytic 
leukaemia (PML)-nuclear bodies and stress granules (13-16), which have been collectively referred 
to as membraneless organelles (MLO). Thus, MLO assembly and disassembly occurs in a cell cycle-
dependent manner. MLOs are thought to assemble by mechanisms involving multivalent 
interactions between intrinsically-disordered regions (IDR) of proteins(13), and this process can 
be regulated by protein kinases, including CDKs (17-20). Protein phosphorylation in general is 
enriched in IDRs (21) and this also appears to be true for CDKs (22-24). As such, an attractive 
model is that CDK-mediated IDR phosphorylation might trigger rapid dissolution of many MLOs 
at mitosis. This would be consistent with the fact that CDK1-family CDKs can phosphorylate 
hundreds of sites on diverse proteins (25-28), and regulate DNA replication, mitosis, transcription, 
chromatin remodeling, DNA repair, the cytoskeleton, nuclear transport, protein translation, 
formation of a mitotic spindle and even ciliogenesis (29-31).  

Direct evidence for switch-like dynamics of cell cycle-regulated phosphorylation in vivo is 
currently lacking. Single-cell proteomics studies (32, 33) have insufficient sensitivity and 
reproducibility for low stoichiometry and highly dynamic targets such as phosphosites. Therefore, 
studies analysing cell cycle phosphorylation have generally used cells blocked at different stages 
of the cell cycle to generate “snapshots” of the phosphorylation landscape (34). However, highly 
dynamic phosphorylation states cannot readily be determined from populations of cells (35). 
Moreover, whole-culture synchronisation methods generate artefacts due to cell cycle 
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perturbation (36, 37). This might explain why, in an in vivo phosphoproteomics study in fission 
yeast synchronised by chemical block and release of CDK1, overall cell cycle phosphorylation 
dynamics appeared progressive rather than switch-like (38). Alternative phosphoproteomics 
approaches on unsynchronised cells selected with centrifugal elutriation (39) or FACS (40), lack 
the temporal resolution to determine the dynamics of protein phosphorylation throughout the 
cell cycle. 

Here, we overcame these obstacles by using an extremely sensitive phosphopeptide enrichment 
strategy (41) to perform quantitative phosphoproteomics on the highly synchronous early cell 
cycles of Xenopus laevis embryos, which consist solely of S and M-phase (42, 43). By performing 
parallel phosphoproteomics using synchronously replicating or mitotic egg extracts we could 
attribute cell cycle behaviour of individual sites. This allowed us to investigate the general features 
of cell cycle-regulated phosphorylation compared to the entire phosphoproteome, revealing the 
importance of intrinsic disorder. We next compiled high-confidence CDK substrates in human and 
yeast, and analysed disorder on a proteome-wide scale in all three species. Our data provide 
evidence for switch-like mitotic phosphorylation of multiple subunits of protein complexes 
involved in diverse biological processes, and suggest that CDKs control these by phosphorylating 
IDRs. The latter are key drivers of protein phase separation (PS), which is thought to drive the 
formation of MLOs. Biophysical and biochemical analysis of a model IDP, namely Ki-67, showed 
that CDK-mediated phosphorylation regulates homotypic interactions and PS. Altogether, our 
results suggest that CDKs can drive rapid reorganisation of the cellular architecture by 
phosphorylation of IDRs and modulation of protein PS. 

 
Results & Discussion 

A high-resolution map of in vivo cell cycle phosphorylation 

We took advantage of the naturally synchronous early cell cycles of Xenopus laevis embryos to 
perform quantitative phosphoproteomics in vivo, using a sensitive automated phosphopeptide 
enrichment protocol (41). We collected single embryos at 15-minute intervals while recording 
visual cues of cell divisions. Phosphopeptides from each embryo were purified, separated by nano-
LC and analysed by mass spectrometry (Figure 1A). We identified 4583 high-confidence 
phosphosites mapping to 1843 proteins (Figure S1A), most being phosphoserines (Figure S1B). 
Individual embryo phosphorylation states strongly correlated (Figure S1C). We thus generated a 
dynamic map of protein phosphorylation from an unfertilised egg to a 16-cell embryo.  

We focused on 1032 sites whose variation in phosphorylation over time was statistically significant 
(hereafter denoted “dynamic phosphosites”) which occurred on 646 proteins. Gene ontology (GO) 
and network analysis revealed high functional association and interconnectivity between groups 
of proteins involved in RNA binding and the nuclear pore complex (NPC), DNA replication and 
chromatin remodeling, and microtubule regulation (Figure 1B). Hierarchical clustering uncovered 
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Figure 1. The time-resolved phosphoproteome from a single-cell to a 16-cell embryo and its cell cycle 
assignment. (A) Schematic representation of the workflow. Single Xenopus eggs and embryos were 
collected followed by cell lysis, protein digestion, phosphopeptide enrichment and high-resolution 
proteomics analysis. (B) STRING network of functionally associated proteins undergoing dynamic 
phosphorylation (each node represents a protein). Vicinity clustering reveals three main groups (yellow, 
blue and orange) with a high degree of association. Radar plots show the corresponding GO terms (adjusted 
p value <0.05) for each group (axes show -Log10(adj p value) for each GO term). Legend continues on next 
page. 
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Figure 1 legend continued. (C) Hierarchical clustering of significantly changing phosphosites (ANOVA, 
Benjamini-Hochberg correction, FDR 0.05), reveals 4 clusters with distinct regulation (A-D). Dashed boxes 
in clusters A and D are zoomed-in to highlight dynamic phosphorylation patterns (dashed lines depict the 
time points of cell division). (D) Scheme of the experiment in the Xenopus egg extract. (E) Top: quantification 
of DNA replication in each biological replicate. Below: Hierarchical clustering of dynamic phosphosites 
(ANOVA, Benjamini-Hochberg correction, FDR 0.05) reveals differential regulation of phosphosites during 
S-phase and mitosis. (F) Overlap between in vivo (embryo) and in vitro (egg extract) phosphoproteomics. 
(G) Proportion of phosphosites according to their potential upstream kinase for each cluster in the in vivo 
(top) and in vitro (bottom) experiments. (H) Circle plots presenting enrichment of homologues of human 
CDK substrates among Xenopus phosphoproteins detected in vivo and those with dynamic phosphosites. 

 

four distinct groups that reflect cell cycle-regulated behaviour (Figure 1C). The levels of clusters A 
and B phosphosites were highest in eggs and post-fertilisation, and decreased during the first 
round of DNA replication, suggesting that dephosphorylation of these sites may prepare the 
zygote for upcoming cell divisions (44). GO analysis for group A highlighted proteins involved in 
RNA regulation and nuclear organisation, including the NPC and nuclear transport, chromosomal 
structure and segregation (Figure S1D), as also observed in a recent study on meiosis exit (45). 
Cluster B phosphosites were enriched in regulators of RNA biosynthesis and stability, translation, 
actin, DNA replication and repair (Figure S1D). Cluster C phosphosites progressively increased 
after meiotic exit, while cluster D phosphosites had a clear oscillating signature with upregulation 
preceding each cell division. GO analysis of cluster C shows dominance of interphase cell cycle 
processes including DNA replication, RNA-related processes and chromosome organisation 
(Figure S1D), and included phosphosites displaying a reciprocal oscillating trend and a lower 
amplitude compared to cluster D sites. Several such sites, e.g. S31 of the replication licensing 
protein MCM4, were from monophosphorylated peptides, while the multiphosphorylated forms 
were found in cluster D (Figure S1E). Thus, cluster C contains the earliest phosphorylations of 
proteins that are highly phosphorylated at mitosis. Cluster D shows coordinated phosphorylation 
of multiple members of protein complexes involved in diverse processes, suggesting a common 
mechanism of regulation (Figure S1F). Importantly, phosphoproteome changes were not simply a 
reflection of changes in abundance of the corresponding proteins (Figure S2), which are generally 
negligible during Xenopus early development (46). 

We assigned in vivo embryo phosphosites to different cell cycle stages by comparing with 
phosphorylation patterns of replicating or mitotic egg extracts (Figure 1D). Replication was 
initiated by adding purified sperm chromatin to interphase egg extracts and quantified over time 
(Figure 1E, top), while mitosis was triggered by adding recombinant cyclin B and verified 
microscopically. We also used egg extracts arrested at meiotic metaphase II (Cytostatic Factor, 
CSF-arrested). Overall, we identified 6937 phosphosites, which included 71% of the sites identified 
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in vivo (Figure 1F). 1728 sites varied between S and M-phase, including 693 sites upregulated in 
S-phase and 1035 in mitosis (Figure 1E). GO analysis of interphase and mitotic sites revealed 
processes enriched in in vivo cluster C and cluster D, respectively (Figure S3A). Several DNA-
replication factors, including MCM4 and RIF1, showed multi-site phosphorylation specifically in S-
phase (Figure S3B). This phosphoproteomics dataset greatly increases the known repertoire of 
phosphorylation sites upregulated during S-phase (34).  

We next analysed the cell cycle behaviour of dynamic phosphosites that we found in vivo (Figure 
S3C). Most embryo cluster A sites were upregulated in both CSF-arrested meiotic extracts and 
mitotic extracts, highlighting the global similarities of regulation of meiotic and mitotic M-phase, 
despite the additional activity of the Mos/MEK/MAP kinase pathway in meiosis. Around half of 
embryo cluster B sites were present only in interphase, while the rest showed a minimum 
phosphorylation in late S-phase, confirming their dephosphorylation during the first round of 
DNA replication. As expected, most sites from embryo clusters C and D were part of the in vitro 
S-phase and mitotic groups, respectively. Therefore, single embryo data can successfully identify 
cell cycle-dependent phosphorylation. In mitosis, as expected, monophosphorylated species are 
reduced because multisite phosphorylation emerges (Figure S3D; Figure S1E). 

 

Predominance of CDK targets 

Analysis of kinase consensus motifs showed that proline-directed (S/T-P) sites, which conform to 
the minimal consensus for CDKs, comprise 51% of all detected phosphosites in vivo and 60% of 
dynamic sites (Figure S4A). Around 10% of all phosphosites matched the full CDK1-family 
consensus site: S/TPxK/R. Replicating and mitotic extracts displayed a similar trend (Figure S4A). 
Putative CDK targets dominated all clusters, with 80% of sites in cluster D in vivo and mitotic 
clusters in vitro conforming to the minimal CDK motif (Figure 1G, Figure S4B, C). Consensus sites 
of other kinases such as Aurora, Polo-like kinase (PLK), DBF4-dependent kinase (DDK) and Casein 
kinase I and II were present to a lesser extent (Figure S4B, D). In meiotic M-phase, MAP kinases, 
which have the same consensus motif as CDKs, are likely responsible for sites specific to embryo 
cluster A or CSF extracts, but these kinases are inactivated during early embryonic cell cycles (47), 
suggesting that most of the other dynamic proline-directed phosphorylations are due to CDKs.  

Although few direct CDK substrates have been characterised in Xenopus, they are likely conserved 
between vertebrates. We therefore manually curated a set of 654 human CDK1-subfamily targets 
(see Methods for sources). 303 of these have Xenopus homologues among the 1843 
phosphoproteins we detected, and 149 were present among the 646 proteins with dynamic 
phosphosites in Xenopus embryos (Figure 1H). Thus, the predominance of CDK motifs among 
dynamic phosphosites reflects a high proportion of bona fide CDK substrates. This is a 
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conservative estimate, since we only considered proline-directed sites as CDK motifs, although we 
found that 10-20% of human and yeast CDK substrates (see Methods for sources) were non-
proline-directed (Figure S4E), confirming a recent finding (48). These data reinforce the dominant 
role of CDKs in cell cycle-regulated phosphorylation.  

 

Mitotic phosphorylation is switch-like in vivo 

We next determined whether mitotic phosphorylation of individual phosphosites is progressive 
or switch-like in vivo. We analysed dynamics of 64 cluster D sites from diverse protein complexes 
in single embryos every 180-seconds using quantitative targeted phosphoproteomics (49-51) by 
parallel reaction monitoring (52), thereby obtaining a quantitative description of mitotic 
phosphorylation in vivo at extremely high-time resolution (Figure 2A). This revealed parallel and 
abrupt upregulation of all phosphosites preceding each cell division (Figure 2B, C), indicating 
switch-like phosphorylation of diverse protein complexes at mitotic onset. This was not due to 
oscillation of CDK1-Y15 inhibitory phosphorylation, which was downregulated over time (Figure 
2D), as previously reported (53), consistent with lack of corresponding phosphorylation of the 
CDK1-Y15-regulatory enzymes, CDC25 and WEE1. In contrast, oscillating phosphorylations on 
NIPA and the APC/C, which regulate mitotic cyclin accumulation (54, 55), as well as Greatwall 
kinase, which activates the PP2A inhibitors Arpp19/ENSA (56-58), were apparent (Figure S5A). 
These data suggest that control of mitotic cyclin levels and PP2A activity, and therefore the overall 
CDK/phosphatase activity ratio (59), suffices for switch-like mitotic phosphorylation whereas 
regulated CDK1-Y15 phosphorylation is not essential (Figure S5B). This is consistent with the self-
sufficiency of futile cycles of opposing enzymes in generating switch-like network output in the 
absence of allosteric regulation (60). 
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Figure 2. Switch-like mitotic phosphorylation in vivo. (A) Schematic representation of the workflow. 
Samples were collected over two cell divisions and enriched phosphopeptides were subjected to targeted 
proteomics analysis. (B) Heat map shows a highly synchronous wave of phosphorylation preceding each of 
the two cell divisions. Dashed lines depict times when cell divisions were recorded. (C) Single phosphosite 
plots from selected proteins. Each dot represents a biological replicate (n=3). Dashed lines depict times 
when cell divisions were recorded. (D) Single phosphosite plot of CDK1 inhibitory phosphorylation (Y15). 
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The cell cycle phosphoproteome is intrinsically disordered 

We wondered whether the diverse dynamic phosphoproteins share common structural features 
facilitating switch-like CDK-mediated phosphorylation. Phosphosites in general are often located 
in intrinsically disordered regions (IDRs) of proteins (21), which is also true for yeast and mouse 
CDK sites (22-24). Yet previous analyses did not exclude the possibility that this is an artefact due 
to the enrichment of serine, threonine and proline in disordered regions, which is consistently 
predicted across the entire proteome of Xenopus, human and yeast (Figure S6A). We corrected 
for this compositional bias, and found that phosphorylatable residues in IDR are indeed more 
highly phosphorylated than those in ordered regions (Figure 3A-C). This enrichment was increased 
for proteins with at least one site displaying dynamic phosphorylation; the same was true for 
human CDK substrates (Figure 3B, C). To estimate the differential phosphorylation of disordered 
sites globally, we calculated the ratio of dynamically phosphorylated (Xenopus) or CDK-
phosphorylated (yeast, human) to non-phosphorylated serine and threonine in both disordered 
and structured regions (Figure S6B; see Methods). This confirmed that cell cycle-regulated 
phosphorylation is largely skewed towards disordered regions and that CDKs preferentially 
phosphorylate disordered sites (Figure 3D, Figure S6C). We then asked whether this is also true 
for substrates of other protein kinases. We analysed the mitotic PLK and Aurora kinases, DYRK 
kinases, which promote mitotic phosphorylation of several IDPs (18), NEK kinases, which have 
roles in centrosome duplication and various stages of mitosis, and MAP kinases, which share the 
proline-directed S/T consensus site. For each kinase, documented phosphosites were strongly 
enriched in IDRs (Figure S6C, D), supporting the idea that phosphorylation of residues in IDRs is 
kinetically favoured (21). 

To explain the dominance of CDK-mediated phosphorylation in the cell cycle, we surmised that 
their substrates might be more disordered than phosphoproteins in general. We therefore 
determined the percentage of disordered residues of proteins in our datasets, compared to the 
rest of their respective phosphoproteomes. This revealed that, on average, both Xenopus dynamic 
phosphoproteins and human and yeast CDK substrates contain approximately twice the 
proportion of disordered amino acids as other phosphoproteins (Figure 3E, Figure S6E), putting 
them among the top quartile of proteins with the most disorder in the proteome. If this reflects 
the importance of disordered proteins for the cell cycle generally, then substrates of other cell 
cycle kinases might also be more disordered than other phosphoproteins. Indeed, targets of most 
cell cycle kinases are significantly more disordered than targets of MAP kinase (Figure 3F), whose 
phosphosites are also proline-directed and preferentially located in IDRs (Figure S6D).
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Figure 3. The cell cycle phosphoproteome is characterised by intrinsic disorder and MLO components. 
(A) Scheme illustrating hypothetical enrichment of phosphorylation in disordered regions when taking into 
account amino acid compositional bias. (B) Scatter plot of expected vs observed phosphorylated Ser/Thr 
for each protein of human and Xenopus phosphoprotein datasets. FDR thresholds of 5% and 1% are marked 
in yellow and red respectively. Circles: proteins with at least one dynamic phosphorylation in Xenopus, or 
human CDK1 subfamily substrates, respectively. Legend continues on next page. 
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Figure 3 legend continued. (C) Boxplots showing expected vs observed phosphorylated Ser/Thr among 
all phosphoproteins detected (left), phosphoproteins with at least one dynamic phosphosite (middle), and 
dynamic phosphoproteins also detected as CDK1 subfamily targets in humans (right). Distributions were 
compared with the Wilcoxon signed-rank test. *p<0.05, **p<0.01, ***p<0.001. (D) Plots showing the 
common Odds Ratio of Ser/Thr phosphorylation in structured and ordered regions calculated with the 
Fisher’s test (see Figure S6b, c). For all organisms, the disordered regions were calculated with three different 
disorder predictors. The disordered fraction is presented in a colour scale. (E) Violin plots of the distribution 
of disordered residues per protein for CDK targets vs the rest of the phosphoproteome for human and 
yeast, and dynamic phosphoproteins vs the rest of the phosphoproteome for Xenopus. Intrinsic disorder 
was calculated with three different predictors (IUPred, SPOT, and VSL2b). Statistical significance was 
evaluated with the Wilcoxon–Mann–Whitney test; ***p<0.001. (F) Violin plot (left) showing the distribution 
of disordered residues per protein for CDK, MAPK, Aurora, PLK, NEK and DYRK kinase targets vs the rest of 
the phosphoproteome for human targets. Statistical significance was assessed by Kruskal-Wallis ANOVA, 
and pairwise comparisons were performed with Dunn’s post-hoc tests. The adjusted p-values (Benjamini-
Hochberg) are shown in a tile plot (right). (G) Human CDK1 subfamily targets, Xenopus dynamic 
phosphoproteins, and the intersection of both sets, that are present in our manually curated proteome of 
membraneless organelles. 

 

Enrichment of MLO components among CDK substrates 

We thus reasoned that phosphorylation may have been selected to regulate the functions of IDPs 
during the cell cycle. IDPs are key components of membrane-less organelles (MLO), many of which 
(e.g. Cajal bodies, nucleoli, nuclear pore complexes, splicing speckles) are thought to arise by 
phase separation (PS) (61), are disassembled in mitosis, and can be regulated by phosphorylation 
(17-19). To corroborate our hypothesis, we analysed available data on cellular localisation for each 
of our curated human CDK substrates. We found that 257 (39.2%) are present in MLOs, including 
key IDPs such as coilin (Cajal bodies), nucleophosmin, nucleolin and Ki-67 (nucleoli), 53BP1 (53BP1 
bodies), nucleoporins (NPC) and PML (PML bodies) (Figure 3G). We then manually curated an MLO 
proteome from human proteomics studies (See Methods for sources). Homologues of 204 
dynamic Xenopus phosphoproteins (31.6%) localise to MLOs, as do 73 of the 149 proteins (50%) 
that show dynamic phosphorylation in Xenopus and are CDK substrates in human (Figure 3G). The 
vast majority of proline-directed phosphosites and confirmed CDK sites in these proteins were 
located in predicted IDRs (Figure S7).  

 

CDKs regulate IDR phase separation 

Both stochastic and specific interactions between IDPs contribute to PS and MLO assembly (61-
63). We hypothesised that cell cycle kinase-mediated phosphorylation might modulate such 
interactions. We first applied a machine learning classifier (64) to predict whether cell cycle-
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regulated phosphoproteins have an increase in average propensity for PS (PSAP score). Indeed, 
we observed a sharp increase in the PSAP score, from the proteome to the phosphoproteome, 
and a further increase for dynamic phosphoproteins, with the highest score for mitotic cluster D 
(Figure S8A). Similarly, the propensity for PS is far higher amongst targets of most cell cycle kinases 
(CDK, Aurora, PLK, but not NEK) and DYRK kinases than the overall phosphoproteome, but less so 
for MAP kinase substrates.  

Next, to better understand the biochemical effects of their cell cycle-regulated phosphorylation, 
we analysed a selection of IDRs from CDK substrates. We applied a general heteropolymer theory 
that uses sequence charge decoration matrices (SCDM), based on electrostatic interactions only, 
to identify intra-chain interaction topology (65, 66). Since this should correlate with inter-chain 
interactions that promote PS, SCDMs provide indirect insights to propensity to phase separate. 
Of the 12 IDPs tested, 7 (nucleolin, nucleophosmin, NUP53, ELYS, MCM4, 53BP1 and the splicing 
factor SF3B1) had SCDM maps showing visibly decreased self-association propensity (increased 
red regions in Figure S8B), implying reduced propensity to phase separate, upon CDK-site 
phosphorylation. Conversely, for SRRM2, CDK-mediated phosphorylation is predicted to increase 
intra-chain attraction (Figure S8B) and hence PS tendency. For 4 proteins (MDC1, TICRR, COILIN, 
and CDT1), SCDM maps were inconclusive. To further analyse these trends, we calculated radius 
of gyration of several IDRs using all-atom simulation. Effects of phosphorylation on CDT1 (28.4Å 
to 30.3Å), TICRR (56.2Å to 57.3Å) and coilin (39 Å to 37.9 Å) were minor, while MCM4 IDR expands 
upon phosphorylation (21.9Å to 26.3Å), consistent with SCDM analysis. Overall, these data suggest 
that phosphorylation is a key regulator of homotypic interactions, an important element of PS 
propensity, of most IDRs. 

To test this hypothesis, we focused on a model CDK substrate, Ki-67, an IDP that organises 
heterochromatin structure (67) and perichromosomal layer formation from nucleolar components 
in mitosis (68, 69). Ki-67 contains a multivalent Ki-67 repeat domain that is highly phosphorylated 
in mitosis by CDKs (Figure 4A), which regulates its perichromosomal localization (70). SCDM 
analysis predicted that phosphorylation of full-length Ki-67 should promote self-interaction and 
thus PS, but this cannot be attributed to interactions of its repeat motif alone, since 
phosphorylation of the latter is predicted to reduce homotypic interactions (Figure 4B). In 
agreement, coarse-grained (CG) molecular dynamics (MD) simulations  showed that the radius of 
gyration of full-length Ki-67 decreased upon phosphorylation (Figure 4C, left) while that of a single 
consensus repeat motif increased (Figure 4C, right). MD simulations also showed that PS is 
enhanced by increasing repeat valency and counteracted by phosphorylation (Figure 4D), 
consistent with SCDM analysis. To test these predictions experimentally, we first used the 
optogenetic Cry2 “optodroplet” system (71) with full length Ki-67 or a series of deletion mutants. 
Full-length Ki-67 localised to the nucleolus, as expected, but exposure to blue light caused 
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Figure 4. CDK-mediated phosphorylation regulates phase separation of a model IDP. (A) Top, scheme 
of the human Ki-67 protein (FHA, forkhead-associated domain; PP1, PP1 phosphatase-binding domain; CD, 
conserved domain; LR, leucine arginine-rich domain). Highlighted, Ki-67 repeat consensus motif. Bottom, 
diagram of IUPred score over the length of human Ki-67. Regions with scores >0.5 (orange) are considered 
to be disordered, and <0.5 (grey) structured. Blue vertical lines indicate Ser and Thr residues; yellow circles, 
known Ser/Thr-Pro phosphosites; green circles, confirmed CDK1 subfamily phosphorylations. (B) Sequence 
Charge Decoration Matrix (SCDM) maps for full length Ki-67 (FL, left) and Ki-67 consensus repeat (CR, right), 
depicting the contribution of electrostatic interaction dictating the distance between two amino acid 
residues i and j (shown in x and y axes). The values of SCDM for different residue pairs (i,j) are shown using 
colour schemes with red and blue denoting positive (repulsive) and negative (attractive) values, respectively. 
The lower and upper triangles indicate SCDM map for the unphosphorylated (non-P) and phosphorylated 
(P) sequences, respectively. Confirmed and putative (Ser/Thr-Pro) CDK phosphorylation sites are indicated 
with red circles. (C) Dependency of the radius of gyration (Rg) on the simulation temperature in single-chain 
MD simulations for full chain Ki-67 (left) and consensus repeat (right). The reference temperature is the θ 
temperature of the non-phosphorylated molecule for full chain and consensus repeat, respectively. 
Reported error bars are obtained by block analysis over 10 blocks. (D) Binodal curves from phase 
coexistence simulations of the Ki-67 consensus repeat sequence. For each temperature, filled circles indicate 
the dilute phase density and squares indicate the coexisting dense phase density. Empty circles indicate the 
fitted critical temperature (Tc) of each system. The Tc of the non-phosphorylated monomer (light blue empty 
circle) was the reference for the normalisation of the temperature values. The light gray dashed line indicates 
the total concentration used in the simulations. The reference temperature is the θ temperature of the non-
phosphorylated molecule for full chain and consensus repeat, respectively. Reported error bars are obtained 
by block analysis over 10 blocks. (E) Representative fluorescent images of HEK-293 cells expressing opto-
Ki-67 (FL) construct before (Light Off) and after (Light On) exposure to blue light. Cells were pretreated for 
1h with either vehicle (DMSO), 0.5 μM okadaic acid (OA), to inhibit protein phosphatase 2, or 5 μM 
purvalanol A (PA), to inhibit CDKs. DNA was stained with Hoechst 33258; scale bars, 10μm. (F) Violin plot 
presenting quantification of results from (E); the number of foci per nucleus was counted. Statistical 
significance was assessed by one-way ANOVA on ranks (Kruskal–Wallis test) and pairwise post-hoc 
comparisons using the Mann–Whitney test. P-values were adjusted by the Benjamini-Hochberg method. 
(G) Overlaid NMR 1H-15N HSQC of unphosphorylated (blue) and CDK-phosphorylated (red) GFP-tagged Ki-
67 consensus repeat. Each cross-peak corresponds to one residue. The seven new deshielded cross peaks 
(highlighted by a black flag) appearing above 8.5 ppm in 1H correspond to phosphorylated serines or 
threonines (1H downfield chemical shift perturbation on phosphorylated Ser/Thr residues due to phosphate 
electronegativity). Non phosphorylated Ser/Thr residues are surrounded by a black oval. (H) Representative 
fluorescence images of in vitro phase separation assay with purified GFP-tagged Ki-67 consensus repeat 
(CR), non-phosphorylated (non-P) or in vitro phosphorylated with recombinant CDK1-cyclin B-CKS1 (P), at 
indicated dextran concentrations and time points; scale bars, 10μm. 
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rapid appearance of small round foci in the nucleoplasm, which was dependent on the level of 
induced Ki-67 expression, consistent with PS (Figure S9A). Importantly, promoting CDK-mediated 
phosphorylation by inhibiting PP2A with okadaic acid (59) led to foci formation in the absence of 
blue light, while pan-CDK inhibition with purvalanol A prevented induction of foci upon light 
(Figure 4E, F). These results indicate that, as predicted by SCDM and MD, phosphorylation of full-
length Ki-67 promotes PS. Results were similar for constructs lacking the C-terminal LR domain, 
that binds chromatin, or the N-terminal domain, which is required for the nucleolar localisation of 
Ki-67 (Figure S9B). Finally, we purified a consensus repeat polypeptide (Figure S10A) and 
phosphorylated it in vitro with recombinant CDK complexes. Nuclear Magnetic Resonance 
spectroscopy showed a reduced amide proton spectral dispersion typical for an IDP, and 
confirmed appearance of 7 phosphorylated residues upon incubation with purified CDKs and ATP 
(Figure 4G). We mapped phosphorylation sites and intensity by phosphoproteomics and Phos-
Tag-SDS-PAGE, indicating stoichiometric phosphorylation (Figure S10B, C). Purified GFP-tagged 
Ki-67 repeat motif could phase-separate in vitro, and, as predicted, this was abolished upon full 
phosphorylation by CDK (Figure 4H). Taken together, these results confirm that CDK-mediated 
phosphorylation is able to both promote or inhibit homotypic interactions that contribute to PS, 
and suggest that Ki-67 may have several competing modes of PS that are differentially regulated 
by phosphorylation. Our data suggest a mechanism for Ki-67-mediated mitotic targeting of 
nucleolar components to the perichromosomal layer (67, 68) via CDK-mediated phosphorylation, 
which reduces PS of several major nucleolar IDPs, thus triggering nucleolar disassembly, while 
simultaneously promoting PS of Ki-67 bound to chromatin to recruit nucleolar components. 

In conclusion, this work reveals in vivo that CDK-dependent mitotic phosphorylation occurs in a 
switch-like manner on diverse proteins whose common denominators are a high level of disorder 
and localisation to MLOs. Furthermore, our data show that CDK-mediated phosphorylation 
regulates homotypic interactions between IDPs, which may coordinate diverse cellular processes 
during the cell cycle. While this is not incompatible with models in which high-affinity interactions 
contribute to MLO formation by PS (72, 73), it suggests that cell cycle control may be less specific 
than previously thought. 

 

Methods 

Egg collection and in vitro fertilisation 

Female X. laevis frogs were primed with 50 international units (IU) of human chorionic 
gonadotropin at least 2 days, and no more than 7-8 days before a secondary injection with 625 
IU to induce ovulation. Roughly 16 hours after the second injection, fresh eggs were collected by 
pelvic massage and kept in 1x Marc’s Modified Ringer’s (MMR). Next, eggs were placed in a petri 
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dish and checked under the microscope to keep only those that exhibited the healthy pigment 
pattern (dark animal pole and white vegetal pole).  

To perform the in vitro fertilisation, around 1/3 of a full testis was cut into fine pieces and mixed 
with in 500 µl of 1x MMR. The suspension was pipetted up and down until big clumps were 
dissolved. Next, buffer was removed from the petri dish and the eggs were collected. Once eggs 
were well dispersed across the dish, the sperm suspension was added. The dish was then flooded 
with 0.1x MMR to induce fertilisation. 

Sample collection 

The first time point was collected immediately before adding the sperm suspension (time 0’ 
corresponds to the unfertilised egg). Eggs were kept at room temperature (18-20°) and under a 
dissecting microscope after fertilisation. At approximately 15 minutes, fertilised eggs underwent 
shrinkage of the animal hemisphere and rotation within the vitelline membrane, so that the animal 
hemisphere faced upwards. These changes are known indicators of successful fertilisation, so only 
the eggs that underwent these changes were used for the experiment. 

Samples were collected approximately every 15 minutes. Eggs were rapidly placed in individual 
tubes and snap froze in liquid nitrogen, trying to preserve the phosphorylation events occurring 
at that specific time. Since the eggs were monitored under the microscope, we were able to 
determine if samples were collected before or after a cell division had occurred. 

Xenopus egg extracts 

Interphase Xenopus egg extracts were prepared, and DNA replication time courses performed, as 
described previously (74). Mitosis was induced in extracts by adding recombinant GST-Cyclin B∆90 
(40 ng/ml). 

Cell lysis 

For the cell lysis, we used a similar approach to that described by Lindeboom et al (75). Briefly, 
each sample was thawed and homogenised with 15 µL of ice-cold cell lysis buffer (20mM Tris-HCl 
pH 8.0, 70mM KCl, 1mM EDTA, 10% glycerol, 5mM DTT, 0.125% Nonidet P-40, 1mM PMSF, 1x 
complete EDTA-free protease inhibitor, 1xPhoStop). Samples were subsequently centrifuged at 
max speed on a benchtop Eppendorf centrifuge. 10 µL of soluble material was recovered and 
snap-frozen in liquid nitrogen. Samples were stored at -80°C until further processing.  

Protein digestion and phosphopeptide enrichment 

Cell lysates were digested using the FASP method (76). Briefly: proteins were thawed and 
immediately reduced and alkylated with 10mM DTT and 0.05M iodoacetamide. Next, proteins 
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were digested with Lys-C (overnight) at 37°C in a wet chamber, followed by addition of trypsin 
and further incubation under the same conditions for 4 hours. Both enzymes were used at 1:50 
enzyme to protein ratio (protein quantification by Bradford assay showed that each individual egg 
provides ~20 µg of yolk free protein). For the egg extract experiment, each FASP filter was loaded 
with 200µg of protein. Peptides were cleaned using the Oasis HLB 96 well plates (Waters 
Corporation) and consequently subjected to phosphopeptide enrichment using Fe(III)-NTA 5µL 
cartridges in the automated AssayMAP Bravo Platform (Agilent Technologies), as described by 
Post et al (41). Both flow through (peptides) and eluates (phosphopeptides) were dried down and 
stored at -80°C until further use. 

LC-MS/MS analysis 

All samples for label-free shotgun proteomics were analysed using a UHPLC 1290 system (Agilent 
Technologies) coupled to an Orbitrap Q Exactive HF mass spectrometer (Thermo Fisher Scientific). 
Nano flow rate was achieved using a split flow setup aided by an external valve as described by 
Meiring et al (77). Peptides were first trapped onto a pre-column (inner diameter [ID] of 100 µm 
and 2 cm length; packed in-house with 3µm C18 ReproSil particles [Dr. Maisch GmbH]) and eluted 
for separation into an analytical column (ID of 75 µm and 50cm length; packed in-house with 2.7 
µm Poroshell EC-C18 particles (Agilent Technologies). The latter was done using a two-buffer 
system, consisting of buffer A (0.1% formic acid [FA] in water) and buffer B (0.1% FA in 80% ACN). 
Peptides were trapped during 5 minutes at 5 µL/min flow-rate with solvent A. For the 
measurement of the full proteome, we used a 155 min gradient from 10 to 36% of solvent B. For 
the phosphoproteome, we used a 95 min gradient from 8 to 32% of solvent B. Both methods 
included a wash with 100% solvent B for 5 minutes followed by a column equilibration with 100% 
solvent A for the last 10 minutes. 

The mass spectrometer was operated in data dependent acquisition (DDA) mode. Full scan MS 
was acquired from 375-1600 m/z with a 60,000 resolution at 200 m/z. Accumulation target value 
was set to 3e6 ions with a maximum injection time of 20 ms. Up to 15 (12 for the 
phosphoproteome) of the most intense precursor ions were isolated (1.4m/z window) for 
fragmentation using high energy collision induced dissociation (HCD) with a normalised collision 
energy of 27. For MS2 scans an accumulation target value of 1e5 ions and a maximum injection 
time of 50 ms were selected. Scans were acquired from 200-2000m/z with a 30,000 resolution at 
200m/z. Dynamic exclusion was set at 24s for the proteome and 12 s for the phosphoproteome. 

For targeted proteomics, an EASY-nLC 1200 System (Thermo Fisher Scientific) coupled to an 
Orbitrap Q Exactive HF was used. Peptides were separated using an EASY-Spray analytical column 
(ID of 75µm and 25cm length; packed with 2µm C18 particles with a 100 Å pore size) (Thermo 
Fisher Scientific). Gradient lengths were shortened to 60 minutes. Phosphopeptides of interest 
from the previous experiment were selected and heavy-labeled versions were synthesised (JPT 
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Peptide Technologies). These synthetic standards were used during method development for 
retention time scheduling and instrument ion fill-time optimisation. Additionally, synthetic heavy 
peptides were pooled and combined with synthetic retention time peptide standards (iRT, 
Biognosys) to generate a spectral library, measured in DDA mode using the same LC-MS setup. 
This spectral library provided fragment intensity and retention time information for quality control 
assessment of targeted measurements. Samples were reconstituted in 2% FA containing ~200 
fmol of each synthetic standard. The mass spectrometer was operated in data independent 
acquisition mode with an inclusion list of targets for parallel reaction monitoring (PRM). The list 
included the m/z values for the heavy and light versions of the phosphopeptides. Optimal 
measurement parameters were determined using test samples spiked with the heavy-labeled 
standards in order to guarantee optimal sensitivity for detection of endogenous 
phosphopeptides. We measured the targets of interest in a scheduled fashion, during a four-
minute window with a 120,000 resolution, maximum injection time of 246ms and an accumulation 
target value of 2e5 ions, to ensure maximum specificity and sensitivity.  

Data processing 

DDA raw files were processed with MaxQuant (78) (v1.6.0.1) using a false discovery rate (FDR) 
<0.01. The default settings were used, with the following exceptions: variable modifications, 
specifically methionine oxidation, protein N-term acetylation and serine, threonine and tyrosine 
phosphorylation were selected. Cysteine carbamidomethylation was selected as a fixed 
modification. We also enabled the ‘match between runs’ option with the default values. Fractions 
were set so that matching was done only among biological replicates and samples of consecutive 
time points. The database search was conducted against a database generated by Temu et al (79). 
This was particularly helpful since other publicly available databases contained several incomplete 
and/or poorly annotated sequences, which proved to be impractical for further data analysis. 

The data was uploaded to the Perseus platform (80) for further analysis. Briefly: decoy sequences 
and potential contaminants were filtered out. Only high confidence localisation (>0.75 localisation 
probability) phosphosites were conserved for further analysis. Intensities were log2 transformed 
and then normalised by subtracting the median intensity of each sample. Biological replicates 
were grouped accordingly by time point; this grouping allowed us to filter the data and keep only 
those phosphosites that could be detected in at least two out of three biological replicates in any 
of the time points. Missing values were imputed from a random normal distribution applying a 
downshift of 1.8 times the standard deviation of the dataset, and a width of 0.3 times the standard 
deviation. This effectively replaced missing values at the lower end of the intensity distribution. 
We then performed an ANOVA (Benjamini-Hochberg FDR <0.05) to determine which 
phosphosites displayed statistically significant changes through the time course. Average 
phosphosite intensities were grouped using a combination of k-means and hierarchical clustering 
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using the ComplexHeatmap package (81) in R. Protein intensities were processed in a similar 
fashion, removing proteins that were only identified by peptides that carry one or more modified 
amino acids.  

Next, the full list of proteins with significantly changing phosphosites were matched against the 
human Uniprot database using the Basic Local Alignment Search Tool (BLAST), to render Uniprot 
identifiers that were compatible with different Gene Ontology (GO) analysis tools. We used the 
STRING web tool (82) to gain insight into the relation amongst dynamically phosphorylated 
proteins. The full list of phosphoproteins was uploaded and analysed using default settings. Next, 
the protein network was loaded into Cytoscape for clustering and visualisation. Proteins were 
clustered using GLay community clustering (83) and enrichment of GO terms per cluster was 
obtained using BiNGO (84) (shown in Figure 1B).  

GO term enrichment was also acquired individually for each group (A-D) obtained after 
hierarchical clustering of dynamic phosphosites. For this we used STRING and filtered the enriched 
GO terms to keep only those with p <0.01, fold enrichment >5 and a minimum of 5 proteins per 
term. The list of terms was further condensed by removal of redundant terms using the Revigo 
web tool (85). Remaining GO terms (including BP, MF and CC) were manually curated to further 
avoid redundancy. The final set of GO terms per cluster are shown in Figure S1. Following the 
same strategy, we analysed GO term enrichment for the interphase and mitotic clusters from the 
in vitro dataset separately (shown in Figure S3). 

PRM raw files were analysed with Skyline software (86). Signal quality for each target of interest 
was assessed visually for all samples. Quality control of endogenous signals was done by 
confirming the perfect co-elution of both peptide forms (heavy and light), assessing their 
retention time and peak shape. We also used the similarity of the relative intensity of fragment 
ions (rdotp > 0.9) between light and heavy to exclude signals that showed poor correlation. 
Quantifications were done with a minimum of three fragments per phosphopeptide. The data was 
loaded into R for data cleanup and visualisation, using the Complex-Heatmap and ggplot2 
packages. 

Motif analysis 

Obtained phosphopeptides were aligned by centering them around the phosphosite detected 
and the conserved motifs for the different kinases were determined using regular expressions by 
applying the following rules: 

PLK: [D/N/E/Y]-X-[S/T]-[ Hydrophobic / ^P]  

AURA/AURB: [K/R]-X-[S/T]*[^P]  
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NEK: [L|M|F|W]-X-[S|T]*-[A|V|I||L|F|W|Y|M]-[K|R] 

Casein kinase 1: [D/E]-[D/E]-[D/E]-X-X-[S/T]* or [S/T]-X-X-[S/T]*  

Casein kinase 2:[S/T]-[S/T]*-X-[E/D/S]  

DDK: [S/T]*-[E/D]-X-[E/D] or [S/T]*-[S/T]-P  

PKA: R-[R/K]-X-[S/T]*-[Hydrophobic] 

Cdk full consensus motif: [S/T]*-P-X-[K/R] 

Cdk minimal consensus motif: [S/T]*-P 

Where [ ] groups multiple amino acids for one position, ̂  at the left of a certain amino acid informs 
that it is forbidden for that position, and X represents any amino acid.  

Data collection for human and yeast CDK1 targets 

Data of CDK1 substrates for S. cerevisiae were downloaded from online supplementary 
information of papers describing two different studies using in vitro (28) and in vivo (22) 
approaches, respectively. We defined high confidence yeast CDK1 targets as the intersection of 
both datasets. Other phosphorylations detected in both studies for which there was no evidence 
for CDK1 involvement were considered as the non-CDK1-mediated phosphoproteome (universe). 
For human CDK1 subfamily targets, we extracted information available in the PhosphoSitePlus 
database (87). An additional step of manual curation from the following studies (25, 26, 70, 88-
103) was performed to obtain a high confidence human CDK1 subfamily targets dataset. The 
phosphoproteome universe was constructed with all the phosphorylated proteins deposited in 
the PhosphoSitePlus database after subtraction of the CDK1 subfamily targets.  

Data collection for MLO proteomes 

Data from proteomics studies of the composition of MLOs characterised by liquid-liquid phase 
separation was obtained from the following sources: stress granules (104, 105), nuclear speckles 
(104, 106), PML nuclear bodies (104, 107), P-bodies (108), nucleoli (109, 110), nuclear pore 
complexes (111), Cajal bodies (104, 112), Super-enhancer-Mediator condensates (113).  

Prediction of intrinsically disordered regions 

For the UniProt proteomes of human, yeast and Xenopus laevis, disorder information was fetched 
from MobiDB (114) with the exception of SPOT disorder predictor, which was calculated for all the 



134   |   Chapter IV

 

proteins of each dataset. For Xenopus proteomics studies, we used the available standalone 
software of IUPred, VSL2B, and SPOT to predict IDRs in all the proteins of the database.  

Differential disorder composition 

For the three organisms analysed (Xenopus, human and yeast), the amino acid composition for 
the entire phosphoproteome and for the disordered regions of the phosphoproteome was 
calculated. For each amino acid, we estimated the differential disorder composition with the 
equation: (Comp. Disorder – Comp. Phosphoproteome) / Comp. Phosphoproteome 

Positives values show amino acids enriched in disordered regions while negative values represent 
amino acids depleted in disordered regions. 

Bioinformatic and statistical analysis of disorder and phosphorylation 

All the statistical analysis was performed with the R programming language (https://www.r-
project.org/) using R studio as an integrated development environment (available at 
https://rstudio.com/). The packages Tidyverse and Bioconductor (115) were used for cleaning, 
manipulation, and graphical representation of the data. Sequence logos were generated using the 
information content as described by Douglass et al (116). IUPred scores were plotted with an ad 
hoc designed script, available upon request. 

For the contingency table analysis, the disordered regions of CDK targets and dynamic 
phosphoproteins were calculated with three predictors (IUPred, VSL2B, and SPOT). For each 
combination of disorder predictor and phosphorylation dataset, a two-by-two table with the 
counts of phosphorylatable residues (Ser/Thr) phosphorylated or not, either located in IDRs or in 
structured regions (Figure S6B), was generated. Each table was then analysed with the Fisher test 
for obtaining the odds ratio and the associated P-value.   

The source code for all the analysis conducted in this publication is available upon request. 

Calculation of SCDMs 

Elements (i,j) of SCDM were calculated using equation 1 of Huihui and Ghosh (66). In this coarse 
grain model, each amino acid is considered a point with a charge q = -1 for Aspartic and Glutamic 
acid, charge q = 1 for Arginine and Lysine, charge q = 0 for all other amino acids. Phosphorylation 
is modeled by replacing neutral charge of Serine, Threonine to q = -2 to mimic the effect of double 
negative charge of phosphate groups. SCDM maps were made visually continuous between 
neighboring (i,j) pairs using spline-16 interpolation.  

All atom simulation 

We performed all-atom Monte Carlo simulation of MCM4, TICRR, CDT1, Coilin (unphosphorylated 
and phosphorylated forms) to compute radius of gyration by using CAMPARI (version 2) based 
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on the ABSINTH implicit solvation paradigm (117, 118). Simulations were carried out at 298 K.  For 
CDT1, 16 trajectories were generated with each trajectory having 10 million steps. For MCM4, 27 
trajectories were generated with each trajectory having 6.5 million steps. For Coilin, 54 trajectories 
were generated with each trajectory running for 4 million steps. For TICRR, 90 trajectories were 
generated with each trajectory having 3 million steps. For each trajectory, irrespective of the 
sequence, first 1.5 million steps were discarded due to equilibration yielding a cumulative (over 
all trajectories) of at least 135 million steps for each sequence. Each of the simulations were run 
using zero salt with only neutralizing Na+ and/or Cl- ions added in a droplet of 400 Angstrom. PDB 
files were generated every 5000 Monte Carlo steps. Phosphorylated sequences were modeled by 
replacing Serine or Threonine by two Aspartic acids. ACE cap and NME tail were added to each 
protein sequence.  

Coarse-grained force field 

We adopted a one-bead-per-residue coarse-grained (CG) model that has been shown to capture 
the structural and phase separation properties of flexible proteins as a function of their sequence 
(119) and phosphorylation pattern (120). In this framework, bonded interactions between 
neighboring residues were modeled using a harmonic potential with a constant of 1000 
kJ/mol/nm2 and a bond length of 0.38 nm. Electrostatic interactions between charged residues, 
i.e. Asp, Glu (-1e); Lys, Arg (+1e), His (+0.5e); ph-Ser, ph-Thr (-2e), were computed with a screened 
Coulomb potential, using a Debye-Huckel length of 1 nm. Short-range interactions were modeled 
by Lennard-Jones (LJ) potentials defined by 

V��(r) = 4λ��ϵ�(σ��/r)��-(σ��/r)�� 

where values of λij, ϵ, and 𝜎𝜎ij used reported values (119, 120) with the exception of λArgArg that was 
set equal to 0.01, instead of 0.00, in order not to neglect excluded volume effects while using LJ 
functional form. In the simulation of full-length Ki-67, the conformation of the N-terminal folded 
domain (1-128) was restrained by an elastic network based on experimental structure (PDB: 1R21) 
with a distance cutoff of 2 nm and an elastic constant of 5000 kJ/mol/nm2. All MD simulations 
were performed with GROMACS 2018.3 (121). Simulations were run in the NVT ensemble, 
controlling the temperature by means of a Langevin thermostat with a friction constant of 25 ps- 1 
and a time step of 10 fs. 

Single chain MD simulations of full-length Ki-67 

The structure with PDB id 1R21 was used to model the conformation of the first 128 residues of 
the full-length Ki-67, while TraDES (122, 123) was used to generate the initial conformation of the 
remaining disordered part of the non-phosphorylated molecule. The models were then joined 
using UCSF Chimera 1.14 (124) . The initial configuration for the phosphorylated full-length Ki-67 
was obtained by ‘mutating’ (i.e. using parameters that have been tuned specifically for ph-Ser/ph-
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Thr) the amino acids in the non-phosphorylated structure. Initial configurations were inserted in 
a cubic simulation box with a side of 100 nm with periodic boundary conditions. We employed a 
Parallel Tempering (PT-MD) scheme, with eleven replicas in the 300-400K range in order to 
enhance the conformational sampling and obtain a reliable estimate of the radius of gyration of 
the protein as a function of the temperature. PT-MD simulation ran for 1e8 steps, attempting 
Monte Carlo exchanges between neighboring replicas every 1e2 steps and saving snapshots every 
1e4 steps for further analysis. 

Single chain MD simulations of consensus repeats 

The initial extended configuration of the non-phosphorylated consensus repeat of Ki-67 was 
generated with the tLEAP tool available in AmberTools18 (125), while the phosphorylated 
structure was generated by ‘mutating’ (i.e. using parameters that have been tuned specifically for 
ph-Ser/ph-Thr) the residues in the non-phosphorylated configuration. PT-MD simulation followed 
the same protocol employed for the simulations of full-length Ki-67, with the only difference being 
the range of temperatures, between 200K and 500K, with intervals of 10K. 

Phase Coexistence MD simulations 

Phase coexistence simulations of monomers and dimers of the non-phosphorylated consensus 
repeat and of monomers of the phosphorylated consensus repeat were carried out employing the 
slab method (119). Initial configurations of the slab simulations for each system were generated 
by inserting 200 copies of the respective molecules in a 20x20x30nm box in random positions and 
orientations with the gmx insert-molecules tool available in GROMACS 2018.3 (121), and 
extending the simulation box in the z direction to 200 nm. Simulations were run for 1.5e8 steps, 
saving frames every 10000 steps for further analysis, discarding the first 0.5e8 steps of the 
simulations as equilibration. 

Estimation of theta temperatures 

Coil-to-globule transition temperatures (Tθ) were estimated for non-phosphorylated full-length 
Ki-67 and the monomer of the non-phosphorylated consensus repeat from single chain PT-MD 
simulations, following a reported approach (126). Intramolecular distances as a function of the 
chain separation |i-j| were computed for each temperature replica and fitted with the following 
expression: 

R�� = 0.55|i-j|� 

where the scaling exponent 𝜈𝜈 is the fitting parameter. We then determined Tθ as the temperature 
corresponding to 𝜈𝜈 = 0.5 
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Estimation of binodal curves 

Density profiles from phase coexistence simulations were estimated by means of the gmx density 
tool available in GROMACS 2018.3, centering the dense phase in the middle of the z-axis. The 
concentration of the diluted phase was computed by averaging the density in the box at 
0nm<z<60nm and 140nm<z<200nm, while the concentration of the dense phase was obtained 
by averaging the density at 90nm<z<110nm. Following the approach of Dignon et al (119) the 
critical temperatures, Tc, for the three systems investigated with phase coexistence simulations, 
have been evaluated by fitting the following equation: 

ρ�-ρ� = A(T�-T)����� 

Human opto-Ki-67 plasmid construction 

pCDNA5_FRT_Ki67-FL-mCherry-Cry2 was generated by PCR amplification of human Ki67. The 
fragment was cloned into the AflII/KpnI digested pCDNA5_FRT_TO_TurboID-mCherry-Cry2 
(Addgene plasmid # 166504) using the In-Fusion HD Cloning Kit protocol. 

Generation of Flp-In T-REx 293 opto-Ki67 cell lines 

Flp-In T-REx 293 (Termo Fisher Scientifc, Darmstadt, Germany) cell line was grown under standard 
conditions (37C, 5% CO2) in Dulbecco’s modified Eagle’s medium (Merck-Sigma-Aldrich, D5796). 
The medium was supplemented with 10% fetal bovine serum (FBS), 100 µg/ ml Zeocin and 15 
µg/ml Blasticidin. One million HEK-293 T-REx cells were plated in a 6-well plate 24 hours before 
transfection. The next day, 500 ng of each optoKi67 expression plasmid is combined with 3.5 µg 
pOG44 encoding the Flp recombinase. Transfection was made with 8 µl Lipofectamine 2000 
according to the manufacturer’s instructions. 48 hours post transfection, cells were transferred to 
a 100 mm petri dish. On the next day, selection was performed by adding hygromycin B at a final 
concentration of 50 µg/mL. Around 14 days after selection, clones were pooled and expanded. 
The cells were tested for the expression of the construct by immunofluorescence. Flp-InT-Rex 293 
opto-Ki67 stable cell lines were maintained with 15 µg/mL Blasticidin and 15 µg/mL Hygromycin. 

Opto-Ki-67 activation 

Cells were plated in DMEM on coverslips a day prior to activation. Expression of opto-Ki67 was 
induced with 2 µg/ml doxycycline for 16 hours. For light activation, plates were transferred into a 
custom-made illumination box containing an array of 24 LEDs (488nm) delivering 10 mW/cm2 
(light intensity measured using a ThorLabs-PM16-121-power meter). Cry2 activation was induced 
using 4 min of blue light cycles: 4s On followed by 10s Off. Cells were fixed with 4% 
paraformaldehyde (PFA) for 15 min at RT, counterstained with Hoechst (Invitrogen, Cat H21491) 
in PBS-TritonX (0.2%), and mounted on glass slides using Prolong Gold antifade reagent 
(Invitrogen, Cat P36930). Images were captured using a 63x objective (NA 1.46 oil). 
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To check the effect of inhibitors on Ki-67 foci formation, the cells were incubated for 1h with 0.5 
µM okadaic acid, 5 µM purvalanol A or vehicle (DMSO) for 1 hour prior to light activation and 
fixation. Foci number was analysed using FIJI Software and statistical significance was assessed by 
one-way ANOVA on ranks (Kruskal–Wallis test) and pairwise post-hoc comparisons using the 
Mann–Whitney test. P-values were adjusted by the Benjamini-Hochberg method. Plots were 
generated using the ggplot2 library in R. 

Ki-67 consensus repeat DNA construct 

The cDNA sequence coding for Ki-67 consensus repeat (Ki67-CR) was ordered from IDT® gene 
synthesis. It was subsequently cloned into pDB-GFP plasmid between HindIII and XhoI sites to 
obtain the pDB-GFP-Ki-67-CR vector. In this construct, Ki-67-CR was fused with a (his)6-GFP N-
terminal tag. GFP sequence is followed by the HRV 3C (3C) protease recognition site (Leu-Glu-
Val-Leu-Phe-Gln/Gly-Pro). Specific cleavage can occur between Gln and Gly, with Gly-Pro 
remaining at the C terminus Ki-67-CR without any tag. 

Ki-67 consensus repeat expression and purification 

The pDB-GFP-Ki-67-CR plasmid was transformed into E. coli BL21(DE3); transformed cells were 
grown overnight at 25°C in N-5052 auto-induced medium (127), supplemented with 50 µg/ml 
kanamycin and 15N NH4Cl. Cells were harvested by 20 min centrifugation at 6000g at 4°C. The 
pellet was resuspended in 20 mM Tris-HCl pH 7.5, 300 mM NaCl and 2mM DTT (buffer A) and 
stored at -80°C. Cells were supplemented with a Complete® EDTA free tablet (Roche), lysed by 
sonication, insoluble proteins and cell debris were sedimented by centrifugation at 40000g at 4°C 
for 30 min. Supernatant was supplemented with imidazole to 5 mM final and loaded onto 5ml 
gravity affinity columns (Ni Sepharose Excel 5ml, Cytiva), equilibrated with buffer A. Columns were 
washed with 50 ml of buffer A and proteins were eluted with a one-step gradient of buffer B 
(buffer A containing 500 mM imidazole). The peak fractions were analysed by SDS-PAGE. Fractions 
containing tagged Ki-67-CR were pooled and dialysed overnight at 4°C against buffer C (50 mM 
Bis-Tris pH 6.7, 50 mM NaCl, 2 mM DTT). The dialysed protein was then loaded on a Superdex 
S200 16/60 (HiLoad 16/600 Superdex 200pg, Cytiva) equilibrated with buffer C. Fractions 
containing the protein of interest were analysed by SDS-PAGE and pooled. The purified GFP-Ki-
67-CR protein was concentrated to 5 mg/ml with Vivaspin centrifuge concentrator (Sartorius 
Stedim Biotech). 

In vitro Ki-67 peptide phosphorylation assay 

Protein was desalted by using PD10 Mini-Trap column in 50 mM Hepes 7.5, 50 mM NaCl, 2 mM 
DTT. Phosphorylation reaction was performed in a total volume of 220 µl, and contained 140 µl 
of GFP-Ki-67-CR (400 µg), 5mM MgCl2, 500 µM ATP, 50mM β-glycerophosphate, recombinant 
CDK1-cyclin B/CKS1 (5 µg; gift from Jane Endicott and Tony Ly) in 50 mM Hepes pH 7.5, 50 mM 
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NaCl, 2 mM DTT. Reaction was incubated at 30°C for 18 hours and stopped by adding 10 mM 
EDTA. It was subsequently desalted by using PD10 Mini-Trap column in 50 mM Bis-Tris pH 6.7, 50 
mM NaCl, 2 mM DTT, and used to perform NMR experiments, Phos-tag SDS-PAGE and 
phosphoproteomics. 

NMR experiments and data analysis 

All NMR samples contained final concentrations of 10% D2O and 0.5 mM 4,4-dimethyl-4-
silapentane-1-sulfonic acid (DSS). Experiments were performed at 293 K on a Bruker Avance III 
spectrometer equipped with a cryogenic triple resonance probe and Z gradient coil, operating at 
a 1H frequency of 700 and 800 MHz. 15N-HSQC was acquired for each sample in order to 
determine amide (1HN and 15N) chemical shifts of non-phosphorylated and phosphorylated 
GFP-tagged Ki-67-CR. 15N-HSQC spectra were acquired for respectively non-phosphorylated 
(and phosphorylated) proteins at 800 (700) MHz using 32 (128) scans, 128 (256) increments and 
a spectral width of 22.5 ppm in the indirect dimension. All spectra were processed with TopSpin 
v3.5 (Bruker Biospin) and analysed using CCPN-Analysis software (128). Chemical shifts were 
referenced with respect to the H2O signal relative to DSS using the 1H/X frequency ratio of the 
zero point according to Markley et al (129). 

Total internal reflection fluorescence (TIRF) experiments 

In order to measure the ability of the phosphorylated and non-phosphorylated Ki-67 repeat to 
liquid-liquid phase separate, 50 µM protein was prepared in 50 mM Bis-Tris pH 6.7, 50 mM NaCl, 
2 mM DTT. Dextran was added just before preparing samples on circular glass coverslips (2.5 cm, 
165 µm thick, Marienfeld). Coverslips were cleaned with a 15 min cycle of sonication with 
ultrasounds in 1M KOH, followed by a second cycle of sonication in deionized water. Samples 
were deposited into wells of Press-to-seal silicone isolater with adhesive (Invitrogen), and covered 
with a second coverslip to avoid evaporation. Images were acquired with a custom-made TIRF 
microscope using a LX 488-50 OBIS laser source (Coherent). Oil immersion objective with a 1.4 
numerical aperture (Plan-Apochromat 100x, Zeiss) was used. Fluorescence was collected with an 
EmCCD iXon Ultra897 (Andor) camera. The setup includes a 1.5x telescope to obtain a final 
imaging magnification of 150-fold, corresponding to a camera pixel size of 81.3 nm. Fluorescence 
images at different time points were obtained by averaging 150 individual images, each acquired 
over 50 ms exposure time. 

Phos-tag SDS-PAGE 

For Phos-tag SDS-PAGE (12.5% Phos-tagTM SuperSepTM pre-cast gel 50 µmol/L; Fujifilm Wako 
Chemicals #193-16571), 500 ng of unphosphorylated and 500 ng of CDK1-cyclin B-CKS1 
phosphorylated GFP-Ki-67-CR protein were loaded. SDS-PAGE was performed following standard 
protocol, with the exception of two additional washes 20 min each in transfer buffer containing 
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10 mM EDTA, followed by a wash in transfer buffer, preceding wet transfer. For Western blot, anti-
GFP antibody (rabbit polyclonal Chromotek PABG1; 1:10 000) was used. 

Mapping of Ki-67-CR phosphorylation sites by mass spectrometry 

6.5 µg of GFP-Ki-67-CR protein phosphorylated by CDK1-cyclin B-CKS1 were digested in a FASP 
filter as described earlier for the other samples. Peptides were subsequently cleaned using C18 
cartridges and phospho-enriched using Fe(III)-NTA cartridges in the AssayMAP Bravo. 
Phosphopeptides were measured in a technical duplicate, acquiring in DDA mode with an Ultimate 
3000 uHPLC system coupled to an Orbitrap Exploris 480 (Thermo Fisher Scientific) during a 60 
minutes gradient. Raw files were searched against the Ki-67-CR sequence using MaxQuant with 
the same parameters as applied to the other phosphoproteomics experiments. 
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Figure S1. Phosphosite dynamics correlates with cell cycle phases; related to Figure 1. (A) Total number 
of phosphosites detected and their distribution according to the site localisation probability score. (B) 
Distribution of phosphosites identified among serine, threonine and tyrosine residues. (C) Correlation 
coefficients for two randomly selected time points. Scatter plots of significantly enriched (Fisher’s exact test 
with Bonferroni correction, p<0.05) GO (BP, MF, CC, Uniprot keywords) terms for all dynamic phosphosites 
per cluster in the in vivo experiment, presenting the fold-enrichment of specific terms vs statistical 
significance. The size of the circles correlates with the number of proteins associated with the specific term. 
More details and the full list of enriched GO terms per cluster is found in Data S1. (D) In vivo reciprocal 
trends of singly- and multi-phosphorylated peptides carrying phosphorylated T23 and S31 of MCM4 
(dashed lines depict the time points of cell division): orange curves, the trend of T23 and S31 in the multi-
phosphorylated peptide; blue curve, the trend of S31 in the singly-phosphorylated peptide. (E) Examples of 
proteins with known association showing similar oscillating phosphorylation. Plots highlight the dynamic 
trend of the cluster (grey) and selected phosphosites (orange) over time. Right, illustrations of protein 
complexes formed by the proteins undergoing dynamic phosphorylation. Proteins highlighted in bold show 
at least one oscillating phosphosite in our dataset.



IV

A CDK-mediated phosphorylation switch of disordered protein condensation   |   143   

 

 

Figure S2. Variation in the total proteome versus the phosphoproteome in early embryonic cell 
cycles; related to Figure 1. (A) Total proteome analysis reveals 83 proteins out of 2835 showing significant 
changes in abundance (ANOVA, Benjamini-Hochberg correction, FDR 0.05) over the time course. (B) Heat 
map showing abundance of the variable proteins over the time course. (C) Comparison of dynamic 
variations in total protein compared to total phosphosites from the four clusters shown in Figure 1C (dashed 
lines depict the time points of cell division). (D) Examples of dynamics of individual phosphosites from the 
four clusters shown in Figure 1C and levels of the corresponding protein (dashed lines depict the time points 
of cell division). 
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Figure S3. In vitro phosphoproteomics discriminates interphase and mitotic phosphorylation; related 
to Figure 1.  (A) Scatter plots of significantly enriched (Fisher’s exact test with Bonferroni correction, p<0.05) 
GO terms for all dynamic phosphosites upregulated during interphase (left) and mitosis (right), presented 
as fold-enrichment of specific terms vs statistical significance. The size of the circles correlates with the 
number of proteins associated with the specific term, while the color corresponds to the GO term category. 
(B) Heatmap of dynamic phosphosites detected in DNA replication factors. (C) Behaviour of in vivo dynamic 
phosphosites (top) in in vitro experiments. (D) In vitro dynamics of T23 and S31 of MCM4. Orange curve 
shows upregulation of the multi-phosphorylated peptide (T23 and S31) during mitosis, while the blue curve 
shows the opposite trend for the singly-phosphorylated peptide (S31), as observed in vivo, in Figure S1D.
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Figure S4. CDK consensus phosphosites dominate the early embryo phosphoproteome; related to 
Figure 1. (A) Distribution of potential CDK targets among all detected phosphosites and dynamic 
phosphosites, in vivo (embryo, left) and in vitro (egg extract, right). (B) Observed phosphorylation motifs in 
the dynamic phosphoproteome in vivo (left) and in vitro (right). See methods for details. Note: in some 
cases, the sum of consensus sites exceeds the number of phosphosites due to redundancy between motif 
predictions. (C) Sequence motif logo for all dynamic phosphosites and for each of the clusters shown in 
Figure 1c, for the in vivo and in vitro experiments. Motifs are shown separately for proline-directed and 
non-proline directed phosphosites. (D) Dynamic trend of phosphorylations of potential kinase targets in 
egg extract S-phase clusters (4-6, left) and in mitotic clusters (1-3, right). (E) Venn diagram of observed in 
vitro (grey) and in vivo (blue) yeast CDK targets. In vivo targets showing CDK minimal consensus motif 
phosphorylations are highlighted in orange.
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Figure S5. Phosphorylation dynamics of the CDK1-oscillator network; related to Figure 2. (A) Single 
phosphosite plots of CDK1 regulators measured by targeted (top) or shotgun (below) phosphoproteomics. 
(B) CDK1-oscillator network: our data suggests that control of cyclin levels via positive (e.g. NIPA ubiquitin 
ligase) and negative (e.g. APC) feedback loops, accompanied by PP2A inactivation via GWL, can generate 
oscillation of CDK1 activity during early cell divisions. CDK1-Y15 regulation via feedback loops consisting of 
CDC25 and WEE1A (greyed out) seems to be less important for switch-like mitotic phosphorylation after 
the first cell division. 
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Figure S6. Cell cycle phosphorylation occurs preferentially in IDRs; related to Figure 3. (A) Differential 
amino acid composition (see methods) in disordered regions for Xenopus, human and yeast determined 
with three IDR predictors. Amino acids are coloured in a rainbow pattern according to their relative 
abundance in each phosphoproteome. Disruptions of the rainbow pattern show specific compositional 
signatures for IDRs. (B) Scheme of the Odds Ratio analysis using contingency tables. The counts of 
phosphorylated Ser/Thr for all the proteins for each set (CDK-mediated in yeast/human, or dynamic in 
Xenopus, and other cell cycle-related kinases in human), in disordered and structured regions, are stored in 
a 2x2 table. (C) Tables showing results of statistical analysis of Odds Ratio with Fisher’s test, using three 
disorder predictors. (D) Plots of the Odds Ratio for human cell cycle-related non-CDK kinases and MAPK. 
(E) Violin plots of the distribution of percentage of disordered residues per protein for CDK targets vs the 
rest of the phosphoproteome for human and yeast. Intrinsic disorder information of 13 different predictors 
was obtained from MobiDB, except for SPOT (calculated).
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Figure S7. Cell cycle phosphorylation of key MLO proteins; related to Figure 3. Diagrams of IUPred 
scores over the length of human CDK targets identified as primary components of MLOs in different studies, 
and their Xenopus homologues in this study. Regions with scores >0.5 (orange) are considered to be 
disordered, and <0.5 (grey) structured. Blue vertical lines indicate Ser and Thr residues; yellow circles, known 
Ser/Thr-Pro phosphosites (human) and non-dynamic phosphosites (Xenopus); green circles, confirmed 
CDK1 subfamily phosphorylations (human) and dynamic phosphorylations (Xenopus), from both embryos 
and egg extracts.
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Figure S8. CDK-mediated phosphorylation regulates IDR phase separation propensity; related to 
Figure 4. (A) Violin plots presenting PSAP score for Xenopus dynamic phosphoproteins (left), and human 
kinase targets, in comparison with total proteome and phosphoproteome (right). (B) Sequence Charge 
Decoration Matrix (SCDM) maps for a selection of human CDK targets and major MLO components (IDRs 
analysed are indicated), depicting the contribution of electrostatic interaction dictating the distance 
between two amino acid residues i and j (shown in x and y axes). The values of SCDM for different residue 
pairs (i,j) are shown using colour schemes with red and blue denoting positive (repulsive) and negative 
(attractive) values, respectively. The lower and upper triangles indicate SCDM map for the unphosphorylated 
(non-P) and phosphorylated (P) sequences, respectively. Confirmed and putative (Ser/Thr-Pro) CDK 
phosphorylation sites are indicated with red circles.
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Figure S9. CDK-mediated phosphorylation regulates Ki-67 condensation; related to Figure 4. (A) 
Representative fluorescent images of HEK-293 cells expressing opto-Ki-67 (FL) construct, induced by the 
indicated concentrations of doxycycline (Doxy), before (Light Off) and after (Light On) exposure to blue 
light. DNA was stained with Hoechst 33258. (B) Left, representative fluorescent images of cells expressing 
opto-Ki-67 constructs (with deleted LR domain, dLR, top; or with deleted N-terminus, Repeats+LR, bottom), 
before (Light Off) and after (Light On) exposure to blue light. Cells were pretreated for 1h with either vehicle 
(DMSO), 0.5 μM okadaic acid (OA), to inhibit protein phosphatase 2, or 5 μM purvalanol A (PA), to inhibit 
CDKs. DNA was stained with Hoechst 33258; scale bars, 10 μm. Right, quantification of results; the number 
of foci per nucleus was counted. Statistical significance was assessed by one-way ANOVA on ranks (Kruskal–
Wallis test) and pairwise post-hoc comparisons using the Mann–Whitney test. P-values were adjusted by 
the Benjamini-Hochberg method.
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Figure S10. Ki-67 consensus repeat is stoichiometrically phosphorylated by CDK1 in vitro; related to 
Figure 4. (A) Alignment of human Ki-67 repeats, top, with the sequence of the consensus repeat depicted 
at the bottom. Confirmed and putative (Ser/Thr-Pro) CDK phosphorylation sites are highlighted in red and 
blue, respectively. (B, C) GFP-Ki-67 consensus repeat was phosphorylated in vitro using recombinant CDK1-
cyclin B-CKS1 protein. Subsequently, the phosphosites were mapped by mass-spectrometry (B), and the 
stoichiometry of phosphorylation was analysed by Phos-Tag SDS-PAGE (C; amidoblack staining was used 
as loading control).
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Abstract 

Intestinal ischemia-reperfusion (IR) injury is a severe clinical condition, and unraveling its 
pathophysiology is crucial in order to improve therapeutic strategies and reduce the high 
morbidity and mortality rates. Here, we studied the dynamic proteome and phosphoproteome in 
the human intestine during ischemia and reperfusion, using LC-MS/MS analysis to gain 
quantitative information of thousands of proteins and phosphorylation sites, as well as MS 
imaging (MSI) to obtain spatial information. We identified a significant decrease in abundance of 
proteins related to intestinal absorption, microvillus and cell junction, whereas proteins involved 
in innate immunity, in particular the complement cascade, and extracellular matrix organization 
increased in abundance after IR. Differentially phosphorylated proteins were involved in RNA 
splicing events and cytoskeletal and cell junction organization. In addition, our analysis points to 
MAPK and CDK families to be active kinases during IR. Finally, MALDI-TOF MSI presented peptide 
alterations in abundance and distribution, which resulted, in combination with FTICR-MSI and LC-
MS/MS, in the annotation of proteins related to RNA splicing, the complement cascade and 
extracellular matrix organization. This study expanded our understanding of the molecular 
changes that occur during IR in human intestine and highlights the value of the complementary 
use of different MS-based methodologies.
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Introduction 

Intestinal ischemia-reperfusion (IR) is a clinical phenomenon carrying high morbidity and 
mortality, and can occur in various conditions. Based on etiology, intestinal ischemia is classified 
into chronic ischemia – e.g. due to atherosclerosis – and acute ischemia. The latter is further 
divided into occlusive disease, caused by obstruction of the mesenteric blood flow, or non-
occlusive disease, caused by hypoperfusion for example due to major surgical procedures, trauma, 
hemorrhagic shock or sepsis (1-3). The lack of oxygen during ischemia obviously leads to cell 
injury, and hence rapid reperfusion is crucial. However, reperfusion can also aggravate injury as 
the sudden oxygen supply to the ischemic intestine initiates a cascade of events, including Ca2+ 
influx and the production of reactive oxygen species (ROS) which damages cellular structures and 
activates an inflammatory response (4). The intestinal epithelium serves as an important barrier 
that protects the body from the hostile luminal environment. Disruption of this barrier, which can 
be caused by IR injury, allows entry of harmful luminal microorganisms and toxins into the sterile 
inner mucosa, which may cause a severe inflammatory response. Observations from a human 
experimental model of intestinal IR showed that the intestine was relatively resistant to short 
periods of ischemia (5, 6), whereas prolonged ischemia (>45 min) followed by reperfusion 
disrupted the epithelial lining and induced inflammation (7). Cell death occurs initially at the villi 
tips and progresses towards the crypt with increasing duration of the ischemic period (7, 8). Severe 
IR can eventually lead to bowel necrosis and severe systemic inflammation. The high mortality 
rates (60-80%) of acute intestinal ischemia (1-3) can be attributed to the difficulty to diagnose 
acute mesenteric ischemia at an early stage, as well as the lack of effective therapeutic options (9-
11). Further unraveling the molecular mechanisms underlying ischemia-reperfusion is crucial in 
order to improve therapeutic strategies and patient outcome.  

Identification of changes in (local) protein abundance that occur following ischemia and during 
reperfusion in the human experimental model is of great interest for understanding the biological 
processes involved in IR injury and tissue repair. As many cellular functions are regulated by the 
dynamic phosphorylation of proteins, we were interested in investigating changes in protein 
phosphorylation as well. Furthermore, given the aforementioned differences in function and 
susceptibility to IR across the layers and cell types of the intestinal wall, spatial information of 
protein changes is of particular interest in the context of intestinal IR injury. 

Liquid chromatography coupled to mass spectrometry (LC-MS)-based proteomics has emerged 
as an important tool to study cell biology and disease mechanisms, and enables untargeted 
identification and quantification of several thousand proteins (12). A multi-step process, including 
protein extraction, digestion and separation by LC, is currently used to obtain this thorough 
protein coverage and accuracy. However, with homogenization of the tissue during sample 
preparation, spatial information on protein distribution gets lost. A powerful technology to 
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complement LC-MS-based proteomics is matrix-assisted laser desorption/ionization (MALDI) MS 
imaging (MSI) of tissue sections. MALDI MSI allows analyzing hundreds of molecules 
simultaneously, providing spatial distribution and local abundance of these molecules in 
biological tissues in a label-free manner. Combining MALDI MSI with the histological information 
of these tissue enables a histology-driven analysis. Intact proteins can be detected by MSI, 
however, their detection is limited by low ionization efficiency that limits sensitivity in the high 
mass range of the instrumentation. Recent studies have shown imaging of proteins up to 200 kDa 
(13, 14). MSI of trypsinized proteins can therefore – at least theoretically – increase the coverage 
of the proteome beyond this sensitivity limit. Moreover, the on-tissue digestion approach allows 
a better integration of MSI data with LC-MS/MS of the same or an adjacent tissue section to 
enable the identification of the observed local peptide signals, especially when using high-mass 
resolution MSI instrumentation (15, 16). However, these high-mass resolution MSI methods are 
limited by long acquisition time and consequently suffer from a low throughput. This issue can be 
overcome by the use of high-speed MALDI-Time-Of-Flight (TOF) MSI complemented by high-
mass resolution MSI data (17), which is the approach that we applied in our study. 

The main objective of this study is to analyze the dynamic proteome and phosphoproteome in 
human intestine exposed to ischemia and reperfusion. To this end, we used two complementary 
MS-based technologies: LC-MS/MS (phospho)proteomics to gain in-depth quantitative 
information, and MALDI MSI of tryptic peptides to obtain spatial information and study location-
specific protein changes.  

 

Results 

Changes in protein expression and protein phosphorylation during IR of the human intestine were 
studied by combining a quantitative MS-based (phospho)proteomics approach with imaging MS. 
The dynamic (phospho)proteome during IR was investigated by analyzing tissue samples collected 
after 45 min of ischemia (45I), 30 and 120 min of reperfusion (30R and 120R) and in control tissue 
(Ctrl). A schematic of the experimental design and data analysis workflow are depicted in Figure 
1.
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Figure 1. Experimental design and data analysis workflow. (A) Experimental model of ischemia-
reperfusion in human intestine, with tissue collection after 45 min of ischemia (45I), 30 min of reperfusion 
(30R) and 120 min of reperfusion (120R), and tissue not exposed to ischemia-reperfusion (Ctrl). (B) Mass 
spectrometry and data analysis workflow. The red area shows the workflow of LC-MS/MS measurement and 
subsequent data analysis. The blue area shows the MS imaging (MSI) measurements. 

 

Proteomics 

LC-MS/MS analysis resulted in the identification and quantification of 2,562 proteins. The 
correlation between biological replicates was high (Pearson r >0.9), with the exception of one 30R 
sample (r <0.85), which was therefore excluded from further analysis (Figure S1). Cluster analysis 
of the complete proteome showed that the two main clusters were represented by 45I and Ctrl 
samples on the one hand, and 30R and 120R samples on the other hand (Figure S2). Analysis of 
dynamic changes in the proteome revealed that the abundance of 239 proteins was significantly 
altered during IR. Hierarchical clustering of these differentially expressed proteins resulted in four 
main clusters reflecting distinct temporal expression profiles (Figure 2A) and clearly distinguished 
the proteins decreasing (cluster 1 and 2), and proteins increasing in abundance (cluster 3 and 4) 
during reperfusion.
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Functional analysis of the dynamic proteome 

To get global functional insight in the changing proteome during IR, we performed GO term 
enrichment analysis of differentially expressed proteins. These proteins were predominantly 
involved in processes such as intestinal absorption and digestion, cell junction organization, and 
innate immune responses (Figure 2B). In line with this observation, overrepresented Cellular 
Component GO terms included brush border and microvillus, actin filament and cell-cell contact 
zone. Proteins in cluster 1 of the changing proteome, showing a decrease in abundance at 30R 
which restored at 120R, were related to various processes such as protein translation, including 
EIF2S2, EIF4EBP1, EIF5B, and the cellular response to stress, such as HSPA4, TNIK, Nup50, 
LAMTOR1. 

Protein abundances in cluster 2 decreased during reperfusion (Figure 2C) and were significantly 
enriched for GO terms related to intestinal digestion/absorption, microvillus and cell junction. 
Moreover, network analysis of the total changing proteome showed interactions of proteins 
involved in these GO terms. The majority of interacting proteins in these networks exhibited the 
same temporal profile (cluster 2; Figure 2D, blue fill). Proteins involved in digestion and absorption 
included IFABP, LCT, ANPEP, NAALADL1, and SLC5A1 (Figure 2D, left). Proteins associated with 
microvillus organization included actin bundling proteins such as VIL1, ESPN, and PLS1, motor 
protein MYO1A, anchoring protein EZR, and microvillus-microvillus adhesion molecules CDHR2 
and MYO7B. Other proteins playing a role in actin filament organization were COBL and MAP7. In 
addition, various proteins playing an important role in cell-cell junction organization were 
decreased such as CDH1, CDH17, CDHR5, CDHR2, AFDN, NECTIN-1, F11R, EpCAM and CD2AP 
and CGN (Figure 2D, right; Table S1). 

Cluster 3 showed an opposite expression profile with increased protein levels during reperfusion. 
Overrepresented GO terms in this cluster were predominantly associated with the innate immune 
response, in particular the complement pathway (Figure 2C). Both regulatory and effector proteins 
of the complement cascade were significantly increased at reperfusion and included C3, C5, C6, 
C8B, PROS1 and F2, which were all among the top 20 proteins showing the highest fold change 
amongst conditions, and exhibited very similar temporal profiles. In addition, various proteins in 
cluster 3 were involved in extracellular matrix organization, including COL15A1, COL18A1, FBN1, 
NID2, ITGA and JAM3. One of the protein interaction networks, resulting from network analysis of 
the complete changing proteome, contained mostly proteins of cluster 3 and showed interactions 
of complement proteins and proteins related to extracellular matrix organization (Figure 2E, red 
fill).
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Figure 2. The dynamic proteome during ischemia-reperfusion in human intestine. (A) Heatmap 
visualizing clustering of differentially expressed proteins. Hierarchical clustering was based on Z scores of 
the log2 values of differentially expressed proteins. ANOVA test was used and P<0.05 was considered 
statistically significant. Average temporal profiles are shown for every cluster (grey area represents CI). (B) 
Functional enrichment analysis of differentially expressed proteins. Overrepresented Gene Ontology (GO) 
terms are shown (P<0.05). Legend continues on next page. 
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Figure 2 legend continued. GO term fold enrichment (log10[observed/expected]) is plotted against p-
value (-log10). The size of the dot correlates with the number of proteins linked that GO term, as indicated 
in the legend. Red dot, GO Biological Processes; Blue dot, GO Cellular component, Grey dot, GO Molecular 
Function. (C)  The dynamic profile for proteins in cluster 2 (blue) and 3 (red) is shown, as well as 
corresponding overrepresented GO terms. (D, E) Protein networks showing interacting proteins. Networks 
were generated using STRING. Color of the circle indicates the temporal profile (cluster) of the protein. Blue 
line, cluster 1; Blue fill, cluster 2; Red fill, cluster 3, Red line, cluster 4. Color cubes below each protein 
indicates Z-score intensity in Ctrl, 45I, 30R and 120 R respectively. The majority of proteins in the networks 
in panel D are located in cluster 2 (blue fill). The majority of  proteins in the network in panel E are located 
in cluster 3 (red fill). 

 

Proteins in cluster 4 gradually increased in abundance during ischemia and reperfusion and were 
involved in a variety of biological processes without a clear overrepresentation, and included the 
metabolism of amino acids, metabolism of nucleotides, post-translational protein modification 
and cellular response to stress. Interesting proteins in this cluster include CYGB, SQSTM1 and 
CASP1. 

In addition to the protein interaction networks that could be linked to cluster 2 and 3, another 
network showed interactions of proteins located in all four clusters and thus showing distinct 
temporal profiles (Figure S3). These proteins were associated with the cellular response to stress, 
protein and RNA metabolism. 

 

Phosphoproteomics 

LC-MS/MS analysis resulted in identification and quantification of 1,802 phosphosites derived 
from 1,214 proteins (whole phosphoproteome). The observed distribution of phosphosites was 
90% phosposerine, 9.8% phosphothreonine, and 0.2% phosphotyrosine (Figure S4A). The majority 
of these phosphosites had a high localization probability score, indicative of accurate localization 
of the phosphorylated residue in the peptide backbone (Figure S4B). In total 305 phosphosites on 
162 proteins showed a significant change during IR (dynamic phosphoproteome). 

 

Prediction of the kinases responsible for detected phosphorylation 

A kinase enrichment analysis for all detected phosphosites was performed to get an overview 
which kinases were potentially active during IR. Here, 279 detected phosphosites were mapped 
to putative effector kinases (Figure S4C). Some of these kinases, such as GSK3B and Casein kinase 
II, are constitutively active and participate in a myriad of cellular processes. We also predicted 
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activity of cyclin dependent kinases, namely CDK1 and CDK2, both involved in cell cycle control. 
Finally, we detected putative targets of the MAP kinases MAPK9 (JNK2) and MAPK10 (JNK3), part 
of the JNK signaling pathway, and MAPK14 (p38α), part of the p38 MAP kinase pathway, which 
are both activated in response to cellular stress.  

Kinase enrichment analysis that focused on the 305 significantly regulated phosphosites, mapped 
47 phosphosites to potential effector kinases (Figure S4D). Notably present were putative 
substrates of several MAP kinases, like MAPK9 (JNK2), MAPK3 (ERK1), MAPK13 (p38δ) and MAPK8 
(JNK1). Dynamic phosphosites linked to Casein kinase II and CDKs were detected as well.  

 

Clustering and motif enrichment of the dynamic phosphoproteome  

Hierarchical clustering of altered phosphosites resulted in six distinct groups and revealed a highly 
dynamic regulation of protein phosphorylation during the course of ischemia and reperfusion 
(Figure 3A). In contrast to the global proteome, phosphorylation changes occur rapidly, already 
following ischemia. Kinases recognize their substrate partly through certain sequence motifs near 
the phosphorylation site, and some of these motifs are associated with specific kinases. Motif 
analysis revealed differences in its composition amongst clusters (Figure S5). First, we observed 
that proline-directed phosphorylation comprised almost half of the significantly changed 
phosphosites (144 out of 305). These were spread across all six clusters. Amongst the non-proline-
directed motifs, the clusters 1, 2, 5 and 6 showed predominantly acidic motifs, characterized by 
the presence of aspartic and glutamic acid. Cluster 3 showed basic residues upstream of the 
phosphorylation site, and cluster 4 was mostly comprised of proline directed phosphosites. These 
results show how the activity of different kinases changes during the different stages of IR injury. 

 

Functional analysis of the proteins with significantly regulated phosphorylation 

In general, differentially phosphorylated proteins were involved in the regulation of mRNA 
processing and RNA splicing, supramolecular fiber organization/cytoskeleton and cell junction 
organization (Figure 3B). Related molecular functions – e.g. RNA polymerase binding and actin 
binding - and cellular components – e.g. spliceosomal complex, actin cytoskeleton and adherence 
junction - were overrepresented as well. In contrast to the changing proteome, the GO analysis 
per cluster revealed that differentially phosphorylated proteins related to the same biological 
process appeared in different clusters. Moreover, changing phosphosites from the same protein 
were represented in different clusters, for instance phosphosites on MISP (cluster 2, 3, 4, 5) or 
SRRM2 (cluster 1, 3, 5). 
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Figure 3. The dynamic phosphoproteome during ischemia-reperfusion in human intestine. (A) 
Heatmap visualizing clustering of changing phosphosites, and average temporal profiles for every cluster 
(grey area represents CI). Hierarchical clustering was based on Z scores of the log2 values of differentially 
expressed proteins. ANOVA test was used and P<0.05 was considered statistically significant. (B) Functional 
enrichment analysis of differentially phosphorylated proteins. Overrepresented Gene Ontology (GO) terms 
are shown (P<0.05). The size of the dot correlates with the number of proteins linked that GO term, as 
indicated in the legend. Red, GO Biological Processes; Blue, GO Cellular component, Grey, GO Molecular 
Function. Legend continues on next page. 
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Figure 3 legend continued. (C) Networks of highly interconnected phosphoproteins related to 
overrepresented terms of Cell junction and RNA splicing. (D) Heat maps of single phosphosites related to 
different biological processes. Showing the Z scores of the averaged log2 intensities for each condition. 

 

Next, similar to the proteome data, we explored the connectivity and association of dynamically 
phosphorylated proteins. The network analysis showed that many of the phosphorylated proteins 
were related to either cell junctions, or RNA splicing, form discrete networks of highly 
interconnected proteins (Figure 3C). This highlights that proteins related to these two biological 
processes are highly regulated by phosphorylation during IR. 

Altered phosphorylation of RNA splicing factors was observed for various serine/arginine proteins, 
including SRRM2, SRRM1 and SRSF2 (Figure 3D). In addition, several heterogenous nuclear 
ribonucleoproteins were found to show changes in phosphorylation and included HNRNPK and 
HNRNPC (Figure 3D). Differentially phosphorylated proteins related to cell junction organization 
included cadherin-associated CTNND1, scaffolding proteins such as ZO-1 (TJP1), and other 
proteins contributing to cell adhesion and related cytoskeleton organization including CTTN, DSP 
and SYNPO2 (Figure 3D). Phosphorylated proteins associated with supramolecular fiber 
organization included STMN1 and ESPN.  

 

Exploration of specific phosphosites with known functionality 

After focusing on the proteins that displayed dynamic phosphorylation during IR, we next 
explored our data for phosphosites with a previously studied functionality. By applying Post-
translational modification- signature enrichment analysis (PTM-SEA) to all the phosphosites 
detected, various signatures were found to be regulated during IR injury (Figure S4E). Overall, 
control and ischemic samples showed a lower expression of phosphosites related to growth factor 
response (e.g. EGF treatment and ERK2/MAPK1 signature) and cell division (e.g. CDK1 and CDK2 
signatures), with the lowest intensities observed during ischemia. In contrast, 30 min reperfusion 
presented a high intensity of phosphosites related to growth factor stimulus. A similar trend was 
observed for CDK targets, which were highly phosphorylated during the reperfusion conditions 
when compared to the control and ischemic samples.  

When looking at the individual trend of biologically relevant phosphosites belonging to these 
signatures, we encountered phosphorylation on transcription factor ATF2, namely T69 and T71 to 
be upregulated upon ischemia, peaking at 30 min reperfusion and dropping at 120 min (Figure 
3D). On the other hand, phosphorylation on the ribosomal protein RPS6, a known marker of active 
translation, increased drastically at 30 min reperfusion. Potential targets of MAP kinases and CDKs 
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were upregulated during reperfusion times, such as S405 and S418 of CTTN, and S25 and S38 of 
STMN1 (Figure 3D). The latter two proteins are related to cytoskeleton organization. 

Proteins showing regulated phosphosites as well as significant alterations in 
abundance  

When looking at the overlap between the proteome and the phosphoproteome, we found that 
twenty-two of the differentially phosphorylated proteins were also found to be significantly 
changed in abundance at the protein level. Among these overlapping proteins, a major part 
(16/22) was located in cluster 2 of the changing proteome, and hence these proteins showed a 
decrease in abundance during reperfusion and the majority was related to cell junction and 
cytoskeleton (e.g. CDHR5, CTTN, CGN, MYO7B and ESPN) and digestion/absorption (e.g. LCT, 
SLC9A3R). For these 16 proteins, almost half of the phosphorylation changes occurred already at 
45I (27 changing phosphosites in clusters 1, 2, 5, and 6 versus 29 altered phosphosites in clusters 
3 and 4), indicating that alterations in phosphorylation preceded a decrease in their abundance. 

 

On-tissue imaging of tryptic peptides using MALDI-TOF MSI  

Next to IR-induced proteomic changes in whole tissues, we explored histological region-specific 
proteins changes. High-speed MALDI-TOF MSI enabling bottom-up tissue proteomics 
experiments were performed on a total of 36 tissue sections belonging to nine patients (four 
experimental conditions per patient: Ctrl, 45I, 30R, 120R). Prior to imaging, proteins underwent 
tryptic on-tissue proteolysis. As digestion efficiency greatly influences signal intensities of tryptic 
peptides, a spot of cytochrome C was added to each slide as a quality control (18), and its 
digestion profile was used to detect outliers. Based on PCA analysis of the average cytochrome C 
mass spectrum, one out of nine patient data sets was excluded from analysis (Figure S6). Figure 
4A shows the average peptide spectrum across all control tissues.   

 

MALDI-TOF MSI of distinct histological structures in human small intestine 

We first compared peptide distributions with the tissue’s histology in order to evaluate the 
potential of MALDI MSI to detect region-specific IR-induced protein changes. After MALDI MSI, 
tissue sections were H&E-stained, and optical scans were co-registered to the MSI images. 
Histological regions were annotated in the H&E images (Figure 4B, Figure S7) and heatmaps of 
average mass spectra acquired from mucosa, submucosa and muscle regions showed distinct 
peptide profiles for the different histological regions (Figure 4C). In addition, individual peptide 
images showed specific localization in distinct intestinal tissue structures. For example, m/z 866.5 
was located in the mucosa region (Figure 4D) and m/z 1198.7 in muscle (Figure 4E). In addition, 
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m/z 840.5 was found to be associated with connective tissues of the submucosa layer but also 
surrounding muscle tissue (Figure 4F), and m/z 1274.6 was specifically located in blood vessels 
(Figure 4G). In order to identify region-specific IR-induced protein changes, we performed 
subsequent analysis for each histological layer separately. Since 10 out of 32 tissues did not 
contain muscle in the analyzed section (Figure S7), statistical analysis could not be performed for 
the muscle layer. 

 

 

Figure 4. MALDI-TOF MSI of distinct histological structures in human small intestine. (A) Average mass 
spectrum of whole tissues (Ctrl). (B) H&E staining showing annotation of histological layers mucosa, 
submucosa and muscle. See also Figure S7 for region annotations in all tissues. (C) Heatmap visualizing 
intensity differences for average mass spectra obtained from mucosa, submucosa and muscle layer of small 
intestine. Individual peptide images of m/z values with specific localization in (D) mucosa (m/z 886.5 ± 
0.2Da), (E) muscle (m/z 1198.7 ± 0.2Da), F) submucosa (m/z 840.5 ± 0.2Da), and blood vessels (m/z 1274.6 
± 0.2Da). All peptide images were generated from TOF-MSI data. 
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IR-induced changes in mucosa and submucosa  

In the context of IR injury, we are particularly interested in the mucosa layer as this is the most 
susceptible to damage. PCA analysis of mucosa regions, revealed the highest similarity between 
Ctrl and 45I conditions on one hand, and reperfusion conditions (30R, 120R) on the other hand 
(Figure 5A), which is congruent with the clustering of the LC-MS/MS proteomics data. Peak picking 
resulted in 319 peptide signals to be included for statistical analysis, of which 154 m/z values were 
found to be significantly changing in intensity during IR. In general, signal intensities were either 
gradually correlated or anti-correlated to the IR sequence (Ctrl-45I-30R-120R). Remarkably, a 
decreasing intensity gradient was observed predominantly for peptides in the lower mass range 
(m/z <1500), whereas peptides in the higher mass range (m/z >1500) showed an increasing 
intensity gradient. Images of the peptides with the ten highest fold changes showed mucosa-
specific localization and a decreasing abundance during IR in most of the patients (Figure 5C-II, 
all tissues in Figure S8A-D). Two of these were among the top 10 peaks with highest intensity 
(Figure S8C, D). Interestingly, some peptides show a distribution shift from whole mucosa in Ctrl 
towards the villus tips after 120R, as shown in Figure 5C-III (Figure S8A). The peaks with an 
increasing intensity gradient appeared to be mostly low intensity peptides, expressed in all 
histological layers. 

 

 

Figure 5. Region-specific changes in response to ischemia-reperfusion. Principle component analysis 
of (A) mucosa regions and (B) submucosa regions. (C) H&E staining (I) and peptide images showing high-
fold change peptides in mucosa (II, III) and submucosa (IV). Legend continues on next page. 
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Figure 5 legend continued. Corresponding graphs show intensity data for all patients (presented peptide 
images correspond to red line in the graph). All peptide images were generated from TOF-MSI data for the 
indicated m/z values ±0.2Da.. See also Figure S8 and Figure S9 for peptide images from all samples. 

 

PCA analysis of submucosa regions resulted in slightly different grouping of samples compared 
to mucosa (Figure 5B). In total, 185 peptide signals were found to be significantly changed 
between IR conditions and all showed a decreasing intensity gradient. Looking at peptides 
exhibiting a high fold change, only a few showed specific localization in the submucosa layer 
(Figure 5C-IV, all tissues in Figure S9A, B). Images of high intensity peptides better represented 
submucosa-specific peptide changes (Figure S9C, D). 

 

Protein identification of relevant peptides obtained from MALDI-TOF MSI analysis 

In order to link the MALDI-TOF MSI data (R=15,000 at m/z 1000) of peptides to the LC-MS/MS 
protein identifications, we used MALDI-FTICR MSI measurements (R=200,000 at m/z 1000) as an 
intermediate step to obtain more accurate mass descriptions of the peptides of interest. With 
regard to the mucosa, 75 out of 154 significantly changing m/z values from TOF-MSI could be 
matched to one or more peaks in the high mass resolution FTICR data. Matching these accurate 
m/z values to the LC-MS/MS (phospho)proteome data enabled annotation of ten proteins. 
Performing the same analysis for the submucosa data resulted in 96 matched FTICR m/z values 
and in the annotation of 11 proteins. None of the annotations were based on matched 
phosphopeptides. We next highlight a selection of proteins of interest, showing layer-specific 
localization (peptide images can be found in Figure S10). 

Remarkably, among annotated proteins significantly changing in the mucosa, three proteins 
(ELAV1, SNRNP70, HNRNPC) were associated with mRNA splicing and processing. Peptides signals 
belonging to these proteins were mucosa-specific and had highest intensity in the control sample 
which decreased during IR sequence (Figure 6-II, Figure S10A-C). Images of complement C5 
showed localization specifically in the mucosa layer. The decreasing intensity during IR was 
accompanied by a distribution shift towards the villus tips (Figure 6-III) and expression in villus 
debris in reperfusion samples (Figure S10D). Interestingly, for complement C7 a decreasing 
intensity (P<0.01) in submucosa was accompanied with an increase in mucosa layer (P=0.02). 
Peptide images confirm this distribution shift (Figure 6-IV, Figure S10E). Collagen-alpha-2(I) chain, 
a structural constituent of the extracellular matrix, exhibited a significant downregulation in the 
submucosa (Figure 6-V, Figure S10F). 
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Imaging MS and quantitative MS-based proteomics are complementary methods  

When comparing imaging MS with LC-MS/MS proteomics results, only two (Nup50, complement 
C5) of the 22 annotated proteins overlapped with the list of significantly changed proteins based 
on LC-MS/MS analysis. Nevertheless, the proteins found to be changed in MSI experiments were 
involved in processes that were over-represented among differentially expressed proteins in LC-
MS/MS analysis. Figure 7 summarizes and connects the most important results of this study.  

 

 

Figure 6.  A selection of annotated proteins using MALDI-TOF MSI in combination with FTICR and 
LC-MS/MS. H&E staining (I) and peptide images from one patient are shown for indicated m/z values, 
which were annotated as ELAV-like protein (II), complement C5 (III), complement C7 (IV) and collagen 
alpha2(I)chain (V). Legend continues on next page. 
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Figure 6 legend continued. Graphs show intensities for all patients in mucosa (left) and/or submucosa 
(right) in case the m/z was differentially expressed in the respective layer. Intensities corresponding to the 
presented peptide images are shown in red. All peptide images were generated from TOF-MSI data for the 
indicated m/z values ±0.2Da. See also Figure S10 for peptide images from all patient samples. 

  

Overrepresented processes in the changing proteome (blue), phosphoproteome (red), or both 
(blue-red) are highlighted, and images of significantly changed peptides and corresponding 
annotated proteins are shown with arrows pointing towards the corresponding process (red, 
mucosa; blue, submucosa). The overview shows that the applied methods complement each other; 
insight into the different regulated processes in the global (phospho)proteome is accompanied 
by partially overlapping spatial information provided by MSI. 

 

 
Figure 7.  Summary of MS-based proteome and phosphoproteome functional analysis and imaging 
MS data showing that these methods complement as well as support each other. Overview 
summarizing regulated processes during IR based on the dynamic proteome (blue) and phosphoproteome 
(red) or both (blue-red). Processes that were shown to be significantly enriched are indicated in bold. 
Peptide images show significantly changing peptides, specifically located in mucosa (red arrow) or 
submucosa (blue arrow). The annotated proteins were related to indicated processes (arrow) Overview 
image was adjusted from ReacFoam format (Reactome.org). C5, complement 5; C7, complement 7; 
SNRNP70, small nuclear ribonucleoprotein U1 subunit 70; HNRNPC, heterogeneous nuclear 
ribonucleoprotein C; ELAV1, ELAV like protein 1; COL1A1, collagen 1 alpha2 (I) chain.
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Discussion 

Here, we present a comprehensive study of the proteome and phosphoproteome in combination 
with MALDI MSI to unravel protein alterations during IR of the human intestine. LC-MS/MS-based 
(phospho)proteomics resulted in the identification and quantification of thousands of proteins 
and phosphosites, and enabled thorough functional enrichment and interaction network analyses. 
We showed that proteins related to intestinal absorption, microvillus structure and cell junction 
decreased in abundance after IR, whereas proteins involved in innate immunity were increased in 
abundance. Phosphoproteome analysis revealed regulation of RNA splicing events and 
cytoskeletal/cell junction organization, and suggested MAPK and CDK families to be active kinases 
during IR. In addition, MALDI MSI enabled identification of mucosa-specific protein changes as 
well as alterations in protein distribution, for instance a shift in localization of complement C5 
during the course of IR. 

 

Functional interpretation of the dynamic proteome in intestinal IR 

Functional enrichment analysis of the dynamic proteome during IR revealed that proteins showing 
a decrease in abundance during reperfusion were overrepresented for GO terms related to 
microvilllus/cell junction/cytoskeleton. Proteins showing an increase during reperfusion were 
related to the innate immune response. Functional interpretation of the changing proteome will 
be discussed per cluster.  

The downregulation of various translation initiation factors (EIF2S2, EIF4EBP1, EIF5B) suggests that 
protein translation is inhibited in the early reperfusion phase. Inhibition of translation initiation is 
one of the cytoprotective mechanisms of the unfolded protein response (19), which is induced in 
response to proteotoxic stress in the ER, and known to play an important role in IR injury (8). 
Interestingly, we observed a decrease in abundance of HspA4, a member of the Hsp70 family, 
which act as chaperones and is known to be induced in response to proteotoxic stress and protect 
cells from its harmful effects (20). We speculate that acute IR-induced/oxidative stress depleted 
Hsp70 protein at 30R, which was rapidly recovered by IR stress-induced transcription of Hsp70s 
(21). Another stress-response related protein showing decreased abundance was Nup50, which 
has a direct role in nuclear transport and is known to be sensitive to different stressors including 
oxidative stress (22). A reduction in TNIK, which acts as a critical activator of Wnt targets (23), 
suggests that this kinase may play a role in inhibition of proliferation during IR-induced cellular 
stress. 

The decreased abundance of proteins involved in intestinal digestion/absorption and related to 
microvillus and cell junction organization likely reflects the loss of villus tips as a consequence of 
reperfusion injury. This group of proteins included many structural proteins of intestinal microvilli, 
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but also brush border enzymes and transporters for nutrient absorption. Previous work described 
how IR-induced destruction of the intestinal epithelium led to contraction of the epithelial sheets 
and shedding of the damaged villus tips which resulted in reduced length of the villi (6). 
Reorganization of the actin cytoskeleton and accumulation of F-actin at the basal side of 
enterocytes enabled this protective mechanism. The actin cytoskeleton is tightly anchored to the 
lateral membranes by cell-cell junction complexes. This interaction between the cytoskeleton and 
cell junction is crucial for the integrity of epithelial barrier and changes in organization of either 
one affects the other and may contribute to gut barrier disruption (24), which is known to occur 
in inflamed and injured intestine (25) and cardiac IR (26). A decreased abundance of cytosolic 
IFABP protein in the villus is a well-known consequence of intestinal IR (5). The loss of enterocyte 
membrane integrity results in the release of IFABP into the circulation and has been shown to be 
a useful serological biomarker for intestinal IR injury (27-29).  

Functional analysis of the cluster of proteins exhibiting increased expression during reperfusion 
(cluster 3), strongly indicates activation of the innate immune response upon reperfusion of the 
ischemically damaged intestine, and points in particular to a crucial role of the complement 
system, as also demonstrated by the presented network of interconnected proteins in this cluster. 
Activation of the complement system has been well-documented in animal models of intestinal 
IR (30-33). In addition, complement activation after IR in human intestine has been previously 
reported (7). In that study, high amounts of complement activation product C3c were detected in 
the luminal debris of shed enterocytes but not in mucosal tissue, whereas native C3 was present 
in the tissue (7). Interestingly, our MSI data show that C5 expression shifted towards the villus tips 
and that C5 was almost absent in the mucosal tissue itself during reperfusion. The decrease of 
complement C5 in the mucosa layer seems contradictory to the quantitative proteomics data, 
showing an overall increase in complement proteins. This discrepancy may be explained by 
homogenization of whole tissue, including the luminal debris that may contains complement 
proteins, for proteomics analysis. Images of C7, on the other hand, showed increasing abundance 
in the mucosa layer together with a decrease in submucosal expression. It should be noted that 
we cannot verdict on actual complement activation, as our proteomics analysis could not 
distinguish the native and active forms of complement factors. Our findings shed new light on the 
importance of the complement system in IR of human intestine and could give rise to further 
studies investigating activation of complement and its role in human intestinal IR. To date, the 
potentially protective effects of complement inhibition during intestinal IR have been investigated 
in animal models only (31-33). Moreover, these data underline the strength of combining LC-
MS/MS data giving robust and reliable quantitative data and MS images exposing changes in 
protein localization. An alternative spatial proteomics approach that could be very useful to 
identify and quantify peptides in a specific tissue area, is laser capture microdissection of the area 
of interest followed by LC-MS/MS analysis (34, 35). 
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Furthermore, both LC-MS/MS and MSI approaches point to changing ECM organization during 
IR, which is in accordance with previous proteomics analysis of hypoxia-reoxygenation in a human 
intestinal organoid model (36). Interestingly, network analysis indicated interconnection of 
proteins directly related to innate immunity and ECM proteins. Unbalanced ECM remodeling, and 
associated altered expression of ECM proteins, are a well-known feature in inflammatory bowel 
disease (IBD) (37). Immune activation and inflammation are known to induce both the degradation 
and synthesis of the ECM. The interplay between inflammation and the ECM is a dynamic process, 
in which ECM alterations can also actively promote inflammation and contribute to disease 
progression in IBD (38). The observed alterations in expression of ECM proteins, both 
quantitatively and in peptide images, may reflect remodeling of the ECM as a result of IR-induced 
inflammation. 

The small cluster of proteins that gradually increased during IR (cluster 4) contained proteins 
involved in a variety of processes. Cytoglobin, which has an important role in oxygen transport, 
was significantly increasing during IR, and has been shown to be protective against IR injury in 
other organs (39, 40). Interestingly, the increase in caspase-1 protein may point to promotion of 
pyroptosis, a pro-inflammatory form of programmed cell death, which is initiated by caspase-1, 
and has recently been shown to play a role in murine intestinal IR injury (41).  

 

The dynamic phosphoproteome 

Protein phosphorylation and its regulation by kinases and phosphatases play a key role in the 
regulation of cellular functions, and changes in phosphorylation can be a cause as well as a 
consequence of a variety of diseases (42). By analyzing our data with a combination of 
phosphosite- and protein centric approaches, we identified dynamic protein phosphorylation 
events that regulate specific biological processes, and hence are expected to play an important 
role in the cellular response to IR. 

Hierarchical clustering accompanied with motif analysis per cluster revealed the dynamic nature 
of protein phosphorylation during IR. The majority of phosphosites are proline directed, which 
suggests that they are potential targets of a variety of kinases, from CDKs to MAP kinases (43, 44). 
In the case of IR, it is very likely that many of the regulated phosphosites are targets of MAP 
kinases such as JNK and p38, which are activated by cellular stress and thus their targets are 
expected to locate to clusters showing upregulation after IR (cluster 1, 3, 4, 5). Indeed, 
phosphosites of STMN1 (S25, S38), ATF2 (T69, T71) and CTTN (S405, S418), which are proposed 
targets of either JNK or p38, locate to clusters 3 and 4, which contain phosphosites that appear 
upregulated during reperfusion. Proline-directed phosphosites could also be targets of MAP 
kinases related to growth and survival, like ERK1/ERK2. We found that phosphorylation of ERK2 
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on T185 and Y187, which are indicative of kinase activation (45), were located in cluster 4, which 
suggests that ERK2 is highly active shortly after reperfusion. Cluster 5, which exhibits upregulated 
phosphosites at 45I, is predominantly comprised of non-proline directed phosphosites, which 
suggests that other kinases than MAPK are likely to be active during ischemia. Overall, the 
differences in dynamics and motif composition amongst clusters suggests that protein 
phosphorylation response to IR is complex and comprises different effector kinases acting at 
different stages. 

 

Phosphorylation dynamics and its relation with signaling pathways 

We further examined which kinases may be responsible for the protein phosphorylations, by 
analyzing how phosphosite dynamics relate to signatures of specific kinases or signaling 
pathways. As expected, we observed that most potential MAPK and CDK targets tend to decrease 
during ischemic conditions, followed by a drastic increase during reperfusion. However, when 
looking into specific phosphosites with known biological function, we highlighted some examples 
displaying interesting trends. One of these is the phosphorylation of ATF2, a transcription factor 
regulating cell growth and survival, on T69 and T71, which are known targets of MAP kinases in 
response to both cellular stress and growth factors (46). Both phosphosites showed increased 
intensity upon ischemia and peaked at 30R, which equals induction of ATF2 transcription activity 
(47-49). This is in line with previously reported increased ATF2 binding activity in renal IR (50). It 
is conceivable that stress responsive MAP kinases (JNK and/or p38) induce phosphorylation 
during ischemia, which is subsequently boosted by other MAP kinase activity (e.g. ERK1/ERK2) in 
response to growth factors upon reperfusion (51).   

In addition, we identified protein phosphorylation events known to regulate protein translation, 
namely S235 and S236 phosphorylation on RPS6, an important ribosomal protein that is regulated 
by kinases responsive to growth factors (52, 53). As these phosphosites on RPS6 promote 
assembly of the preinitiation complex (54), our data indicate translation seemed to be inhibited 
during ischemia and resumed upon reperfusion. The latter supports our findings in the proteome 
data, where proteins involved in translation appeared to decrease in abundance early in 
reperfusion and then recover after 120R.  

 

Functional interpretation of changes in the phosphoproteome 

Through GO enrichment analysis, we found that most of the phosphorylation-regulated proteins 
were involved in RNA splicing and cell junction/cytoskeleton organization. This is consistent with 
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a previous phosphoproteome study in a swine model for cardiac IR, reporting that the majority of 
phosphoprotein alterations were involved in RNA processing and cell junction (55). 

Pre-mRNA splicing is executed by the spliceosome. The phosphorylation state of splicing factors 
is crucial for correct regulation of their function and organization, and for the formation of the 
spliceosome complex (56). Splicing factors exhibited increasing as well as decreasing 
phosphorylation (cluster 1 and 5), suggesting that both phosphorylation and dephosphorylation 
events play a role in the regulation of RNA splicing, which has been shown previously (57). In 
addition to the role in constitutive splicing, phosphorylation acts as a major player in regulation 
of alternative splicing (58), a process that 95% of human genes undergo, and is considered an 
important mechanism in pathological cellular processes (59). Accumulating evidence indicates 
that pre-mRNA splicing plays an essential role in the adaptation to hypoxic stress (60-62). 
Hypoxia-induced alternative splicing, for example of VEGF, Bcl-x, BNIP3 and CAIX, changes gene 
expression patterns in order to enhance proliferation and survival (61). This may explain the 
ischemia-induced changes in phosphorylation of splicing-related proteins in our model. 
Furthermore, stress-activated MAP kinases such as JNK and p38, which are activated during IR, 
can indirectly modulate splicing by phosphorylation of selected splicing factors (63). In addition 
to the phosphorylation changes in splicing factors, MSI results showed a locally decreased 
mucosal intensity of peptides annotated as spliceosome component SNRNP70 and RNA binding 
proteins ELAV1 and HNRNPC which play a role in RNA splicing. This further supports regulation 
of splicing events during IR. 

A substantial part of phosphorylation-regulated proteins was related to cell junction and 
cytoskeletal organization. In contrast to the decrease in abundance of these proteins following 
reperfusion, changes in phosphorylation exhibited various temporal profiles, including 
phosphosites that were regulated immediately after ischemia. Regulation of cell junction proteins 
by phosphorylation plays an important role in the assembly and disassembly of adherence 
junctions (64). The latter are known to interact with the actin cytoskeleton of adjacent cells, 
suggesting that the dynamic phosphorylation of junctional and cytoskeletal proteins during IR 
likely affects its organization and integrity. Interestingly, we detected some specific phosphosites 
with a known function in the regulation of cytoskeleton organization, which showed an increase 
during reperfusion. Cortactin (CTTN) phosphorylation on S405 and S418 is associated with 
cytoskeleton reorganization (65, 66), and STMN1 phosphosites S16, S25 and S38 are linked to 
polymerization of the microtubule cytoskeleton (67). Together, these findings suggest that 
increased phosphorylation of junctional proteins upon reperfusion may be related to the 
reorganization of the cytoskeleton during IR of the human intestine (6). 
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MSI data interpretation and limitations 

The clustering of control and ischemia samples on the one hand and reperfusion samples on the 
other hand, was comparable for MSI and proteome data. However, the fact that for MSI the 
peptides in the lower mass range exhibited a decreasing gradient, and those in the higher mass 
range an increasing intensity gradient may suggest that enzymatic digestion efficiency was 
affected negatively by ischemia and an increasing reperfusion time. While these results have to 
be interpreted with care, we can speculate that IR-induced changes in endogenous proteolytic 
enzymes may affect digestion efficiency. This is supported by animal studies which have shown 
that during IR, pancreatic enzymes from the intestinal lumen leak into the intestinal wall, resulting 
in self-digestion(68, 69).  

Where LC-MS/MS proteomics is a well-established and robust technology, MSI methodologies 
are evolving rapidly. One of the existing challenges of tryptic peptide MSI is the identification of 
the corresponding proteins. Here, we assigned MSI-detected peptides to protein data from LC-
MS/MS analysis of the same tissue samples. A trade-off between speed, sensitivity and mass 
resolution made us decide to use MALDI-TOF MSI for the screening of the 36 tissue samples, and 
to perform additional MALDI-FTICR measurements only as an intermediate step to aid in the 
identification process because of their higher mass accuracy. When compared to phospho- and 
global proteomics, MSI identification results were sparse. There are several explanations for this. 
First, the number of peptide signals is relatively low in MSI analysis due to the mass resolution of 
the TOF system and the lack of an additional dimension of separation. This low mass resolution 
was also the major limiting factor for identification of the peptide signals since about 30% of the 
TOF peaks could be further resolved into at least two peptide signals in the FTICR spectrum. We 
therefore assume that the use of high-resolution MALDI MSI for all tissue sections would have 
significantly increased the number of identified (phospho)peptides, although it is more time 
consuming. Another factor that limits identification is the use of different ionization methods (ESI 
for LC-MS/MS versus MALDI in MSI), which inherently limits the overlap between the detected 
peptides. Despite these detrimental factors, the proteins annotated to significantly changing 
peptides with our MSI analysis were related to the same processes that were shown to be altered 
in our quantitative proteomics analysis, supporting the coherence between the different types of 
data used. For further studies, MSI- and/or morphology guided laser microdissection could be 
performed and analyzed by LC-MS/MS (34). 

 

Conclusion 

Altogether, we identified IR-induced alterations in abundance, phosphorylation and distribution 
of proteins, which expanded our understanding of the molecular events that occur during IR in 
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human intestine. In addition, the study highlights the strength of the complementary use of 
different MS-based methodologies. 

 

Methods 

Patients and experimental procedure 

Human intestinal tissues exposed to ischemia and reperfusion were obtained using a controlled 
in vivo experimental model. The study was approved by the Medical Ethical Committee of the 
Maastricht University Medical Center+ and written informed consent was obtained from all 
patients. Nine patients (Sex 3M:6F; median age 66 years, range 43–84 years) undergoing 
pancreatoduodenectomy were included in the study. The experimental procedure was performed 
as described previously(5). In short, a 6–cm jejunal segment, which is routinely resected as part of 
the surgical procedure, was isolated and subjected to ischemia by placing vascular clamps across 
the mesentery. After 45 min, one third of the ischemic segment was resected (45I). Next, clamps 
were removed to start reperfusion. Another segment of isolated jejunum was removed after 30 
min (30R) and 120 min of reperfusion (120R). Finally, a jejunal segment which was not exposed to 
IR, but underwent similar surgical handling, was resected (Control - Ctrl). Jejunal tissue samples 
were immediately snap-frozen and stored at -80 °C.  

LC-MS/MS analysis  

Cell lysis and protein digestion 

Tissue samples were treated with sodium deoxycholate (SDC) 1% to induce cell lysis. The buffer 
also contained 10 mM tris(2-carboxyethyl)-phosphinehydrochloride (TCEP), 40 mM 
chloroacetamide, 100 mM TRIS pH 8.0, further supplemented with protease inhibitor (cOmplete 
mini EDTA-free; Roche, Basel, Switzerland) and phosphatase inhibitor (PhosSTOP, Roche). Samples 
were sonicated with a Bioruptor Plus (Diagenode, Liège, Belgium) for 15 cycles of 30 seconds. 
Protein amount in each sample was quantified by a Bradford protein assay. Next, proteins were 
digested overnight at 37 °C with Lys-C (FUJIFILM Wako pure chemical corporation, Osaka, Japan) 
and Trypsin (Sigma-Aldrich, Zwijndrecht, The Netherlands), with enzyme to protein ratios of 1:75 
and 1:50, respectively. SDC was precipitated by addition of 2% formic acid (FA) and peptides were 
desalted using Sep Pak C18 cartridges (Waters Corporation, Milford, Massachusetts, USA), to 
subsequently be dried down and stored at -80 °C. 

Phosphopeptide enrichment 

Phosphopeptides were enriched by Ti(IV)-IMAC; 500 µg of beads were packed into microtip 
columns and washed with methanol and a loading buffer made of 80% acetonitrile (ACN) and 6% 
trifluoroacetic acid (TFA). 200 µg of peptides per sample were dissolved in loading buffer and 
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subsequently loaded into the columns. Peptides were washed with 50% ACN/ 0.5% TFA in 200 
mM NaCl, followed by a second wash with 50% ACN/ 0.1% TFA. Phosphopeptides were eluted 
with 10% ammonia and 80% ACN/ 2% FA directly into 10% FA. Samples were dried down and 
stored at -80 °C until LC-MS/MS analysis. A detailed description of this protocol was published 
elsewhere (70). 

Data acquisition by LC-MS/MS 

Samples were analyzed using a UHPLC 1290 system (Agilent, Santa Clara, California, USA) coupled 
to an Orbitrap Q Exactive HF (Thermo Fisher Scientific, Waltham, Massachusetts, USA). Nano flow 
rate (~300 nl/min) was achieved by passively splitting the flow using an external valve (71). 
Peptides were first trapped into a pre-column (inner diameter [ID] of 100 µm and 2 cm length; 
packed in-house with 3 µm C18 ReproSil particles [Dr. Maisch GmbH]) and eluted into an analytical 
column (ID of 75 µm and 50 cm length; packed in-house with 2.7 µm Poroshell EC-C18 particles 
[Agilent]). We used a two-system buffer consisting of solvent A (0.1% FA in water) and B (0.1% FA 
in 80% ACN). Peptides were trapped during 5 min at 5 µL/min flow-rate with solvent A, before 
switching to a nano flow of ~300 nL/min. For the measurement of the full proteome we used a 
155 min gradient from 10 to 36% of solvent B. On the other hand, for the phosphoproteome we 
used a 95 min gradient from 8 to 32% of solvent B. Both methods included a wash with 100% 
solvent B for 5 min followed by a column equilibration with 100% solvent A during the last 10 min. 

The mass spectrometer was operated in data dependent acquisition mode. For the proteome 
analysis, full scan MS was acquired from m/z 375-1600 with a 60,000 resolution at m/z 200. 
Accumulation target value was set to 3e6 ions with a maximum injection time of 20 ms. Up to 15 
of the most intense precursor ions were isolated (m/z 1.4 window) for fragmentation using high 
energy collision induced dissociation (HCD) with a normalized collision energy of 27. For MS2 
scans an accumulation target value of 1e5 ions, a maximum injection time of 50 ms and a dynamic 
exclusion time of 24 seconds were selected. Scans were acquired from m/z 200-2000 with a 30,000 
resolution at m/z 200. For the phosphoproteome the same settings were used with the exception 
of the dynamic exclusion window, which was set to 16 seconds. The electrospray voltage was set 
to 1.9 kV during the measurement of all samples. 

Data processing 

Raw files were processed with MaxQuant (version 1.6.17.0) using a false discovery rate (FDR) <0.01. 
The default settings were used, with the following exceptions: variable modifications, specifically 
methionine oxidation, protein N-term acetylation and serine, threonine and tyrosine 
phosphorylation were selected. Cysteine carbamidomethylation was selected as a fixed 
modification. Label free quantification was performed and we enabled the ‘match between runs’ 
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option with the default values. Database search was conducted against the human reviewed 
Swiss-Prot database (October, 2020). 

The results were uploaded to Perseus (version 1.6.0.2) for subsequent analysis. For the proteome 
only proteins identified by more than one unique peptide were considered, and for the 
phosphoproteome only phosphosites with a localization probability score >0.75 were kept for 
further analysis. Decoys and potential contaminants were removed. The intensities were log2 
transformed and normalized by median subtraction. Finally, all values were filtered to keep only 
those proteins (or phosphosites) that were detected in a minimum of 2 out of 3 replicates for at 
least one condition. Missing values were replaced using a normal distribution applying a 
downshift of 1.8 times the standard deviation of the dataset, and a width of 0.3 times the standard 
deviation.  

An ANOVA test (p <0.05) was used to keep only significantly changing proteins (or phosphosites) 
among the different conditions. Z-scored intensities were visualized using the Complex Heatmap 
package in R, applying a combination of k-means and hierarchical clustering. K-means clusters 
were set to 4 and 6, for proteome and phosphoproteome respectively. This number was chosen 
based on the gap statistic method, which estimates the optimal number of groups for a given 
dataset (72). Next, we used the Pearson correlation distance with average linkage for clustering. 
Gene ontology (GO) analysis was done using the STRING web tool (73); enriched GO terms were 
filtered in order to keep only those with p <0.01, fold enrichment (Log10[observed/expected]) >5 
and a minimum of 5 proteins per term. List of terms was further condensed by removal of 
redundant terms using Revigo web tool (74). 

Sequence logos for motif analysis were obtained implementing previously described algorithms 
in R (75). Briefly, each sequence logo displays over- and underrepresented residues in each 
position of the sequence window centered on the phosphorylated residue. Calculations are based 
on the frequency change between a foreground (phosphosites from each cluster) and a 
background (all detected phosphosites). For kinase enrichment analysis we used the online tool 
KEA2, to look for phosphosites previously linked to effector kinases (76). In addition, we applied 
post-translational modification-signature enrichment analysis (PTM-SEA), which looks for 
enrichment of phosphosite-specific ‘signatures’ related to specific kinases, signaling pathways or 
perturbations previously reported in literature (77). 

MALDI MSI analysis  

Tissue preparation for MALDI MSI analysis 

Fresh frozen tissues were sectioned at 10 µm thickness at -20 °C using a cryostat (Leica, Leica 
CM1860, Leica biosystems) and thaw-mounted onto clean indium tin oxide (ITO)-coated glass 
slides (Delta Technologies LTD, Loveland, USA). A within-subjects experimental design was 
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pursued, i.e. all four different tissue sections (Ctrl, 45I, 30R and 120R) from one patient were always 
mounted on the same ITO slide. Mounted tissue sections were dried in a vacuum desiccator for 
20 min, followed by three 2-min washes in 100% ethanol and then two 5-min washes in water. 
Fresh ethanol/water was used in every wash, and sections were not dried between steps. Antigen 
retrieval was performed in a 10 mM citric acid buffer (Sigma-Aldrich) (pH 6.0) for 20 min using the 
Antigen Retriever 2100 (Aptum Biologics, Rownhams, UK). Sections were allowed to cool down 
for 20 min, rinsed with water, and dried in a vacuum desiccator. Prior to trypsin digestion, 1 µL of 
1 mg/mL cytochrome C (from equine heart, Sigma-Aldrich) was applied on the slide, away from 
the tissue, to evaluate digestion efficacy. Water-dissolved porcine trypsin (20 µg/mL) was sprayed 
onto the tissue samples using a SunCollect pneumatic sprayer device (Sunchrom GmbH, 
Friedrichsdorf, Germany) in 15 layers (flowrate: 10 µL/min, speed: 900 mm/min, track spacing: 1 
mm, spray head distance: 25 mm). Afterwards, samples were incubated at 37 °C for 17 h in an 
airtight box containing 50% methanol. Finally, slides were coated with 5 mg/mL α-cyano-4-
hydroxycinnamic acid (Sigma-Aldrich) in 50% acetonitrile and 0.2% trifluoroacetic acid using the 
SunCollect sprayer device. The matrix was applied in a series of 7 layers with increasing flowrate 
starting at 10 µL/min followed by 20, 30 and 40 µL/min for all subsequent layers (speed: 1390 
mm/min, track spacing: 2 mm, spray head distance: 25 mm). Prior to matrix application, slides 
were scanned (Super Coolscan 5000 ED, Nikon) to obtain high-quality optical images. 

MALDI MSI data acquisition 

High-speed MALDI-TOF MSI analysis was performed on a RapifleX MALDI Tissuetyper (Bruker 
Daltonics GmbH, Bremen, Germany) equipped with a 10 kHz Nd:YAG (355 nm) laser. The 
instrument was operated in positive ionization reflectron mode, and peptide spectra were 
acquired in a mass range m/z 620–3000 with a spatial raster with of 50 µm and 500 averaged laser 
shots per pixel. An experimental mass resolution of 15,000 was achieved at m/z 1000. High mass 
resolution MALDI-Fourier-transform ion cyclotron resonance (FTICR) MSI experiments were 
performed with a Solarix 9.4 Tesla (Bruker Daltonics), achieving an experimental mass resolution 
of 200,000 at m/z 1000. MSI data were acquired within a mass range of m/z 800–3000 (1E6 data 
points) in positive ionization mode with a transient time of 2.94 sec. The spatial raster width was 
70 µm. At each pixel, 600 shots were accumulated with a laser frequency of 500 Hz. Data 
acquisition was controlled using ftmsControl and FlexImaging 4.1 (Bruker Daltonics). All MSI 
measurements were preceded by an instrument calibration using Red phosphorus. MALDI-TOF 
analysis was performed on 36 tissue samples from 9 patients. MALDI-FTICR MSI measurements 
were performed on selected samples (4 conditions from 1 patient) to improve identification of the 
proteins behind the relevant peptides obtained from TOF analysis. 
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Histological staining and tissue annotation 

After MSI analysis, the matrix was removed by submersion in 70% ethanol and tissues were stained 
with hematoxylin and eosin (H&E). Optical images of H&E-stained tissues were obtained with a 
MIRAX desk scanner (Sysmex, Etten-Leur, The Netherlands). The MSI images were co-registered 
with the corresponding histological images in the FlexImaging software (v5.0, Bruker Daltonics), 
which allows the annotation of the histological regions of interest: mucosa, submucosa, and 
muscle layer.  

MSI data pre-processing 

MALDI-TOF MSI data were recalibrated using FlexAnalysis v3.4 (Bruker Daltonics). Cubic-enhanced 
calibration function was performed with a 500 ppm peak assignment tolerance and using m/z 
868.5, 1138.6, 1562.8, 2115.2, 2567.3 and 2869.3 as calibrants. A total of 36 (9 patients with 4 
conditions each) MALDI-TOF MSI data sets were imported into SCiLS 2019c (Bruker Daltonics) 
where mass spectra were normalized to their total ion count. Peak picking was performed on the 
overall mean spectrum in mMass (78) using the following settings: 35 precision baseline 
correction, deisotoping with an isotope mass tolerance of m/z 0.1 and isotope intensity tolerance 
of 50%), and  a signal to noise (S/N) ratio of 7. The peak list was then imported back into SCiLS to 
create a data matrix containing for every annotated region and sample the maximum intensity in 
each peak interval (m/z ±0.2). 

The average spectra of the MALDI-FTICR MSI datasets were recalibrated in mMass with linear 
correction using the tryptic peptides of histone H2A (m/z 944.5312; pos. 22-30 “AGLQFPVGR”) 
and histone H4 (m/z 1325.7535; pos. 25-36 “DNIQGITKPAIR”) and known trypsin autolysis 
products at m/z 842.5094 (pos. 108-115 “VATVSLPR”) and m/z 1045.5637 (pos. 98-107 
“LSSPATLNSR”). Peak picking on those recalibrated spectra was performed in MATLAB R2018 
(Mathworks, Natick, Massachusetts, USA) using the following settings: TopHat filter (window: 30 
dp) for baseline correction, Gaussian smoothing (window: 20 dp), a minimum intensity for peak 
picking of 500, deisotoping with an isotope mass tolerance of 0.02 m/z and isotope intensity 
tolerance of 50%.  

Statistical analysis MALDI-TOF MSI data 

An outlier detection was performed based on a cytochrome C spot applied onto every slide prior 
to trypsin digestion. For this, peak picking was limited to known peptides of cytochrome C, which 
resulted in the consideration of four signals (HKTGPNLHGLFGR, m/z 1433.77; HKTGPNLHGLFGRK, 
m/z 1561.87; TGPNLHGLFGRK, m/z 1296.72; TGPNLHGLFGR, m/z 1168.62). Using these 4 features, 
Principal Component Analysis (PCA) was performed on the average intensity in the cytochrome C 
spot from each slide (N=9) in SCiLS. Any measurement outside the 95% confidence ellipse in the 
PC1-PC2 score plot was considered an outlier.  
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The data matrix from the included patients was exported for statistical analysis in R (v3.5.1). 
Trypsin-related peaks were determined by Pearson correlation > 0.9 to the m/z 842.5, and 
excluded from analysis (removal of 6 peaks). Statistically significant differences in peak intensities 
between the conditions (Ctrl, 45I, 30R, 120R) were tested for each histological layer separately 
(mucosa, submucosa, muscle). The intensities for every peak were compared using a repeated-
measurements ANOVA. P-values were corrected for multiple-testing by Benjamini-Hochberg and 
p-values <0.01 were considered statistically significant. As several tissue sections lacked the 
muscle layer, statistical analysis could not be performed for the muscle layer. 

Protein identification strategy 

MALDI-FTICR MSI experiments were performed on selected samples to obtain high mass-
resolution data of tryptic peptides, which was used to identify the proteins behind the significantly 
changed peptides from MALDI-TOF MSI statistics. These significantly changed m/z values were 
matched with a tolerance of ±80 ppm to the peaks in the MALDI-FTICR MSI measurements. Next, 
these accurate peptide masses were matched with the masses of the (phospho)peptides detected 
using LC-MS/MS and corresponding identified protein with a tolerance of ±6 ppm. As there is no 
alkylation and reduction step in the MSI workflow, the peptide masses of the LC-MS/MS were 
adapted by subtracting the mass shift (m/z 57.02146) caused by the formation of S-
carboxyamidomethylcysteine for every cysteine in the peptide.  

The matching and identification process was performed using four FTICR MSI data sets (data was 
obtained from one patient across all four conditions). The annotation of a protein was accepted 
if mass matching from TOF to FTICR (with ±80 ppm tolerance) and FTICR to LC-MS/MS (with ±5 
ppm tolerance) resulted in one matching protein ID and this in at least three out of the four FTICR 
data sets. In cases where two FTICR peaks were detected in the analogous mass range in the TOF 
spectrum, the most intense FTICR peak (>10 fold higher) within this window was selected for mass 
matching with the LC-MS/MS data. 

Data availability 

The mass spectrometry proteomics and phosphoproteomics datasets have been deposited to the 
ProteomeXchange Consortium via the PRIDE (79) partner repository with the data set identifier 
PDX026076.  
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Supplementary material 

 

 

Figure S1. Correlation plots between all samples for proteome (A) and phosphoproteome (B). Good 
correlation between biological replicates, except for 30R-p1, which was therefore excluded from analysis. 
Patient p1, p3 and p5 correspond to patient numbers in MSI data. Intensity scale indicates the correlation 
coefficient. 

 

Figure S2. Hierarchical clustering of the complete proteome. Heatmap visualizes Z-scored intensities, 
and was generated using a combination of k-means and hierarchical clustering (Complex Heatmap package 
in R). Two main clusters are Ctrl and 45I samples on the one hand and 30R and 120R on the other hand.  
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Figure S3. Protein interaction network. Network is generated using STRING. Color of the circle 
indicates the temporal profile (cluster) of the protein. Blue line, cluster 1; Blue fill, cluster 2; Red fill, cluster 
3, Red line, cluster 4. Color cubes below each protein indicates Z-score intensity in Ctrl, 45I, 30R and 120 R 
respectively. This network shows interactions between proteins located in all clusters, with a majority in 
cluster 1 and 4.  
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Figure S4. Global overview of the phosphoproteome. (A) Pie chart showing the proportion of 
phosphoserines, phosphothreonines and phosphotyrosines detected. (B) Concentric circles with 
proportional size corresponding to the number of phosphosites above the given localization probability 
scores. (C) Kinase enrichment analysis using KEA2 tool, showing a kinase network highlighting those with 
targets overrepresented in the whole phosphoproteome and (D) in the dynamic phosphoproteome 
(ANOVA, p<0.05). (E) Post-translational modification- signature enrichment (PTM-SEA) analysis. Heat map 
shows normalized enrichment scores of phosphorylation signatures detected in the whole dataset. Arterisks 
indicate enriched or depleted signatures enriched in the given sample (FDR<0.01).  
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Figure S5. Sequence motif logos for dynamic phosphosites overall and per cluster. Motifs for all 
phosphosites is shown per cluster on the left; separate motifs for proline and non-proline directed 
phosphosites are shown in the middle and to the right respectively. The number of phosphosites from which 
the motif logo was obtained, is indicated below the logo. 
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Figure S6. Principle component analysis of the average cytochrome C mass spectrum. Every dot 
represents the cytochrome C mass spectrum from one slide, and is thus used as a measure for digestion 
efficiency of the data sets from one patient. Respective patient numbers are indicated (p1 – p9). The ellipse 
indicates the 95% confidence interval, and any measurement outside the ellipse is considered an outlier.
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Figure S7. Annotation of histological regions in all samples analyzed with MALDI-TOF MSI. (A) 
Mucosa regions (B) Submucosa Regions (C) Muscle regions.  
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Figure S8. Individual peptide images showing examples of significantly changed m/z in mucosa layer with 
a high fold change (all examples in top 10 highest fold change) (A, B). Figure continues on next page 
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Figure S8 continued. (C, D) Individual peptide images showing examples of significantly changed m/z in 
mucosa layer with a high fold change (all in top 10 highest fold change), and also among top 10 highest 
intensity m/z values.
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Figure S9. Individual peptide images showing examples of significantly changed m/z in submucosa layer 
with a high fold change (A, B); in top 10 highest fold change. Figure continues on next page
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Figure S9 continued. (C, D) Individual peptide images showing examples of significantly changed m/z in 
submucosa layer with a high abundance (top 3 highest intensity in Ctrl sample among samples with a fold 
change >2). 
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Figure S10. Individual peptide images for a selection of annotated proteins using MALDI-TOF 
combined with FTICR and LC-MS/MS.  Proteins related to RNA splicing and processing are located in the 
mucosa layer (A) ELAV like protein 1 (ELAV1), (B) small nuclear ribonucleoprotein U1 subunit 70 (SNRNP70), 
(C) heterogeneous nuclear ribonucleoprotein C (HNRNPC). Figure continues on next page 
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Figure S10 continued. (D, E) Complement factors C5 and C7 located in mucosa and submucosa layer, and 
(F) collagen 1 alpha2 (I) chain (COL1A2) located in the submucosa layer. 
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Protein phosphorylation is the most studied PTM, known to influence almost every cellular process 
studied up to date. MS-based technologies enabled the mapping of hundreds of thousands of 
phosphorylation sites, of which only a very small proportion have a known function and a defined 
upstream kinase (≈2%) (1). Gaining insight into the functionality of this ‘dark phosphoproteome’ 
(as coined by Needham and colleagues) is a major challenge for the scientific community (1). Here, 
I argue that even though MS prompted an explosion in the mapping of phosphosites, a change 
in strategy is needed to transform all the information gathered so far into mechanistic insight on 
how phosphorylation regulates biological processes. First, I will address the upside of combining 
shotgun and targeted MS approaches for the study of phosphoproteomes, and how this can 
greatly benefit data acquisition and interpretation. Next, I will highlight the need to migrate to 
experimental models that are ‘single-cell-type’, and the relevance of studying protein 
phosphorylation throughout time. Moreover, I will address the importance of assessing protein 
phosphorylation at the subcellular level and the efforts currently being made to tackle this 
challenging hurdle. In addition, I will focus on the importance of considering the structural 
features of phosphorylated regions, and how this is a useful guide when assessing the potential 
functionality of phosphorylation sites. Finally, I propose that MS specialists in the field of 
phosphoproteomics should unite forces with experts in other areas, yielding the multi-disciplinary 
approach needed to advance the frontiers of knowledge in the study of protein phosphorylation.  

 

The best of both worlds: combining shotgun and targeted proteomics to study protein 
phosphorylation 

Shotgun proteomics has established itself as a widely used technique in the field of cellular and 
molecular biology (2). When it comes to its application in the study of protein phosphorylation, it 
has shown unparalleled ability for global identification of phosphosites. The latter comes 
accompanied by drawbacks, such as the prevalence of missing values due to the stochastic nature 
of precursor ion selection methods, and the intrinsically transient nature of protein 
phosphorylation. These features combined hamper robust analyte quantification across samples. 
Here, targeted proteomics proves to be a great alternative to study specific phosphorylation sites 
with enhanced sensitivity and reproducibility. First, by using heavy labeled standards we add 
another layer of confidence to the measurements, aiding in the interpretation of missing values 
and improving analyte quantification. Furthermore, targeting specific phosphosites with a known 
biological function greatly improves the extraction of biological insight from the data. An example 
of this approach was chapter II, in which we developed a targeted proteomics assay to measure 
phosphorylation sites from the MAPK-AKT-mTOR pathway. With a very simple starvation 
experiment, we showed that our assay is able detect upregulation of AKT signaling in response to 
amino acid or glucose starvation. The latter shows how phosphosites with known functionality can 
be used as proxies to assess activation of specific signaling pathways.  
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Next, we combined targeted and shotgun phosphoproteomics, which provided us with another 
layer of information that improved data interpretation. In chapter IV, we confirmed the switch-
like nature of CDK1 derived phosphorylation at mitotic onset. We achieved this by measuring 
some of the phosphosites detected with shotgun proteomics by PRM, which provided greater 
reproducibility and it allowed us to measure at a higher time-resolution. In chapter III, we used 
SRM to determine the phosphorylation state of the MAPK-AKT-mTOR pathway, and to assess the 
kinome activation state across cell lines that lacked either ERK1 or ERK2. The latter showed that 
ERK2 depletion leads to activation of several kinases as a compensatory response, and partially 
explained the phosphorylation signature observed in the shotgun proteomics data. Overall, both 
of these chapters show that these acquisition methods complement each other, and using them 
in parallel has the potential to circumvent some of the limitations observed when using shotgun 
phosphoproteomics alone. This strategy has already been implemented by others, for example, 
the Villen lab used shotgun phosphoproteomics to study downstream effectors of mTORC2. 
Depletion of the regulating subunit RICTOR, revealed changes in the phosphoproteome that 
could be linked to downregulation of AKT signaling, which was assessed by PRM measurement of 
relevant phosphosites (3). Similarly, a colleague in our lab used shotgun phosphoproteomics to 
study the cellular response to stimulation of glutamate receptors, followed by SRM measurements 
that could pinpoint ERK2, PKCa and CAMKIIA as the potential effectors of upregulated 
phosphorylation (4). The previous examples show the benefits of combining these acquisition 
methods; shotgun proteomics allows global evaluation of the phosphoproteome, while targeted 
measurements aid in the further confirmation and interpretation of the results.  

 

Capturing real phosphorylation dynamics 

The rise of single cell technologies for the study of transcriptomes has produced a vast amount 
of data, displaying the relevance of cell heterogeneity and the need to perform single cell 
measurements to better understand cellular processes (5, 6). The field of proteomics has lagged 
behind this technological surge, partially because MS-based techniques do not make use of an 
amplification step, as sequencing techniques of nucleic acids do (7). This has led to a sensitivity 
hurdle, which is currently being tackled mainly by improvements in the sample preparation 
workflow (8, 9), but also by enhancing the data acquisition methods (10-12). Some of these 
improvements enabled the measurement of the first proteomes originating from very small 
groups of cells, and even from single cells (13). These efforts have allowed mapping of changes in 
protein expression throughout the cell cycle (10, 14) and during monocyte differentiation (15) at 
a single cell level.  

Despite these advances, the measurement of protein phosphorylation on this type of samples 
remains elusive, mainly due to the relatively low stoichiometry of this PTM. This is likely to be 
circumvented in the near future, when specialized phosphopeptide enrichment techniques are 
incorporated into the sample preparation workflow of specimens that yield low protein amounts 
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(e.g. single somatic cell). An important hurdle remaining is the manipulation of single cells (7). The 
latter is still challenging, requiring the use of fluorescence activated cell-sorting (FACS) or laser 
capture micro-dissection for cell isolation (10, 16, 17). These not only require direct manipulation 
of the cells which might introduce artifacts, but entail handling time during which one might miss 
the real phosphorylation dynamics. Single cell sorters and specialized liquid handling equipment 
that enable to perform experiments on multi-well plates are needed to address these issues.  

For the previous reasons, we decided to use an experimental model that got us as close as possible 
to the measurement of real phosphorylation dynamics on single cells in vivo. In chapter IV we 
made use of the Xenopus laevis eggs, which yield a protein amount (~ 20 µg) compatible with 
our current sample preparation workflows for phosphoproteomics (18). In vitro fertilization of 
these eggs leads to embryonic cell divisions, which are highly synchronous, allowing us to capture 
phosphorylation waves as the embryo divided. Others have used similar models, in which cell 
synchronization is easily achieved, especially in the case of gamete activation (19-21). Still, 
according to our knowledge, our report is the first to use a single specimen (e.g. one egg or 
embryo) as sample, and not a population of specimens. This way, we managed to circumvent 
issues linked to the use of populations of cells, where the averaged behavior of the population 
translates into a distorted version of the real single cell dynamics (22). The latter causes 
phosphorylation events that are switch-like, to be detected as gradual increments, due to the 
differences in timing amongst the population of cells (Figure 1). Moreover, by previously knowing 
the timescale of the events we were interested in studying (fertilization and cell divisions), we 
could acquire samples at relevant time points, which allowed us to capture the real dynamic 
behavior of phosphosites. We think this type of experimental models provide a glimpse into what 
phosphorylation dynamics in single cells look like and should be exploited until technological 
improvements allow phosphoproteomics on single somatic cells. 

 

Figure 1. Averaged signal from a cell population can obscure real single cell dynamics. Unsynchronized 
pulses upon average give the appearance of damped oscillations (top). Variable delay from cell to cell in a 
population can be interpreted as a gradual increase, while the real dynamics are switch-like (bottom). 
Modified from Purvis & Lahav, 2013 (22). 
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The need for spatial resolution 

As we showed in chapter V, proteins show differential spatial distribution within a tissue. 
Furthermore, we know that proteins also compartmentalize differently inside the cell, mainly due 
to divisions mediated by phospholipid membranes or by formation of membrane-less organelles 
(see next section). If the majority of proteins are prone to this type of segregation, one can only 
speculate the same happens to kinases and phosphatases, delimiting their corresponding 
activities to certain sections of the cell. To explore this, the Olsen group recently applied a cell 
fractionation workflow followed by dynamic phosphoproteome profiling, which revealed protein 
phosphorylation signatures on different subcellular compartments. When applying their workflow 
to study osmotic stress, they observed relocation of large ribosomal subunit proteins from the 
cytosol to the nucleus, which also correlated with changes in their phosphorylation status (23).  

Despite finding interesting differences in the distribution of phosphorylation signals, the previous 
approach relies on large cell populations subjected to a fractionation protocol. On the other hand, 
an ideal approach would assess differences in protein phosphorylation at a subcellular level 
directly in single cells. For instance, the Mann group is currently developing an elegant pipeline 
termed Deep Visual Proteomics (24), combining high-end microscopy and AI-based image 
analysis, which enables identification and isolation of single cells from tissues that are 
subsequently subjected to ultrasensitive MS analysis (10). They managed to isolate nuclei from 
single cells and showed how microscopic differences correlated with quantitative changes in 
protein expression detected by MS (24). Even though the authors do not report analysis of protein 
phosphorylation, we envision that this type of pipelines will be improved in the future, by coupling 
phosphopeptide enrichment techniques that enable assessment of protein phosphorylation at a 
subcellular level on single somatic cells.   

Despite the promising potential of Deep Visual Proteomics, this type of workflow requires cutting-
edge instrumentation, from high-end microscopes to state-of-the-art mass spectrometers. Since 
the resources and expertise required to apply this pipeline are not widespread, other approaches 
that are simpler, yet equally resourceful should be exploited. For instance, the Nemes lab also 
adopted the Xenopus laevis embryo as an experimental model, on which they have applied in situ 
subcellular capillary microsampling, followed by one-pot extraction and digestion of proteins. 
Peptides are subsequently separated by capillary electrophoresis and measured by high-
resolution MS (25, 26). This microsampling technique permits to retrieve small samples (~5 ng) 
from specific locations within the cell, and can be done in a swiftly manner (<5 seconds). This 
makes it a promising sampling technique to assess phosphorylation dynamics on single cells at a 
subcellular level. For instance, it could be exploited to measure the dynamics of mitotic 
phosphorylation waves as they spread throughout the cell (27).  
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Protein phosphorylation, intrinsic disorder and phase separation  

Protein phosphorylation is biased towards intrinsically disordered regions (IDRs) of proteins, as 
reported in chapter IV and previously by others. (28, 29). IDRs are defined as those regions that 
do not acquire a defined three-dimensional, globular structure under physiological conditions 
(30-32). When using nuclear magnetic resonance (NMR) to study proteins in solution, IDRs are 
described as a dynamic ensemble of different conformational states, which prompts to think that 
these regions are highly flexible and mobile (33-35). Many speculate that this is the reason why 
IDRs are so heavily phosphorylated; mobile parts of the protein are more likely to be exposed to 
kinases, hence are more prone to undergo modification. Even though this statement is potentially 
accurate, this has also led scientists to think that many of these phosphorylations are spurious, 
caused by kinase promiscuity and not necessarily functional (36). The latter is supported by the 
fact that IDRs tend to be less conserved than structured regions.  

So, are phosphorylation sites in IDRs functional? Here I argue that many of them are. First, it is 
important to compare the conservation of phosphorylatable amino acids inside IDRs. Residues 
known to be phosphorylated show a lower evolution rate than those that have not been reported 
to be modified (37, 38). The latter suggests that phosphorylated residues are more than simple 
bystander victims to kinase promiscuity. Having said that, IDRs still have a higher evolutionary rate 
than structured regions. So why would functional phosphosites locate to these rapidly evolving 
disordered regions? To answer this, it is important to consider that phosphorylation can modulate 
protein function by different means. In the most classic of examples, addition of a phosphate 
group can have an allosteric effect, changing protein conformation. Such is the case for glycogen 
phosphorylase, a highly structured protein that upon phosphorylation undergoes a 
conformational change that causes substrate access to the previously buried catalytic site (39). 
This type of regulation is highly dependent on protein folding, meaning that mutation of the 
modified site would drastically hamper protein functionality.  

In contrast, protein phosphorylation is also able to modulate functionality by controlling bulk 
electrostatic interactions, which is usually dependent on the concerted regulation of multiple 
phosphorylation sites (40). An elegant example was presented by Strickfaden et al in 2007, in 
which they showed that CDKs regulate the binding of Ste5 (scaffolding protein of the MAPK 
pathway) to the plasma membrane. They nicely showed that binding of this protein to the 
membrane is abrogated after phosphorylation of eight residues in the disordered N-terminus of 
the protein (41). Phosphate groups introduce negative charges that disrupt the interactions 
between the lysine and arginine rich region and the negatively charged phospholipids in the 
membrane. Mutational analysis also demonstrated that binding depended on the number of 
phosphate groups, but not on the exact positions of the modified residues (41). The latter exhibits 
a type of protein regulation via phosphorylation drastically different from the one observed in 
glycogen phosphorylase, since it does not depend on one solely phosphorylation site, and does 
not involve allosteric regulation.  
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As mentioned before, phosphorylation sites are largely enriched in IDRs, with disordered stretches 
frequently presenting multisite phosphorylation. The latter poises IDRs to function as ‘electrostatic 
switches’, which could be regulated by kinase and phosphatase activities. This would explain why 
phosphorylation sites tend to always be present in certain IDRs throughout evolution, without 
being constrained to specific positions (‘conserved’). Furthermore, it would also explain why 
despite having poorly conserved primary structure, IDRs have preserved specific physicochemical 
features throughout evolution (42). For example, if the net charge of an IDR were to change 
drastically from one species to another, the effect of the phosphorylation sites could be different, 
leading to a loss or change in functionality.  

David Morgan’s Lab first showed this for CDK1 targets in yeast; the vast majority of phosphosites 
under regulation by CDK1 locate to IDRs, are poorly conserved, and most substrates exhibit 
multisite phosphorylation (43). Interestingly, in this report, the authors highlight that many of the 
substrates are involved in processes like nuclear transport and chromatin remodeling, which at 
that moment were not considered to be under cell cycle control. By now, we know that proteins 
related to these processes locate to nuclear pore complexes (NPCs), splicing speckles, nucleoli 
and Cajal bodies, all of which are found in the nuclei. These bodies disassemble during mitosis 
and are thought to form by means of biomolecule phase separation (PS) (44). This mechanism 
involves a variety of intra- and intermolecular interactions driving the formation of subcellular 
compartments, also known as membrane less organelles (MLOs). The interactions driving PS are 
varied, but unspecific interactions between IDRs, and especially electrostatic interactions, are 
considered key drivers in the formation of these compartments (45, 46). In chapter IV, we used a 
combination of techniques, showing that phosphorylation of IDRs is likely to regulate PS of CDK 
substrates, which we think is one of the mechanisms behind the rapid cellular reorganization 
between interphase and mitosis. For example, multisite phosphorylation of nucleoporins drives 
the dissolution of NPCs during mitosis (47, 48); very likely by disturbing the molecular interactions 
that held the IDRs of nucleoporins together during interphase (49-51). Similar switches are likely 
to locate in members of the nucleoli, splicing speckles and Cajal bodies, all of which are MLOs 
that form via PS and rapidly dissolve during mitosis (52-56).  

Here it is important to stress that during mitosis, PS can also induce the assembly of certain 
structures like the centromere, the perichromosomal layer and the mitotic spindle (57-60). Many 
of these compartments have proteins that are highly phosphorylated in mitosis, suggesting that 
phosphorylation can also induce PS of these proteins (61). Importantly, protein phosphorylation 
is unlikely to exclusively abolish or enhance PS, but rather adds a layer of control in a more 
nuanced way. For example, in chapter IV we suggest that CDK driven phosphorylation could be 
modulating Ki-67 partitioning between two competing modes of PS, the nucleoli during 
interphase and the perichromosomal layer during mitosis. A similar model has been described for 
RNA polymerase II, which upon phosphorylation of its C-terminal domain by regulatory CDKs, 
switches between two different phase-separated compartments, transcriptional condensates and 
splicing condensates (62).  
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This type of regulation is likely not to be constrained to CDKs. Since other kinases also present a 
strong bias towards IDRs, it is expected that many of them also regulate bulk electrostatic 
interactions that partly drive PS. This has been shown for DYRK3 which acts as a dissolvase of 
MLOs during mitosis (63), but also regulates stress granule assembly (64). Similar functions have 
been observed for MBK-2, the homologue of DYRK3 in C. elegans, which controls the disassembly 
of specialized RNP granules known as germline P-granules in early embryos (65). In contrast, 
mTORC1 kinase has been shown to phosphorylate members of P-granules at more advanced 
developmental stages promoting PS (66). The kinase DNA-PK has been shown to phosphorylate 
FUS disordered domain, disrupting PS, and more importantly, aberrant protein aggregation, which 
is known to have cytotoxic effects linked to amyotrophic lateral sclerosis (ALS) (67). Interestingly, 
TDP-43, which is another protein linked to ALS, has been shown to undergo reduced PS and 
protein aggregation when hyperphosphorylated (68), highlighting the potential therapeutic 
benefits derived from understanding the role of protein phosphorylation in PS. Finally, other 
cellular bodies suggested to form via PS like postsynaptic densities, tight junctions and signaling 
clusters have been shown to be under control of protein phosphorylation (69-71). Overall, this 
body of evidence strongly supports a model in which protein phosphorylation (and possibly other 
PTMs) (72), exerts spatiotemporal control over cellular processes by regulating protein-protein 
interactions responsible for PS. 

 

Final words 

The study of protein phosphorylation and its role in cellular biology needs a multi-disciplinary 
approach. Phosphoproteomics has already carved its niche, applying the powerful technology of 
MS to identify thousands of phosphorylation sites in a vast ocean of proteins spanning a wide 
array of different organisms. However, the ceaseless identification of newer phosphosites is 
proving to be insufficient to derive mechanistic biological insight explaining how this PTM 
regulates a myriad of diverse cellular processes. Hence, a change in strategy is necessary: first, it 
is of paramount importance to study protein phosphorylation dynamics on single-cell-type 
models. Next, in a not so distant future, we should obtain spatial resolution that enables to 
determine in which exact location of the cell are specific phosphorylation events taking place. In 
addition, MS specialists interested in protein phosphorylation should build bridges with cellular 
biologists, bioinformaticians, structural biologists and biophysicists, which can aid in the analysis 
and interpretation of phosphoproteomics data. The latter will boost the hypothesis-generating 
process, getting us closer to the actual mechanisms that describe how protein phosphorylation 
regulates almost every single domain of the cellular life 
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Summary 

 

The work presented in this thesis focuses on the study of protein phosphorylation in different 
experimental models, hence trying to answer different technical and/or biological questions. Still, 
all chapters share a common feature, and that is the study of changes in protein phosphorylation 
across time. This work shows that adding the temporal dimension to phosphoproteomics 
experiments greatly aids in data interpretation and extraction of biological insight. 

In chapter II, we used targeted phosphoproteomics to explore the phosphorylation dynamics of 
the MAPK-AKT-mTOR signaling pathway. Here we developed an SRM assay to measure functional 
phosphosites from this protein network, known to be a major player in determining cellular fate. 
Furthermore, by using an alternative protease for protein digestion we could access relevant 
phosphorylation sites that cannot be detected when applying tryptic digestion only.  In a proof of 
principle experiment, we provide evidence of temporal differences in phosphorylation events 
responsible for the activity of this signaling pathway. Next, we used the assay to explore the 
cellular response to starvation of glucose or amino acids. This revealed an increase in AKT derived 
signaling, which functions as a pro-survival mechanism when cells are deprived of these nutrients. 
We think this chapter nicely shows the upside of targeted phosphoproteomics, since this 
technique allows to measure predefined phosphorylation sites of interest with high sensitivity and 
reproducibility.  

In chapter III, we used MS-based phosphoproteomics to study the differential role of the mitogen 
activated protein kinases (MAPK), ERK1 and ERK2 in the cellular response to growth factor 
treatment. These two enzymes locate at the core of the MAPK signaling pathway, and they are 
known drivers of cellular growth, proliferation and differentiation. Still, up to date is not known if 
they are redundant or if each kinase has specific functions. We show that depletion of either 
enzyme drastically affects the proteome and the phosphoproteome, albeit the absence of ERK2 
has a more pronounced effect, with clear downregulation of phosphorylation sites in members of 
the nuclear pore complex. Furthermore, we used targeted phosphoproteomics to show that in the 
absence of ERK2, cells compensate with upregulation of alternative kinases. A time-course 
experiment revealed that cells lacking ERK2 show a slower phosphorylation activity after treatment 
with growth factors, indicative that ERK2 is a more efficient kinase when compared to ERK1. These 
findings correlate with previous reports that suggest ERK2 has a more relevant role in cellular 
signaling than ERK1.  

In chapter IV we combined shotgun and targeted phosphoproteomics to measure protein 
phosphorylation dynamics in single embryos of Xenopus laevis. This way, we acquired what we 
think is the first map of cell cycle related phosphorylation in an unperturbed biological system in 
vivo. Using an in vitro model of the cell cycle, we show that our in vivo measurements can 
discriminate between cell cycle phases (interphase and mitosis). Targeted phosphoproteomics at 
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high-temporal resolution showed that mitotic phosphorylation is switch-like in vivo, and it occurs 
on highly interconnected proteins that display larger levels of intrinsic disorder when compared 
to other phosphoproteins. Large-scale bioinformatics analysis revealed that this feature is 
conserved from yeast to human, suggesting that phosphorylation of highly disordered proteins is 
a hallmark of the cell cycle. Next, we used different molecular modeling tools, which showed that 
phosphorylation regulates protein homotypic interactions, which is one of the driving forces 
behind protein phase separation. In addition, we found that a high proportion of the dynamically 
phosphorylated proteins are found in membrane-less organelles, which are known to assemble-
disassemble throughout the cell cycle. Since the vast majority of the detected phosphosites were 
potential CDK targets, we validated our findings using a known CDK substrate, namely Ki-67. We 
provide evidence showing that CDK driven phosphorylation regulates the phase separation of this 
protein, which suggests that cellular reorganization at mitosis is mediated by CDK driven 
phosphorylation and modulation of protein phase separation. 

Finally, in chapter V we combined LC-MS based proteomics and phosphoproteomics with mass 
spectrometry imaging (MSI). We used these tools to study the ischemia-reperfusion (IR) injury in 
human intestinal tissue. Proteome measurement showed that upon IR there is a decrease in 
abundance of proteins related to intestinal absorption, microvillus and cell-cell junctions. On the 
other hand, proteins that displayed an increase in abundance were mostly related to the innate 
immune response, namely proteins of the complement cascade. Phosphoproteomics showed 
activation of cellular stress response upon ischemia, very likely mediated by MAPKs like JNK or 
p38. Upon reperfusion, there was a clear increase of potential targets of other MAPKs, such as 
ERK1/ERK2, which are mainly linked to growth factor response. Finally, MSI showed the varied 
distribution of proteins to different types of tissue, highlighting the importance of combining LC-
MS with other techniques that provide spatial information.
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Samenvatting 
 

Het werk in dit proefschrift richt zich op het onderzoeken van eiwit fosforylering in verschillende 
experimentele modellen, waarbij gepoogd wordt verscheidene technische en biologische vragen 
te beantwoorden. De hoofdstukken in dit proefschrift hebben allen gemeenschappelijk dat eiwit 
fosforylering wordt bestudeerd door de tijd heen. Dit werk laat zien dat het in acht nemen van de 
dimensie tijd in phosphoproteomics experimenten van groot belang is voor het interpreteren van 
de data en het verkrijgen van biologische inzichten.  

In Hoofdstuk 2 maken we gebruik van targeted phosphoproteomics om signaaltransductie door 
middel van eiwitfosforylering in de MAPK-AKT-mTOR signaleringsroute in kaart te brengen. De 
gepresenteerde SRM methode stelt ons in staat om functionele fosforyleringen te meten die een 
cruciale rol spelen in de lotsbestemming van een cel. Door middel van het gebruik van 
verschillende enzymen voor eiwit digestie, hebben we de methode kunnen uitbreiden met 
fosforyleringen die niet detecteerbaar zijn met trypsine alleen. In dit hoofdstuk wordt aan de hand 
van een voorbeeld duidelijk dat fosforyleringen in deze signaaltransductieroute tijdsafhankelijk 
zijn. Verder hebben we deze methode toegepast om te onderzoeken op welke manier deze 
signaleringsroute een rol speelt bij de cellulaire reactie op een tekort aan glucose en aminozuren. 
Onthouding van deze voedingsstoffen leidde in dit experiment tot een verhoogde AKT activiteit 
als overlevingsmechanisme. De voordelen van targeted phosphoproteomics komen in dit 
hoofdstuk duidelijk naar voren; deze techniek stelt ons in staat om belangrijke fosforyleringen 
met hoge sensitiviteit en reproduceerbaarheid te meten.  

In Hoofdstuk 3 hebben we de rol van ERK1 en ERK2 in signaaltransductie na behandeling met 
groeifactoren onderzocht. Deze enzymen spelen een cruciale rol in de MAPK signaalroute en 
drijven celgroei, proliferatie en differentiatie aan. Het is echter onduidelijk of deze kinases elk een 
specifieke rol hebben in de cel, of dat hun functie overtollig is. Wij laten in dit hoofdstuk zien dat 
het uitschakelen van beide enzymen een groot effect heeft op het proteome en 
phosphoproteome, maar dat afwezigheid van ERK2 een sterker effect bewerkstelligt, leidend tot 
verminderde fosforylering van eiwitten in het nuclear pore complex. Met behulp van targeted 
phosphoproteomics hebben we verder laten zien dat andere kinases verhoogd actief zijn in 
afwezigheid van ERK2. In afwezigheid van ERK2 reageren cellen minder snel op toevoeging van 
groeifactoren, wat impliceert dat ERK2 een efficiëntere kinase is dan ERK1. Deze bevindingen zijn 
in lijn met eerdere studies die suggereren dat ERK2 een relevantere rol speelt in signaaltransductie 
dan ERK1.  

In Hoofdstuk 4 combineren we shotgun en targeted phosphoproteomics om de plasticiteit van 
eiwit fosforylering in Xenopus leavis embryo’s te meten. Dit heeft het eerste overzicht van 
celcyclus-gerelateerde fosforylering in vivo opgeleverd. We hebben onze in vivo metingen 
gevalideerd door middel van een in vitro model, waarbij we hebben aangetoond dat we in staat 
zijn om in vivo de verschillende fasen van de celcyclus te onderscheiden. Daarnaast hebben we 
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met behulp van targeted phosphoproteomics aangetoond dat fosforylering tijdens de mitose zich 
gedraagt als een aan-uit schakelaar. De eiwitten waarop deze fosforyleringen voorkomen, zijn 
onderling sterk verbonden en bevatten meer intrinsiek ongestructureerde regio’s dan gemiddeld. 
Grootschalige bio-informatica analyses hebben aangetoond dat deze fosforylering van 
ongestructureerde eiwitten niet alleen in humane cellen een rol speelt, maar geconserveerd is in 
evolutie. Dit impliceert dat dit een cruciaal kenmerk is van de celcyclus. Verder hebben we met 
behulp van moleculaire modellering laten zien dat fosforylering homotypische eiwit interacties 
reguleert. Deze interacties zijn de drijvende kracht achter eiwit fasescheiding. Aanvullend hebben 
we in dit hoofdstuk beschreven dat een groot deel van de dynamische fosfo-eiwitten onderdeel 
zijn van membraan-loze organellen die vormen en uiteenvallen tijdens de celcyclus. Aangezien 
het grootste deel van de gedetecteerde fosforyleringen potentiële CDK substraten zijn, hebben 
we deze bevindingen gevalideerd met behulp van het bekende CDK substraat, Ki-67. We hebben 
bewijs geleverd dat CDK-gedreven fosforylering de fasescheiding van dit eiwit reguleert, wat 
impliceert dat cellulaire rerorganisatie tijdens mitose tot stand komt via CDK-gedreven 
fosforylering en veranderingen in eiwit fasescheiding.  

Tenslotte hebben we in Hoofdstuk 5 LC-MS proteomics en phosphoproteomics gecombineerd 
met mass spetrometry imaging (IMS). We hebben deze technieken gebruikt om ischemie- en 
reperfusieschade (IR) in humaan darmweefsel te bestuderen. De proteomics data laten een 
vermindering van eiwitten zien die betrokken zijn bij darmabsorptie, microvillus en cel-cel 
verbindingen na IR. Eiwitten betrokken bij het aangeboren immuunsysteem, voornamelijk eiwitten 
van de complement cascade, waren daarentegen verhoogd aanwezig na IR. Phosphoproteomics 
heeft activatie van de cellulaire stressreactie als gevolg van ischemie aangetoond, 
hoogstwaarschijnlijk bemiddeld door MAPKs, zoals JNK of p38. Een duidelijke verhoging van 
potentiële substraten van andere MAPKs, zoals ERK1/ERK2 werd gevonden na reperfusie. Dit is 
waarschijnlijk verbonden met signaaltransductie door groeifactoren. MSI heeft tenslotte de 
verdeling van eiwitten over verschillende typen weefsels aangetoond. Dit markeert het belang van 
het combineren van LC-MS met andere technieken die informatie verschaffen over de ruimtelijke 
verdeling van eiwitten. 
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