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Preface 
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published as “Origins: A History of Race-Ethnic Categorisation in the Dutch Governmental Data 
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journal article “Racing through the Dutch Governmental Data Assemblage: A Postcolonial Data 

Studies Approach” published in Global Perspectives (see van Schie, Smit, and López Coombs 2020) 

can be found in Chapter 1 and in the case studies of Chapter 4. Furthermore, early versions of 

Chapter 5 were published as the article “The Politics and Biases of the ‘Crime Anticipation System’ 

of the Dutch Police” in the Proceedings of the Workshop on Bias in Information, Algorithms and 

Systems (see Oosterloo and van Schie 2018), and the book chapter “Predictive Policing in The 

Netherlands: A Critical Data Studies Approach” in A Critical Approach to Police Science: New 

Perspectives in Post-Transitional Policing Studies (see van Schie and Oosterloo 2020). Finally, parts 

of the book chapter “The Datafication of Racialization and the Pursuit of Equality: The Case of the 

“Barometer Culturele Diversiteit” from the edited volume Situating Data: A Cultural Inquiry (see 

van Schie forthcoming) can be found in Chapter 1 and Chapter 6. 
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“Pulled from the Clay”: An Introduction to the Datafication of 

Race-Ethnicity in the Netherlands 

 

Figure 1: Partial interior of the "Groene Salon". Photo by Corné Bastiaansen.  

In 2019, Huis ten Bosch, home to the Dutch King Willem Alexander and Queen Maxima van 

Oranje, was reopened after a four-year renovation project. Jacob van Breugel, a world-renowed 

artist with “Dutch roots”, made five wall-to-wall artworks for the so-called “Groene Salon” of Huis 

ten Bosch (see Kleijn 2019). Intended as modern takes on the age-old painted portrait, the 

installed artworks are large abstract datafied representations of particular details of the DNA of 

the King and Queen, which were retrieved and sequenced with the help of the molecular 

geneticist and former president of the Royal Netherlands Academy of the Arts and Sciences, Hans 

Clevers. The two artworks depicting the King and Queen are placed in a traditional manner, 

featuring their DNA-portraits on opposing sides of the room. The remaining spaces on the walls 

are filled with three other portraits titled “Portrait of the Past”, “Portrait of the Global Citizen”, 

and “Portrait of the Future”. Each of these five artworks features a similar visualization made up 

of a collection of neat rows of white and red bricks, which are partly made from Rhine river clay. 

The coloured bricks alternate in a seemingly random fashion, reminiscent of a collection of bar 

codes (see Cover image and Figure 1). Because the artworks are on all three walls around the 
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room (the side with the large windows excluded), the visitor is meant to experience a feeling of 

“immersion”, not unlike the feelings invoked in a so-called Gesamtkunstwerk (Kleijn 2019, 26). 

The mixture of incoming light and the colours of the bricks cause the pattern to give off an orange 

golden glow, a direct reference to the family name of the Dutch royals: Van Oranje. 

While the wall covering of De Groene Salon looks like a novel and intriguing interplay between 

traditional elements of typical art featured in a royal palace and state-of-the-art DNA-technology, 

it combines two ideas that I problematize throughout this dissertation: 1) the idea that new 

technologies that quantify people in the form of data are objective knowledge-producing 

instruments, and 2) the idea that nationality, in this case Dutchness, is a biological and 

geographical concept, i.e. tied to “blood” and “soil”. In this introduction, I will use the artwork as 

an abstract graphic example to introduce the main concepts and questions that guide my 

investigation of what I will call “technologically mediated racialization”. Furthermore, as the 

location of the artwork suggests, the views they represent are not opinions of single people in 

the margins. Rather, they are representative of institutionally embedded ideas of the Dutch 

approach to data technologies and to race.  

Datafication 
The first impression of the DNA-portraits, which look like a collection of barcodes only readable 

by a computer, is highly reflective of our current age of datafication. Datafication is understood 

in this dissertation as the transformation of all aspects of life into quantifiable data (Mayer-

Schönberger and Cukier 2013). While processes of datafication are manifest in most areas of 

business and science, the quantification of people’s bodies and their behaviour has been at the 

core of this development from the onset (Gitelman 2013; Browne 2015; Couldry and Mejias 

2019b). The perception of datafied and computational technologies as the apex of scientificity 

and objectivity (see boyd and Crawford 2012; Kitchin 2014b) is, however, “staked in ideological 

assumptions, which are, in turn, rooted in prevailing social norms” (Van Dijck 2014, 200). Despite 

their appearance, data are, therefore, never raw, but always already “cooked” (Bowker 2013). 

Data make particular things visible, but also actively silence other ways of knowing, and rarely 

show what has been excluded. It has been suggested that the word “data” itself, with its meaning 

of “given”,1 is obfuscating that data are in actuality “taken” and should, therefore, be called 

“capta” (see Drucker 2011; Kitchin 2014b, 2). As a result, we should always understand that data 

are produced 

 

 

1 This etymology can be clearly seen in the Dutch language in the word gegeven, which can literally be translated as 
“given”. In the Netherlands, the plural gegevens, is still commonly used to designate digital data. 
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by a multiplicity of entangled forces and never simply convey the purported referent. There 

is always already an excess, a beyond, a mutually constituted exclusion, and an unconscious 

history of data. (Dixon-Román 2017, 45) 

The aim of this dissertation is, therefore, to pay attention to what is taken, but also to what is 

excluded, and retrieve the “excess” and “unconscious history of data” by tracing its connections 

and reconstructing the lost connections that data are haunted by.  

Like the data systems under scrutiny in this dissertation, the DNA-portraits mentioned above are 

haunted by discourses concerning the national, ethnic, and racial heritage of the Dutch. To have 

a chance at eliminating the problematic and negative effects of these discourses from 

contemporary datafied instruments, “we must learn how to identify hauntings and reckon with 

ghosts, must learn how to make contact with what is without doubt often painful, difficult, and 

unsettling” (Gordon 1997, 23). In the words of feminist literature and art scholar Rosemarie 

Buikema: 

Each text and every sign we use for signifying what we mean and intend has been used 

before, has figured in another context. On the one hand, it is the prerequisite for making 

ourselves understood; on the other hand, the connotations of that former usage are 

brought along in the linguistic sign. Because of all those intended and unintended 

connotations, we usually say more, by means of words and images, than we are aware of. 

(Buikema 2009, 73) 

Such “intended and unintended connotations”, especially in the case of topics such as ethnicity, 

race, and nationality, are not only communicated by images and text, but can just as well be 

communicated through the material and informational qualities of an artwork (see Buikema 

2009; 2012; Wevers 2018). By paying close attention to the information that is communicated 

and the way in which it is visualized, we can retrace the connections, unconscious histories, and 

hauntings that connect contemporary practices of datafication in the Netherlands with the 

country’s past discourses on religious segregation, discrimination, and colonialism.  

Race-Ethnicity as “Blood and Soil” 
One of the unconscious histories of DNA, when understood as data pertaining to the ancestry of 

a person, is its haunting by both cultural and biological conceptualizations of race (see M’charek 

2000; 2005; Saini 2020). This long history can be recognized in the connection of the materials 

used for the graphic visualization of the DNA-portraits with age-old discourses on race, ethnicity, 

and nationality. For example, the genetic information obtained from the King and Queen is quite 

literally, in the words of Jacob van Breugel, “uit de klei getrokken” or “pulled from the clay” (Kleijn 

2019, 26). While this Dutch saying can be used to describe a person or their behaviour as boers, 
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or “unaccultured”2, in this artwork it refers to the clay from which the bricks were made by the 

artist. Van Breugel mixed industrial clay and Rhine river clay to turn its original red colour, which 

he describes as “like blood: the most primitive element we all have in common” (Kleijn 2019, 27), 

into a softer orange to signify the last name of the royal family: van Oranje. In this way, the 

combination of the material, its colour, and the information represented in the DNA-portraits of 

the King and Queen quite neatly tie together several related, long-standing ideas about the 

connection of blood, soil, and nation.  

The use of Dutch soil in the form of clay in the representation of the genetic code of the royal 

family resonates with the Dutch vocabulary that was used to categorize people as Dutch or non-

Dutch in terms of their ancestry for approximately 50 years. In the 1970s, the Dutch government 

began to use the words allochtoon and autochtoon, made up from the Greek word chtõn, 

meaning “earth” or “soil”, and the prefixes auto and allo, meaning the “same” and “different” 

respectively, to distinguish between people that were considered to have Dutch ancestry and 

people that were considered to have a migration background (Yanow and Van der Haar 2013, 

237). The distinction used to assign these categories was made on the basis of the birthplace of 

the biological parents of a person: with two parents born in the Netherlands, someone was 

considered to be “autochtoon”; with one parent born in another country, someone was 

considered to be “allochtoon”. In this regard, it combined two common ways of assigning 

someone a nationality: either based on the nation, on the soil of which they are born, called ius 

soli, or based on the nationality of their bloodline, called ius sanguinis. In the case of the 

Netherlands, the “allochtoon”/”autochtoon” dichotomy should, however, be seen not as a 

distinction addressing legal formal citizenship, but rather as way to ascribe a form of moral 

citizenship, “an extra-legal normative concept” (Schinkel 2010, 167, italics in original) of who 

count as proper citizens of The Netherlands and who do not. While the citizenship discourses on 

blood and soil seem to express opposing ideas, they are actually informed by a similar principle 

based on birthright, silently implying that a persons choice for a new home country, for whatever 

reason, is merely a cosmetic one: 

Both parentage and territorial principles rely upon circumstances of birth as the main 

criteria for distinguishing insiders from outsiders. In other words, both membership-

transfer principles are ascriptive in nature; they remain caught in the territory/blood trap, 

despite their very different narratives of nationhood and statehood. (Shachar 2009, 127) 

By using Dutch soil to tie the bloodline of the Dutch royal family to the Dutch nation, the artwork 

in De Groene Salon is reifying the idea that membership of The Netherlands is first and foremost 

 

 

2 The literal translation of boers would be “farmerlike”. 
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based on blood and soil, rather than for instance on free choice or political and ideological 

affiliation.  

If we go even further down the trail of blood and soil that is invoked both by the artwork of Van 

Breugel and governmental racial categorizations, we encounter a more sinister past. While the 

discursive connection of blood and soil has existed in Europe from prehistoric ages (see Linke 

1999), in Dutch cultural memory, it is most prominently tied to the German words “blut und 

boden,” signifying the cultural and biological policies of Nazi Germany in the 1930s and 1940s 

(see Lovin 1967). Of course, the most well-known book that explained these ideas, namely 

Neuadel aus Blut und Boden (1930) from the Nazi ideologue Richard Walther Darré, can hardly 

be considered Dutch. However, the far right of the political spectrum in the Netherlands before 

and during WW II developed its ideology in close relation with German discourse (see Orlow 

2016). Therefore, the Dutch words “bloed en bodem” too are connected in particular to Dutch 

Nazi discourses on topics such as politics (Kunkeler 2018, 209–10), art (Mulder 1982; Ensel 2013), 

eugenics (Snelders 2007), and colonialism (von Frijtag Drabbe Künzel 2017). One prime example 

of the Dutch discourse on race during WW II, is the book Wien Neerlandsch Bloed…: Het 

Rassenvraagstuk en zijn Beteekenis voor Nederland (van Schoping 1941)3 which discusses the 

practical problems of classifying people based on their biological ancestry as follows: 

The most radical point of view—and essentially the old Nordic standpoint—would be to 

recognize as Dutch, only those who are of pure blood, and thus draw the line where foreign 

blood is present, even if its percentage is very small. (van Schoping 1941, 119; my 

translation) 4 

This statement resonates with the infamous principle of hypodescent, colloquially referred to as 

the “one drop” rule, that was used in the United States until late in the 20th century, which meant 

that if a person had only one black ancestor they were considered black, no matter how far back 

in the family tree the ancestor could be found (see Omi 1997, 8; Denton 1997, 87). While such 

policies might seem preposterous from a contemporary Dutch perspective, many of the 

underlying principles of this classification practice survive until today in Dutch governmental data 

 

 

3 This title can be translated as Of Dutch Blood… The Race Question and its Significance for The Netherlands. The first 
part of the title is a reference to the former Dutch anthem called “Wien Neerlands Bloed”. The name of the writer, 
Van Schoping, was a pseudonym used by F.E. Farwerck who was a close friend of Anton Mussert, the founder of the 
Dutch National Socialist movement (see H. Hoogenboom 2015). 
4 The original Dutch text: “Het meest radicale standpunt—en in wezen het oude Noordrasstandpunt—zou zijn, alleen 
degenen, die van zuiveren bloede zijn, als Nederlanders te erkennen en de streep dus daar te trekken, waar vreemd 
bloed, als is het percentage nog zoo klein, aanwezig is” (van Schoping 1941, 119). 
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systems. Statistics Netherlands5 (Centraal Bureau voor de Statistiek, in short: CBS) still classifies 

people based on the birthplace of their parents, not their own. Furthermore, the category 

“autochtoon” that was used for people with Dutch parents was effectively kept pure by not 

permitting people with foreign parental blood to be classified as such, in some cases until the 

third generation after migration (see, for example, CBS 2016). By explicitly connecting ideas 

about ancestry, blood, and soil, the DNA-portraits seem to be haunted by ideas that not only 

inform classification practices of the Dutch government, but also ideas that are connected with 

all kinds of discourses on race and colonialism.  

As will hopefully be clear from the above, the portraits of this King and Queen offer interesting 

and problematic discussion material, not in the least because of their biologically essentialist 

representations of masculinity and femininity. For the next part, however, I will focus on another 

portrait on the wall of De Groene Salon, namely “The Portrait of the Global Citizen”. Intended as 

a portrait of “mankind”, this piece is made up of DNA that is present in “all of us” (Van Breugel in 

Kleijn 2019, 28). The data used for this portrait consists of several different pieces of DNA, 

namely, HACNS1 (responsible for the development of the opposable thumb), FOXp2 (responsible 

for the development of speech), ARHGAP11B (responsible for brain growth in comparison to 

other primates), and CREB1 and CREB2 (responsible for the development of long-term memory) 

(Kleijn 2019, 30). While these first five parts of DNA are easily recognizable as universal human 

characteristics, the characteristic of the sixth, LCT gene, is that it allows “humans – particularly in 

Northwest Europe –[to] continue to drink milk and digest lactose past infancy” (Kleijn 2019, 28). 

While the “nonmutated LCT gene” is also represented in the artwork it is still peculiar that this 

piece of DNA is considered significant in a portrait that is supposed to refer to the “global citizen”. 

In an interview, geneticist Hans Clevers explains how the mutated gene is particularly significant 

for the Dutch, as it symbolizes their ability to “drink milk and eat cheese”, while the non-mutated 

gene, which is related to lactose-intolerance in adulthood, is referred to as “African” (NOS 2019). 

Such a use of milk as a symbol to distinguish between “Western” and “non-Western” people 

resonates with the way in which it has become a recurring theme in white supremacist circles. 

References to dairy milk have become an important part of the construction of white 

masculinities and their opposition to the colonial Other in online alt-right discourses (Gambert 

and Linné 2018). Additionally, for white supremacists, the practice of drinking copious amounts 

of milk during protests and counterprotests has become a way of demonstrating their superiority 

 

 

5 In The Netherlands, Statistics Netherlands is called Centraal Bureau voor de Statistiek. The literal translation of this 
name would be “Central Bureau for Statistics.” Since this rather well-known institution is usually referred to by 
means of the abbreviation CBS, for reasons of consistency and clarity for Dutch readers, I will stick to the Dutch 
acronym. 
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(Stănescu 2018, 104). This shows how scientific “facts” about the genetic make-up of envisioned 

groups, however generalized, while appearing as objective and neutral information, again, do not 

exist in isolation of colonial and, sometimes extremist, political discourses.  

Additionally, the biologically essentialist distinction between North-West Europe and the rest of 

the world resonates with the way in which different clusters of migration backgrounds were 

distinguished in Dutch governmental statistics and policy until 2021, between so-called 

“Westerse”, or Western, “allochtonen” and “niet-Westerse”, or “non-Western”, “allochtonen”. 

This distinction was officially based on the presence or absence of “economic and cultural 

similarities” between different groups with people from the Netherlands (see Keij 2000). 

However, the distinction between “Western” and “non-Western” has racial overtones which will 

be discussed further in Chapter 3 of this dissertation. The most obvious reminder of these racial 

overtones are the reasons for clustering people with particular migration backgrounds, 

mentioned by the sociologist Hilda Verweij-Jonker in her influential book Allochtonen in 

Nederland: 

The discussed groups (1) have come to the Netherlands in large numbers and in a relatively 

short time, (2) have been subject to some form of government policy to facilitate their 

arrival in Dutch society, and (3) are clearly physically recognizable because of their skin 

color and a language incomprehensible for Dutch people. (Verweij-Jonker 1971, 7, 

translation by me) 

The reference to both the “incomprehensible” language and the “clearly physically recognizable” 

skin colour of people with a migration background signifies that the word “allochtoon” and its 

subcategory “non-Western allochtoon” are more than merely “ethnic” categories. It is for the 

reasons mentioned above that I will not follow the governmental vocabulary in calling their 

classifications “ethnicities” or “migration backgrounds” in the period between 1970 and 2021, 

but rather opt for the combined word “race-ethnicity” (see also Yanow and Van der Haar 2013; 

Yanow, Van der Haar, and Völke 2016). In this light, the artwork of Van Breugel with its focus on 

milk as a defining cultural and biological characteristic of people in general and Dutch people in 

particular, can be read, too, as a race-ethnic construction of humanity.  

With its scientific basis in contemporary state-of-the-art biological research and its attempt to 

represent an objective and universal account of humanity, the “Portrait of the Global Citizen” is 

reminiscent of Leonardo DaVinci’s well-known Vitruvian man. Ironically, through the inclusion of 

race-ethnic components, Van Breugel’s artwork is haunted by the very same issues as the 

Vitruvian man in its Eurocentric and colonial approach to the idea of the human (see Braidotti 

2013, 13–16). Such Eurocentrism is “a structural element of our cultural practice” (Braidotti 2013, 

15), which naturally finds its way into many of the technological apparatuses of science and 

governance. In the past, too, people 
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deemed biologically inferior, encompassed not just others who were visibly different but 

also others who were other not by virtue of their skin colour but by virtue of some other 

trait, now (newly) culturally loaded as designating inferiority. (Griffin and Braidotti 2001, 

226) 

As I will argue in this dissertation, the selection of such a “new” trait, to be “culturally loaded” 

with ideas about superiority and inferiority, is intimately tied to the techniques and technologies 

available to scientists and bureaucrats; racialization, understood as the “the extension of racial 

meaning to a previously racially unclassified relationship, social practice or group” (Omi and 

Winant 2015, 64), is inevitably mediated by technology in our contemporary society. As such, 

racializing practices of technologies are not only accidental byproducts or unconscious leftovers 

from premodern times, but are rather a structurally embedded element of the practices of 

modern science and governance. In the words of the sociologist and philosopher Zygmunt 

Bauman:  

Racism is unthinkable without the advancement of modern science, modern technology, 

and modern forms of state power. As such, racism is strictly a modern product. Modernity 

made racism possible. (Bauman 2007, 61) 

Therefore, if we are interested in the production and construction of race-ethnicity in 

contemporary practices of governance, we need to go beyond the understanding of racism as an 

interpersonal event, and investigate it as an institutional, discursive, and technologically 

mediated phenomenon.  

When we consider modern race thinking not merely as a preexisting condition that works its way 

through, or is mediated by, new technologies, but simultaneously as an effect of those 

technologies, the role of datafication in the artwork of Van Breugel takes on a new meaning. 

While the visualizations of DNA the in the portraits of the King and Queen clearly communicate 

the datafied construction of its information, it is no longer readable by humans. The “somewhat 

veiled, subtle form of transparency” (Van Breugel in Kleijn 2019, 28), provided by the abstract 

visualization, actively disconnects the presented information from the not so subtle and very 

problematic discourses it is haunted by. In this dissertation, I understand the disconnect caused 

by such practices of datafication as a form of “colonial aphasia” (Stoler 2016), understood as: 

a condition in which the occlusion of knowledge is at once a dismembering of words from 

the objects to which they refer, a difficulty retrieving both the semantic and lexical 

components of vocabularies, a loss of access that may verge on active dissociation, a 

difficulty comprehending what is seen and spoken. (Stoler 2016, 12) 

Only because of colonial aphasia, as the active dissociation caused by the abstract datafied 

presentation of the “facts”, can the artwork present a rather biologically essentialist construction 

of Dutchness in such a prominent location. I think it is safe to say that a more pictorial 
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presentation of all the problematic elements discussed above would have never been approved 

by the royal family, Dutch journalists, and the Dutch public. Therefore, the explicit presentation 

of particular parts of the genetic heritage of the royal family in a form that is unreadable for the 

average person, is one of the ways in which datafication obfuscates the ideological assumptions 

and social norms embedded in technologies.  

Research Questions 
It could be argued that the datafied dissociation of the biologically essentialist discourses of 

Dutchness in the royal palace is merely the effect of an artwork. However, the underlying 

problem is that the technologies regularly used for practices of governance are connected to the 

very same discourse. As discussed above, the information infrastructure provided by CBS used 

categorizations with racist and colonial connotations. The data in which they were used were, 

unfortunately, not merely presented in brick on a wall, but rather used in practices of governance 

that had a direct and often detrimental effect on the lives of many Dutch people. In the period 

this research project was undertaken, between 2017 and 2022, the Netherlands was confronted 

with a series of scandals involving various Dutch governmental organizations using race-ethnic 

categories in their data systems resulting in instances of discrimination. First, there was the SyRI 

court case, in which the Dutch state was sued for the use of a fraud detection system called 

Systeem Risico Indicatie, which was using copious amounts of private data in order to create risk 

profiles mainly of people living in “problem areas” (see van Schendel 2019). Many scholars and 

activists were concerned about possible discrimination and unfair outcomes of the law and its 

accompanying algorithmic system (see Timan and Grommé 2019). It was eventually deemed too 

invasive in terms of privacy, lacking the proper legal grounds necessary for such an invasive 

method, and, therefore, abolished (see de Vries 2020). 

A second case that attracted a lot of media attention in 2020, was the so-called Toeslagenaffaire 

(Child care benefits scandal), through which it became publicly known that the Dutch Tax and 

Customs Administration had illegally used data about second nationalities, migration 

backgrounds, and even skin colour of Dutch citizens in an algorithmic profiling system (see 

Autoriteit Persoonsgegevens 2020, 16). As a consequence of this practice, approximately 26,000 

families, many of which had members with a migration background, were forced to pay back the 

subsidies they had received for their child care; subsidies they were legally entitled to in the first 

place, because their income was below a minimum threshold. Consequently, the individuals and 

families involved suffered great financial, mental, and physical distress, culminating in, for 

example, the removal of more than 1000 children from their families by the Dutch child 

protective services (see CBS 2021e). At the end of 2021, the Dutch government had still not paid 

families the money they were legally entitled to, and the full extent of their suffering had not 

been investigated yet. 
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A final case that recently received media attention is the Rotterdamwet (Rotterdam Act), a law 

which enabled Dutch municipalities to ban people with a criminal record, or without a job, from 

underprivileged neighbourhoods. This law now explicitly suggests that municipalities use the 

Leefbaarometer, an algorithmic data visualization which I will discuss in more detail in Chapter 

4, which features an algorithm that uses non-Dutch migration backgrounds as negative indicators 

for livability, in its evaluation (see Uitermark, Hochstenbach, and van Gent 2017). Taken together, 

these examples show how contemporary forms of racialization involve various data technologies 

and algorithms in meaning-making processes that concern the migration backgrounds of Dutch 

people. Furthermore, these racializing practices go much further than mere stereotypical and 

biologically essentialist representations of people with or without a migration background; they 

have a direct effect on the living conditions and possibilities of all people living in the Netherlands.  

While the childcare benefits scandal and the SyRI case were both based on the misuse of private 

information, the enforcement of the Rotterdam Act is not. The Leefbaarometer, together with 

the other case studies of Chapters 4 and 5, are systems that make use of public data—data that 

is openly available through the Application Programming Interface (API) of CBS. This interface 

allows third party software to directly tap into the aggregated information in the databases of 

the main provider of statistical information about Dutch society. This raises questions, not only 

about the ways in which data with and about race-ethnicity is used currently, but also about what 

the very existence of such data means in a society that is increasingly relying on data technologies 

for its day-to-day governance. If we want to prevent future scandals involving the use and misuse 

of information about the migration backgrounds of Dutch citizens and inhabitants, we need to 

better understand both the connection of race-ethnic categorization with histories of racism and 

colonialism and the ways in which the embeddedness of race-ethnicity in information 

infrastructures creates the conditions of possibility for discrimination. Therefore, the main 

question of this dissertation is: 

What are the practices and consequences of the datafication of race-ethnic categories in 

the Netherlands? 

I will divide this research question into three sub-questions, in order to be able to address 

different parts of this main question in more detail. First, I aim to discuss the history of 

contemporary practices of classification and show how they are not only socially defined, but, 

more precisely, sociotechnically constructed. By discussing the history of race-ethnic 

classification and its tools, we are able to better understand the histories and connections 

contemporary classification practices and instruments are haunted by. Second, race-ethnic 

classifications are not merely employed in bureaucratic registration practices, but are made 

available in statistics and databases through web based APIs. We need to address how race-

ethnic information makes its way from the moment it is registered to the place where it is made 

available for statistical and algorithmic purposes. Third, the process of datafication creates 
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possibilities for the use of race-ethnic classification in any situation in which it is deemed effective 

by civil servants, programmers, activists, or journalists. I will, therefore, investigate three of such 

applications in more detail in Chapters 4 and 5. The sub-questions that will guide me in the aims 

mentioned above are: 

1. What are the origins of the Dutch race-ethnic categorization system and how 

are its categories defined?; 

2. How are race-ethnic categorization systems in the Netherlands datafied by 

government institutions?; 

3. How are race-ethnically categorized data appropriated by governmental and 

non-governmental organizations? 

With these questions, I aim to show how contemporary practices of race-ethnic classifications 

and their datafication are not only haunted by histories of racism, colonialism, and migration, but 

also take on new meanings through the technologies that have mediated them. By employing 

three different approaches to technologically mediated racialization, which I call the 

instrumental, epistemological, and ontological approach, I will show how data technologies do 

their work on several different levels. They are not merely instruments available to solve a 

problem, not merely epistemological tools that allow us to perceive and know the world around 

us, but ontological actors that co-shape our world and ourselves in that world. Datafied 

technologies that employ race-ethnic classification, therefore, do not merely use ideas about 

who counts as Dutch and who does not; they co-shape these very ideas.  

On Positionality 
It should be mentioned that my position as a white Dutch researcher, who would have been 

classified as autochtoon in the period between 1970 and 2017, is not impartial. As offspring from 

the tulip farmer family Van Schie, who were living at the the Zwarteweg6 in Noordwijk, and the 

family of Gladiolus cultivists named Van der Hulst from Warmond,7 the phrase “pulled from the 

clay” could apply to me without much imagination. The etymology of the word Schie can even be 

traced back to the very Dutch practice of digging canals. Furthermore, my position as a white 

able-bodied, cisgender, straight man is also constructed by the technologies that not only inform 

and co-shape my identity, but are also explicitly made for me. As a result, I have to continuously 

 

 

6 This street name could be translated as Black Road, a name that has nothing to do with race, but rather with the 
original colour of the pavement (see A. H. Meijer 1992, 232).  
7 A popular family story is that of my grandfather discovering a new variety of Gladiola in his field which he chose to 
name after the local soccer club “Warmunda”, rather than after my grandmother  
(see https://www.gladiolus.nl/catalogus/tubergenii/tubergenii-charming-lady) 

https://www.gladiolus.nl/catalogus/tubergenii/tubergenii-charming-lady/
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remind myself that the perspective that is culturally assigned to me is insufficient to lay bare the 

relation between race-ethnicity and governmental knowledge producing practices, since, in the 

words of feminist STS scholar Sandra Harding: 

my eyes are not my own, nor are even my most private thoughts entirely private; they 

belong to my historical period-and to particular class, race, gender, and cultural 

commitments that I do not question. (Harding 1991, 100, italics in original) 

Like the data technologies under scrutiny in this dissertation, my vision, language, and capabilities 

of understanding, are haunted by the information that is included in and excluded from my 

cultural context. 

Figure 2: Celebration of Sint Nikolaas at the Van Schie family, December 1988. The face of Black Pete is invisible due to a 
combination of very dark face paint and the photographic technology of the 1980’s which was calibrated for white skin.  

Take for example the photo that was taken during de celebration of Sint Nikolaas at my 

grandmother’s house in 1988 (see Figure 2). On the far right, it shows how the almost two-year 

old me is unpacking a present while sitting on dad’s lap, while my five-month old sister is sitting 

on the lap of Sint Nikolaas in the centre of the picture. On the far left, the controversial figure of 

Black Pete is shown (see Helsloot 2012; Brienen 2014), but their face paint is too dark for the 

photographic technologies of the 1980s. One of the main reasons for this technological bias 
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towards white skin colour has to do with the so-called “Shirley cards”. These cards featured 

pictures of white women with several coloured squares or circles, which were used in the process 

of photo development to produce the “right” colours (Roth 2009, 112–15). This norm was only 

changed and expanded after manufacturers of chocolate and wooden furniture complained that 

they could not properly photograph the colour of their products in a realistic way (Roth 2009, 

119–20). Thus, race as a cultural and technological blind spot becomes visible in this childhood 

picture in two ways: 1) this family scene that was and is often still not experienced as racist by 

many white Dutch people, is perceived as a cute opportunity for a photograph, and 2) the camera 

that was perfectly capable of photographing Sint Nikolaas, my dad, my sister, and me is, like many 

Dutch people, unable to properly perceive Black Pete. That is, as a cultural tradition that, like the 

epistemic technologies it is photographed by, is haunted by a past of colonialism and racism. 

Only after spending a significant time abroad, most notably over a year in Turkey, I learned to 

see both the history and contemporary politics of the cultural Other in the Netherlands from a 

different perspective. Reading Gloria Wekker’s White Innocence: Paradoxes of Colonialism and 

Race and Rosi Braidotti’s The Posthuman back to back, while staying at Koç University in Istanbul 

in the summer of 2016, was instrumental, not only because I came to understand the problematic 

notion of objectivity and impartiality in the Western project of knowledge production, but also 

its implications for the treatment of the “allochtoon” Other in Dutch history, social sciences, and 

governance. These experiences provided me with the possibility to approach these social issues 

from another perspective, to be able to read the dominant Dutch grand narratives against the 

grain. In the words of feminist STS scholar Donna Harraway: 

The knowing self is partial in all its guises, never finished, whole, simply there and original; 

it is always constructed and stitched together imperfectly, and therefore able to join with 

another, to see together without claiming to be another. (Haraway 1991, 193) 

One of the most prominent places where my partial knowing self, as a recently graduated MA in 

New Media and Digital Culture, saw this problem playing out at the time, was in datafied tools 

like the “Allochtoon-o-meter”, a web-app providing the percentages of “allochtonen” in 

postcode areas to future home owners. This application, which I will discuss in more detail in 

Chapter 4, was made available on the alt-right weblog Geenstijl and made use of CBS data. The 

networked nature of the application made me question how much of the responsibility of the 

apparent racism embedded in the Allochtoon-o-meter could be attributed to CBS, which, after 

all, provided the necessary data. Another question that logically followed was for what other 

purposes race-ethnic data from CBS could be used. These considerations were the starting point 

for the investigation that led to this dissertation.  

The reader should be aware that at the moment of writing my research proposal, between the 

summer of 2016 and the spring of 2017, I did not foresee that during the course of this 
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investigation all the labels of classifications would be changed, and the problematic clusters of 

migration backgrounds formerly termed “Westers” and “niet-Westers” would be abolished by 

the Dutch government, due to the stigmatizing connotations these word picked up over time. 

However, as I will argue throughout this dissertation, merely changing the labels of categories 

that are used in a datafied infrastructure does not affect the process of technologically mediated 

racialization.  

Chapters and Case Studies 
In order to be able to properly address issues concerning race-ethnicity and issues concerning 

datafication, I will need appropriate theoretical tools. In Chapter 1 of this dissertation, I will 

therefore develop the concept of “technologically mediated racialization”, and explain the three 

different ways in which this concept can be understood and operationalized, each with its own 

benefits and drawbacks. First, I will argue that the ways in which ideas about race and ethnicity 

become implicated in the construction of Dutchness should be understood as a process of 

racialization. Within the fields of history and the social sciences, racialization, which can be 

explained as “the extension of racial meaning to a previously racially unclassified relationship, 

social practice, or group” (Omi and Winant 2015, 64), is usually not investigated in relation to the 

technologies that mediate this process. Therefore, I propose the concept of technologically 

mediated racialization to understand the ways in which the selection of “particular human 

characteristics for purposes of racial signification” (Omi and Winant 2015, 110) is not only 

historically and socially determined, but also in part the result of the specific technologies that 

aid in the process. I will continue to explain how, depending on the meaning of mediation, the 

phrase technologically mediated racialization can be understood in an instrumental, 

epistemological, and ontological way. The instrumental approach focuses mainly on the content 

of a system. It invites questions about the definitions of race that are used, and whether or not 

race is an “efficient” human characteristic to use within a given datafied policy situation. The 

epistemological approach invites us to problematize the ways in which knowledge is produced in 

systems. This allows for a discussion on how knowledge production is interwoven with culture, 

history, and ideology. However, broader questions about the ontological implications of the use 

of particular technologies for the process of racialization remain difficult to address. The final, 

ontological approach, therefore, asks questions about the relation of a data system to the world 

it is creating. Through this approach, we understand race in terms of a relational ontology that is 

dependent, not on biology or culture, but on the technologies that mediate its construction.  

In Chapter 2, I will discuss how the three approaches to technologically mediated racialization 

can be operationalized in the investigation of the datafication of race-ethnicity in the 

Netherlands, by situating the approaches within the fields of critical data studies and postcolonial 

studies. The specific combination of these two fields provides me with the theoretical and 

methodological tools necessary for the investigation of how Dutchness and non-Dutchness are 
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constructed in the data infrastructures of the Dutch government. The three main methods that 

follow from critical data studies and postcolonial studies are critical discourse analysis (CDA), 

affordance analysis, and infrastructural inversion. With this combination of methods, we will be 

able to 1) critically assess the meanings and connotations of race-ethnic categories used in 

systems both in definition and in operation, 2) situate data systems in their context, reconstruct 

their perspective, and show how their technical possibilities afford the mediation of processes of 

racialization, and 3) trace the flows of data from data infrastructures to individual systems and 

vice versa, showing the institutional and infrastructural nature of technologically mediated 

racialization in the Netherlands.  

The aim of Chapter 3 is to make visible how discourses on Dutchness and non-Dutchness have 

developed in the past century. Taking the centralization of the production of statistics about 

demographics in the Netherlands in the form of CBS as its starting point, I will trace how 

definitions concerning nativeness and foreignness developed from 1899 until 2020. Throughout 

this timeline, I will situate different categorization systems within their historical, social, and 

technical contexts. This means that I will take into account 1) historical events that have had an 

effect on the categorization systems, 2) social policies that have had an effect on what the Dutch 

government considered necessary to report on, and 3) the technical context of the practice of 

counting and computation. Through this historical approach, I pursue three main aims: 1) to 

situate current practices of race-ethnic categorization, 2) to denaturalize the current state of 

affairs concerning categorization, and 3) to show how categorization practices always should be 

considered within their technical context. The first aim relates to my argument that race-ethnic 

categorization as currently practiced, while largely obscured through changes in labeling, still 

relates to Dutch colonial history and migration history. In line with existing research, this notion 

goes against the persisting dominant idea present in Dutch nationalist discourses of colonialism 

as a thing of the past (see El-Tayeb 2011; Stoler 2016; Wekker 2016). My second aim is to show 

that the current state of affairs concerning technologically mediated racialization cannot be seen 

as a ‘logical’, ‘natural’, or ‘normal’ way of presenting the Dutch population. By showing the 

development of race-ethnic categories throughout the previous century, I aim to demystify how 

we currently look at categorization practices of the Dutch government and create a fresh start, 

before moving to contemporary datafied practices. My final aim, then, is to show how major 

shifts in race-ethnic categorization tend to happen in conjunction with the implementation of 

new technologies. It is important to note that I do not mean to say that one causes the other, as 

I am neither arguing in favour of social constructivism, nor of technological determinism 

concerning the relation between technologies and race-ethnic categories. Through my historical 

approach, however, I can show that major changes in either part of the relation tend to happen 

shortly after or in conjunction with major changes in the other. This historical approach will 

further strengthen my argument that in the investigation of racialization, the technological 

context should always be taken into account. I will end this chapter with a description of the 
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current state of affairs when it comes to race-ethnic categorization and the governmental data 

infrastructure of CBS that makes data available through an API (Application Programming 

Interface) creating possibilities for third parties to create their own applications that use data and 

statistics of CBS for their own purposes. 

In Chapter 4, I will analyze two applications that make use of the CBS API, namely the 

Allochtonenmeter and the Leefbaarometer. Through a comparative approach, I aim to make 

visible the perspectives and politics of both these applications. In addition, I will reflect on how 

these perspectives and politics relate to the infrastructure on which they were built. The 

Allochtonenmeter is an application built on the CBS API, which, with a very simple design, returns 

the percentage of non-western immigrants for an entered four digit postal code8. The datafied 

nature of the application suggests that the practice of the Allochtonenmeter cannot be seen as 

an ‘unintended’ byproduct of an otherwise neutral epistemological infrastructure. Rather, 

racialization is an inherent process of an infrastructure that provides race-ethnically categorized 

data for re-use. Contrary to the independent, right-wing oriented Allochtonenmeter, The 

Leefbaarometer (LB) is an official governmental application which was ordered in 2007 by the 

Dutch Ministry of Internal Affairs. Where the Allochtonenmeter features visual parts that 

communicate its situatedness and politics, the Leefbaarometers presentation signifies objectivity 

and neutrality. However, when analyzed in terms of its affordances, I will show that it employs a 

similar positionality as the Allochtonenmeter, and that it too features forms of technologically 

mediated racialization. By comparing these apps, I aim to make three different, but related 

arguments. First, I will show that the combination of a discourse analysis and affordance analysis 

can enable a researcher to reconstruct the perspective and politics of a data technology, even if 

it is presented as politically neutral. The second argument I will make is that the perspective 

embedded in data technologies like the ones under scrutiny here tends to be the normative and 

culturally dominant perspective in a given context, which in the case of the Netherlands is a 

white, autochtoon adult with a job. When such a perspective is made explicit, it can hardly be 

argued that systems such as the Leefbaarometer benefit all Dutch citizens equally. On the 

contrary, these systems actively partake in practices of technologically mediated racialization. 

The third argument, then, is that the technicity for these racializing practices is already present 

in the infrastructure. Through an ontological approach, I will be able to argue that the 

Allochtonenmeter and Leefbaarometer are not accidental instances of technologically mediated 

racialization but rather materializations of a technicity of race that was already embedded in both 

the available technologies and related race-ethnic categories. The process of technologically 
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mediated racialization does not work within particular technologies, but should be seen as an 

institutional and infrastructural phenomenon.  

In Chapter 5, I will investigate the Crime Anticipation System (CAS) of the Dutch National Police 

as an example of a data technology that does no longer explicitly use race-ethnic categories. 

However, when investigated as a data assemblage, within its cultural and organizational context, 

it can be argued that CAS aids in the selection of human characteristics for racial signification. In 

the case of CAS, this is partly due to its design, and partly due to the way in which it was 

implemented and the specific organization it is implemented in. With its design that firstly targets 

only petty crimes, and secondly, uses characteristics such as family size, income, and proximity 

of known offenders, CAS does target specific neighbourhoods that will usually largely overlap 

with areas populated with people with a migration background. Combined with the track record 

of the Dutch police concerning issues of racism in the working environment and ethnic profiling 

(see Amnesty International 2013; Fassin 2013; Çankaya 2012; 2015; 2020; Gowricharn and 

Çankaya 2017), CAS becomes an assemblage that is particularly prone to technologically 

mediated racialization. In choosing CAS as a case study, I have threefold aims. First, CAS is yet 

another example of a system partly built on a CBS infrastructure, and while it does no longer 

feature race-ethnicity, it did use race-ethnic categories during its implementation phase. In 

addition, given the regular updates, and the rather “innocent” attitude of the Dutch when it 

comes to issues concerning race-ethnicity, there is no guarantee that race-ethnic categories will 

remain turned off in the system. Second, by explicitly including the organizational context in the 

analysis of CAS, it can be shown that race-ethnic categories are not the only thing to look for in 

the investigation of technologically mediated racialization. CAS as a data assemblage still contains 

racializing elements in the form of common racist practice by police officers and an organizational 

culture that largely resists attempts to diversify. A final argument that I will make, then, is that 

no matter which approach is chosen, whether it be ontological, epistemological or even 

instrumental, CAS should never have been implemented in 2017. It is one of the most obvious 

examples of technological solutionism in practice, an assumed self-fulfilling prophecy that still 

needs to prove itself.  

In the concluding chapter, I will first answer the three sub-questions and the main question that 

guided this investigation. Then, I will discuss possibilities for future research that can be derived 

from the results of this investigation. In the final part of the conclusion, I will discuss how 

governments working with data systems, particular the Dutch government, can benefit from the 

results of this research. The current situation of data technologies used in governance practices, 

and especially the routine use of race-ethnic categories in them, calls for tools aiding the 

prevention of algorithmically generated racist outcomes, and guidelines for ethical and anti-racist 

use of categories in situations where they can benefit marginalized groups. I will show how the 

order of my analysis in this investigation of technologically mediated racialization—which goes 
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from instrumental use, through epistemological critique, to ontological deconstruction—can be 

inverted and used in the planning, evaluation, and design processes of current and future 

governmental practices that are aided by data technologies. In this way, I hope that this 

investigation is not only aiding in the production of knowledge within the scholarly fields of 

critical data studies and postcolonial studies, but also in guiding the Netherlands in the process 

towards a more accountable and just datafied society that values all people equally. 
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Chapter 1: Understanding Technologically Mediated 

Racialization  

In our contemporary datafied society, processes of inclusion and exclusion are no longer merely 

carried out by people amongst themselves, but increasingly involve interactions with various 

technologies (see for example Noble 2018; Eubanks 2018; Benjamin 2019). Many governments, 

the Dutch government included, now use algorithmic systems in their practices of governance. 

Systems used in these governmental practices often deal with information regarding race, 

ethnicity, or nationality. In the Netherlands, many such systems assign different numerical values 

to different countries of origin, which are then used to calculate crime risk, livability scores for 

neighbourhoods, real estate value, welfare fraud risk, and many other variables that are deemed 

necessary in the governance of Dutch neighbourhoods and cities (see van Schie and Oosterloo 

2020; van Schie, Smit, and López Coombs 2020).  

To adequately address these processes and conditions, we need conceptual tools that are 

appropriate for an investigation that is able to deal both with social issues related to race and 

technical issues concerning mediation and computation. I will argue that the process through 

which racializing connotations of geographic, ethnic or national ancestry are created or amplified 

should be understood as technologically mediated racialization. In the next paragraph, I will 

unpack this combination of terms. First, I will discuss how I understand racialization by engaging 

with postcolonial and critical race theory. I will argue that existing theorizations of racialization 

barely mention the mediating function of technology, something that is essential in the 

investigation of racialization in contemporary governmental data systems. Second, I will discuss 

three different takes on mediation that largely shape research on biases and inequalities in 

datafied processes. Each of these approaches implies a different view on how data technologies 

and society relate to each other, as well as a different understanding of the mediating role of 

datafied technologies in the process of racialization.  

The three approaches to technologically mediated racialization that I recognize are the 

instrumental, epistemological, and ontological approach. Since I will discuss these approaches in 

much more detail in the middle part of this chapter, I will only briefly introduce them here. Within 

the instrumental approach, data technologies are portrayed as neutral and objective instruments 

that can be used to make governance processes more efficient and more effective. This 

approach—which is very prominent in data science, business, and governance discourses—

advances a rather positivist and empiricist idea about the relationship between the world and 

knowledge production. In short, when systems make use of categorizations such as race and 

ethnicity they tend to take them as a fact of life, rather than as a local, constructed, and situated 

way of producing knowledge (Haraway 1988). The second approach, i.e. the epistemological 
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approach to technologically mediated racialization, tries to unpack those assumptions embedded 

in datafied systems by taking into account the inherently political nature of knowledge 

production. This way of thinking—prominent in critical data studies and science and technology 

discourses—takes technologies as epistemic actors, each of which offers specific possibilities for 

racialization. By employing this type of social constructivist frame, some critical digital race 

scholars for instance blame biases on human factors, such as skewed historical data, racist 

programmers, or biased users. Unfair outcomes of systems are then often framed as mistakes or 

byproducts instead of features inherent to a particular technologically mediated practice. In 

order to be able to reflect on the features of such inherently racializing technologically mediated 

practices, I suggest that we explicitly add a third approach to our conceptual tools: an ontological 

approach to technologically mediated racialization. This approach does not assume that 

racialization precedes its technological mediation, but argues instead that it is entangled in the 

process; it both shapes mediation and is shaped by mediation. Within this way of thinking—

prominent in philosophy of technology discourses (see, for example, Ihde 2009; Verbeek 2012)—

data technologies mediate our lifeworld and produce us as subjects in that lifeworld.  

While important research had been carried out within the paradigms of each of these approaches 

at the start of this investigation in 2017, most of this research was interested in either 

racialization and discrimination or in data and algorithms. I will argue that the small but increasing 

number of studies that is interested in the combination of the two, tend to work within 

instrumental and epistemological understandings of datafication. The aim of this dissertation is 

to add an ontological approach to technologically mediated racialization to the available 

conceptual and theoretical options of both critical data studies and critical race studies. This 

would enable a more comprehensive understanding of how current knowledge producing 

processes in governmental data systems are entangled with the ways in which our lifeworld is 

shaped. Such an understanding aids in assessing the politics of race-ethnic classification in 

governmental data system; it aids in assessing whether such classifications constitute forms of 

technologically mediated racialization or whether they aid in affirming societal inequities. In the 

remainder of this chapter, I will first discuss the concept of racialization and then discuss in more 

detail the aforementioned instrumental, epistemological, and ontological approaches to 

technologically mediated racialization. 

Racialization 
After a meeting in 1967, UNESCO issued an important statement that thoroughly explained the 

fallacies implied by a biological understanding of different races considered to have existed 

continuously for centuries (see UNESCO 1969). This statement, written by the most prominent 

scholars on the topic at the time, stated that race should no longer be understood as a 

physiological characteristic of people which can be known through the investigation of skin color, 

body shape, and ancestry (Hiernaux 1969). Instead, a social constructivist approach was 
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proposed in which the meaning of race is considered a context-dependent social reality (see 

Banton 1969). Through such an approach, questions concerning what race is no longer make 

much sense; instead, the focus shifts to the process through which race gets its meaning and 

shapes reality. This process is commonly called racialization. Racialization should not be confused 

with racism. Where racialization designates a meaning making process, racism signifies an 

ideology that informs negative attitudes and behavior towards people deemed of a different race 

(Todorov 1993). In this paragraph, I will first discuss racialization as a context-dependent 

discursive process of othering based on ancestry, nationality and/or ethnicity. In the final part of 

this paragraph, I will address how this understanding of racialization holds up in the specific 

context of the Netherlands.  

Racialization happens in the interplay of diverse elements such as language, institutions, and 

epistemic practices that together produce meanings about particular concepts, objects, and 

people. These knowledge producing systems invested in one particular topic or area – such as 

race – is what Foucault calls a discursive formation (Hall 1997a, 44–45). The totality of such a 

system, often referred to as the dispositif, or apparatus, does not just produce knowledge or 

truth, but creates the very conditions for “the separation, not of the true from the false, but of 

what may from what may not be characterized as scientific” (Foucault 1980, 198). The politics of 

this episteme, in its historical and geographical setting, produces a situated régime of truth: 

that is, the types of discourse which it accepts and makes function as true; the mechanisms 

and instances which enable one to distinguish true and false statements, the means by 

which each is sanctioned; the techniques and procedures accorded value in the acquisition 

of truth; the status of those who are charged with saying what counts as true. (Foucault 

1980, 131) 

This system, that is made up by institutions, technologies, and people, produces the very 

conditions that are necessary to decide what counts as knowledge and truth, and what does not. 

As such, régimes of truth are the starting point for many studies dealing with institutionalized 

knowledge production about the inhabitants of a country, organized and legitimated by state 

actors.  

Régimes of truth are intricately linked with the ways in which a state relates to its inhabitants. In 

his earlier work, Foucault shows how régimes of truth work and produce specific subject positions 

in the context of the prison system (Foucault 1977), psychiatry (Foucault 2006), and sexuality 

(Foucault 1978b; 1988; 1978a). In later works, however, Foucault moves away from 

power/knowledge on the level of the individual and starts to investigate how the state exerts 

power over its citizens by considering the population as a whole. In his lecture series titled 

“Security, Territory, Population”, Foucault (2007) discusses the gradual development in which 

European countries moved from rule based on sovereignty, largely based on force and 

obedience, towards an art of governance, based on the creation of conditions in which 
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populations act as desired, out of their own volition. Within this framework, “power is situated 

and exercised at the level of life, the species, the race, and the large-scale phenomena of 

population” (Foucault 2013, 43). Such a “biopolitics” and “governmentality” (the accompanying 

philosophy of governance) are informative concepts in the investigation into the relationship 

between a government and its population, and the normative implications of that relationship. 

Governmentality in this context can be understood as  

[T]he ensemble formed by institutions, procedures, analyses and reflections, calculations, 

and tactics that allow the exercise of this very specific, albeit very complex, power that has 

the population as its target, political economy as its major form of knowledge, and 

apparatuses of security as its essential technical instrument. (Foucault 2007, 144) 

The process of defining the population that is subject to governance, and the desired behaviour 

of that population often includes the production of normative ideas about race and gender 

(Stoler 1995; 2002; Rasmussen 2011; C. Taylor 2011). Former colonial and continuing colonial 

power relations can be traced within such specific normative assumptions that are the result of 

biopolitical measures, structures of governmentality, and their legitimation through regimes of 

truth.  

In feminist and postcolonial studies, the discursive process of associating negative meanings with 

non-normative racial, ethnic, or gender identities is understood as “Othering” (Said 1979; Spivak 

1988; Hall 1997b; Bhabha 2010). “Othering” is how discriminatory meaning and practice are 

invented, justified, and perpetuated. Building on Saussurian semiotics and poststructuralism, 

Stuart Hall explains how in this meaning making process, the relation between a sign, called the 

“signifier”, and the concept it refers to, called the “signified”, only emerges through “binary 

oppositions like Us/them” (Hall 1997b, 258). Referring to Jacques Derrida, he reminds us that 

“we are not dealing with (…) peaceful coexistence (…) but rather with a violent hierarchy. One of 

the two terms governs (…) the other or has the upper hand” (Derrida 1981, 41, as cited in Hall 

1997b, 258). In each of these hierarchical binaries, like Man/woman, White/black, 

Autochtoon/allochtoon, the term that signifies the societal norm becomes the default term, 

while the non-normative term becomes the Other. This process can happen to a wide variety of 

human characteristics and axes of difference, ranging from sex, race, and ability, to gender, 

ethnicity, and class. The specific forms of difference under scrutiny in this dissertation are those 

human differences that can be understood as being connected to historical forms of racialization 

based on ancestry, broadly known under the labels “race”, “ethnicity” and “nationality”.  

Building on the work of Foucault, Edward Said (1979) conceptualized the discursive fabrication 

of the Other in the colonizer/colonized relationship “Orientalism”. In his influential work of the 

same title, Said set out to explain how Orientalism manifests itself in science, cultural 

representations, and politics. Produced by cultural representations and legitimated by science, 
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Othering informs power hierarchies both between nations as well as between people within a 

nation. As Said explains: 

Debates today about Frenchness and Englishness in France and Britain respectively, or 

about Islam in countries like Egypt and Pakistan, are part of the same interpretive process, 

which involves the identities of different "others," whether they be outsiders and refugees, 

or apostates and infidels. It should be obvious in all cases that these processes are not 

mental exercises but urgent social contests involving such concrete political issues as 

immigration laws, the legislation of personal conduct, the constitution of orthodoxy, the 

legitimization of violence and/or insurrection, the character and content of education, and 

the direction of foreign policy, which very often has to do with the designation of official 

enemies. (Said 1979, 332) 

One of the main reasons for this process of Othering is the fact that the production of culture 

and knowledge is predominantly performed through a white, Western, and male perspective 

(Harding 1991; Puwar 2004). Groups of people that do not fit this norm have historically been 

excluded from the spaces in which knowledge production and governance take place (Puwar 

2004). As a result, in the knowledge that is produced they are subjected to processes of Othering, 

which manifest in various forms of exclusion, as well as in the formation of stereotypes (Puwar 

2004, 142–43). Critical theorist Homi Bhabha (2010, 110) explains that “[l]ike the mirror phase 

‘the fullness’ of the stereotype—its image as identity—is always threatened by ‘lack,’” meaning 

that both the colonizer and the colonized envision the other in terms of difference. As I will show 

throughout this dissertation, governmental data systems take the perspective of the colonizer, 

in the form of the white “autochtoon”, as the default position and envision the discursively 

constructed Other only through a perceived lack, based on geographic, ethnic, or racial ancestry. 

I understand this Othering, based on geographic, religious, ethnic or racial origins, through the 

concept of “racialization.” 

Racialization is understood in this dissertation as “the extension of racial meaning to a previously 

racially unclassified relationship, social practice or group” (Omi and Winant 2015, 64). As a 

process, racialization is continually producing racial formations, which I understand as 

geographically and historically situated collections of people, things and practices, which are 

grouped on the basis of their perceived race, ethnicity, or nationality. Such an understanding 

contests both essentialist views the concept of race as something objective, biological, and 

concrete, and social constructivist views on race as an “illusion” born in social relations and 

discourse (Omi and Winant 2015, 109). According to historians Michael Omi and Howard Winant 

we should, therefore, understand race as a concept  

…that signifies and symbolizes social conflicts and interests by referring to different types of 

human bodies. Although the concept of race invokes seemingly biologically based human 

characteristics (so- called phenotypes), selection of these particular human features for 
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purposes of racial signification is always and necessarily a social and historical process. 

Indeed, the categories employed to differentiate among human beings along racial lines 

reveal themselves, upon serious examination, to be at best imprecise, and at worst 

completely arbitrary. They may be arbitrary, but they are not meaningless. Race is strategic; 

race does ideological and political work. (Omi and Winant 2015, 110–11, italics in original) 

It is precisely in governmental bureaucracy that the ideological and political nature of 

categorizations is most prominent but is, at the same time, denied in the process of presenting 

classifications as a scientifically neutral process. While I fully subscribe to the thesis that the 

selection of human features for racial signification is socially and historically situated, what is 

missing from this definition is the role that different technologies play in these very processes. 

Therefore, in this dissertation I will argue that racialization should not merely be understood as 

a social and historical process, but also as a technologically mediated process.  

A pervasive argument in ongoing debates in the Netherlands is that race and racialization have 

been conceptualized primarily to investigate racism in an Anglo-Saxon context and would, 

therefore, not be suitable for an investigation in the Dutch context. The main reason for this 

argument is that in the dominant Dutch race discourse, “ras” is still discursively tied to the 

genocide of Jewish people and the eugenic practices of Nazi Germany (Yanow, Van der Haar, and 

Völke 2016, 190). When use of the word became prohibited in policy contexts in the Netherlands 

after WW II, its discursive meaning remained relatively frozen until recently. As a result, “ras” is, 

still, in daily Dutch discourse primarily understood in a very narrow biological sense. To avoid 

using the term, Dutch researchers have been relying on concepts such as ethnicization (see 

Koyuncu-Lorasdağı 2013; Bonjour and Block 2016) or minoritization (Rath 1991). This is in sharp 

contrast with the development of race discourse in the United States and the United Kingdom, 

where “race” is used to convey cultural and political meanings (Rath 1991, 117–18). Here, race 

used to be understood in a biological sense as well (see Hiernaux 1969), but ongoing societal 

discussions, the civil rights movement, and the more recent Black Lives Matter movement have 

altered the discourse in such a way that the word “race” is now a concept that is available to 

address societal injustices. As a result of the incongruency between the Dutch and Anglo-Saxon 

discourses, to speak about current affairs in terms of “race”, and by extension “racialization” in 

the Netherlands, is deemed to be anachronistic and out of place (see Bovenkerk 1984; Vuijsje 

1986, and more recently the report by the Scientific Council for Government Policy by R. P. W. 

Jennissen et al. 2018). There are, however, several objections to be made against this reasoning.  

First, it is impossible to draw hard lines between the concepts race, ethnicity, and nationality in 

bureaucratic practice. Empirical policy research on governmental classifications has shown that 

nationality, race, and ethnicity are often used interchangeably or in conjunction with each other. 

In the Netherlands, this has even led to classification systems used in perinatal care and obstetrics 

which feature nationality, ethnicity, and racial classifications within the same system, meaning 
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that people have to choose “the most appropriate” category of overlapping classifications such 

as “Caucasian”, “Turkish”, “African”, “Negro” and “Hindustani” (see Yanow, Van der Haar, and 

Völke 2016). Furthermore, until 2021, Statistics Netherlands (Centraal Bureau voor de Statistiek, 

from now on CBS) used a classification system – which I will discuss at length in Chapter 3 – based 

on what they call “ethnicity”, which is technically based on the formal place of birth of someone´s 

parents. This explanation is not complete, though. One example of the way in which the “ethnic” 

categories are racialized here can be found in the statistics on “ethnic diversity” in elementary 

schools; at least until 2015, government reports have labelled schools in which the majority of 

students have a migration background as “black schools” (see de Mooij et al. 2015, 11). This 

confusion and/or interchangeability has led scholars to adopt hybrid terms such as 

“ethnonationalism” (Connor 1994), “ethnoracial” (Hollinger 2005), and “race-ethnicity” (Yanow 

2003) to address the fuzzy nature of nationality, ethnicity, and race related concepts. The work 

of policy researcher Dvora Yanow is especially relevant in this context; she investigated 

bureaucratic categories in both the United States and the Netherlands with a similar conceptual 

apparatus and concluded that categories in both countries have ethnic and racial meanings 

(Yanow 2003; Yanow and Van der Haar 2013). Yanow and Van der Haar argue that, even if the 

Dutch category of “allochtoon” is technically primarily based on ethnic and national concepts, 

the way it is operationalized in Dutch governmental practice is undoubtedly racialized (Van der 

Haar and Yanow 2011). It is for this reason that they understand the Dutch categorization practice 

as “race-ethnic”. This argument is in line with a growing body of research that addresses the 

racializing nature of Dutch migration and integration discourses (Essed 1991; Wekker and Lutz 

2001; Ghorashi 2014; Essed and Hoving 2014b; Özdil 2014; Wekker 2016). Therefore, I assume 

that the concept race is not anachronistic at all and that it does play a significant role in Dutch 

policy and bureaucracy. Therefore, it deserves proper attention.  

A second objection against the supposed misfit of the concept racialization in the Dutch context, 

is that racialization is particularly suitable to move the discussion from the essence of categories 

to the way in which they operate. As I will elaborate further in this chapter’s section about 

mediation and technology, the question is not only whether labels of the categories deployed 

carry inherent racial meanings, but even more importantly how those labels are operationalized. 

For example, it is rather easy for the Dutch government to deny that race is playing a role in 

government policy, given that there are no explicit race categories in demographic data. 

However, through the lens of racialization, it is possible to investigate the process through which 

negative meanings are attached to certain words, situations, or visible characteristics of human 

bodies. This means that the Dutch labels “allochtoon” and “autochtoon” not only carry racial 

meanings to begin with, the manner in which they are operationalized racialize the categories 

they represent even further. As I will show in Chapters 4 and 5, “autochtoon” tends to function 

as the default category in many systems, while “allochtoon” is made into the Othered category 

in these same systems partly because it is consistently connected to negative human 
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characteristics, such as crime and poverty. One of the arguments I will develop in Chapter 3 is 

that the government-sanctioned name change of the label “allochtoon” to “person with a 

migration background” in 2016 and 2017 did nothing to change its operationalization in data 

systems, and by extension the racializing character of the category. In short, racialization as a 

process may happen to identity characteristics that, in principle, have nothing to do with skin 

colour, ancestry, or other characteristics with historical racialized discriminatory and exclusionary 

practices. Therefore, the official absence of racial categories does not mean that racialization 

does not take place. On the contrary, as the process of racialization is invisibilized, it becomes 

much harder to spot and, therefore, a more disguised and insidious process. 

Finally, denying that race may play a role in Dutch society and that, consequently, racialization is 

an anachronistic and out-of-place concept could itself be a symptom of the way in which the 

Dutch national/ethnic/racial identity is constructed as tolerant and non-racist. In Dutch academic 

discourse, traces of this dominant way of thinking can be found in the early work of Dutch cultural 

anthropologist Frank Bovenkerk (1978b, 7), who, in 1978, concluded that while racial 

discrimination does exist in the Netherlands, it is “not as ubiquitous as in the United States, since 

the [Dutch] ideology resists the phenomenon more unequivocally” (Bovenkerk 1978a, 193–94, 

translated by the author). This assumption of exceptionalism from Bovenkerk is contradicted—

in the same book—by the statement of John M. Alsswang, an American professor teaching at 

Leiden University at the time, who claimed that despite the perceived tolerance towards 

minorities, the Dutch stance on racial discrimination was covered by “a well-intentioned 

conspiracy of silence” (Allswang as quoted in Bovenkerk 1978b, 21). The most well-known 

theorization of this “conspiracy of silence” has been produced by Gloria Wekker, who calls the 

Dutch attitude “white innocence”, which she explains as 

[The] dominant way in which the Dutch think of themselves, as being a small, but just, 

ethical nation; color-blind, thus free of racism; as being inherently on the moral and ethical 

high ground, thus a guiding light to other folks and nations. (Wekker 2016, 2) 

Wekker argues that this self-image causes white Dutch people to experience moments of 

cognitive dissonance when they are confronted with their own racist remarks and behaviour. It 

is this attitude combined with the feeling that contemporary societal structures are completely 

unrelated to the Dutch colonial past, that makes it particularly difficult to address institutional 

racism in the Netherlands.  

It has often been argued that this apparent disconnect between colonial history and 

contemporary societal structures should not be seen as accidental, but rather as an inherent 

feature of the need of white colonial nations to match their history with their self-image of 

rationality, equality, and progress (Stoler 2016; Wekker 2016). Additionally, this self-image 

coincides with ideas of homogeneity, which makes the mere presence of minorities into “an 
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intolerable deficit in the purity of the national whole” (Appadurai 2006, 53). Derrida (1982) 

characterized this attitude as a “white mythology”; as the ways in which Western metaphysics 

“erased within itself the fabulous scene that has produced it” (Derrida 1982, 213). However, in 

contradiction to the official histories, the past “remains active and stirring” and is in a way 

“inscribed in white ink” (Derrida 1982, 213); present but only visible when actively looking for it, 

and always capable of being “reactivated” (Stoler 2016). One possible explanation for this “white 

mythology” (see also Young 2004) in the Dutch context has been offered by Zihni Özdil (2014), 

who argues that the apparent amnesia concerning the colonial past of the Netherlands should 

be understood in terms of a “pasteurization” of history. The concept of pasteurization, usually 

referring to the process by which milk is treated so “it will not upset the consumer’s stomach” 

(Özdil 2014, 50), metaphorically connects the significance of milk in the Dutch cultural archive 

(see introduction), with the process through which Dutch history—as it is taught in schools and 

museums—is made easier to digest. By leaving out the parts that are too shocking or politically 

inconvenient, such as slavery and colonialism (see Weiner 2014a), the collective memory of the 

Dutch is severely hampered.  

Several scholars have argued that amnesia is too mild of a term for this phenomenon, opting for 

the use of the more profound “cultural aphasia” (Helsloot 2012) or “colonial aphasia” (Stoler 

2009; 2016; Wekker 2016). As discussed in the introduction of this dissertation, the historian Ann 

Laura Stoler explains aphasia as an occlusion of knowledge:  

It is not a matter of ignorance or absence. Aphasia is a dismembering, a difficulty in 

speaking, a difficulty in generating a vocabulary that associates appropriate words and 

concepts to appropriate things. Aphasia in its many forms describes a difficulty in retrieving 

both conceptual and lexical vocabularies and, most important, a difficulty in 

comprehending what is spoken. (Stoler 2016, 128; emphasis in original) 

Aphasia in this sense is not the absence of colonialism from collective memory and institutions, 

but the inability to access these memories through language. According to Wekker (2016, 2), this 

has caused the Dutch difficulty in addressing the existing “deep structure of inequality in thought 

and affect based on race”. She argues that it is from this “deep reservoir, the cultural archive, 

that, among other things, a sense of self has been formed and fabricated” (Wekker 2016, 2). Also 

referring to Stoler, Wekker explains the cultural archive as a “repository of memory” (Stoler 2009, 

49), of which the contents are both “in the heads and hearts of people”, but also “silently 

cemented in policies, in organizational rules, in popular and sexual cultures, and in commonsense 

everyday knowledge” (Wekker 2016, 19). The aforementioned name change of the label 

“allochtoon” to “person with a migration background” without changing the definition and 

operationalization of the category would be a perfect example of colonial aphasia, since it 

actively dismembers and silences the meaning of racializing organizational rules in Dutch policy, 

while keeping its functionality in place.  
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For all of the reasons mentioned above, I do not consider racialization as an anachronistic or out-

of-place concept. Rather, in this dissertation I argue that it is the most fitting way to address how 

policy, bureaucracy, and by extension, data systems used in a Dutch governmental context can 

attach racial meanings to categories through their functioning. However, to properly address how 

the processes of racialization and colonial aphasia happen in data infrastructures and algorithmic 

systems, we need to expand racialization theory to account for these specific technological 

contexts. In the next section, I will, therefore, theoretically explore different ways in which we 

can understand what I call technologically mediated racialization. 

Technologically Mediated Racialization 
As argued in the previous section, racialization does not only happen in social processes between 

groups of people, but increasingly also involves various data technologies and algorithmic 

systems. I, therefore, understand the process of racialization as it happens in data technologies 

as technologically mediated racialization. While the terms “technologically mediated” might 

seem rather self-explanatory in this context, they can be understood in at least three different 

ways which should not be confused with each other. Drawing on the work of media scholar 

Joshua Meyrowitz (1999), I will discuss these three different ways, and extend them into three 

related approaches to the investigation of technological mediation: an instrumental approach, 

an epistemological approach, and an ontological approach. In conjunction with these approaches 

, I will discuss recent critical race studies and postcolonial studies on data and algorithms and 

argue that most of these studies tend to work within the epistemological understanding of 

technological mediation, while studies that work within the ontological understanding are 

generally scarce. The aim of this dissertation, then, is to fill this gap and create possibilities for 

adding analytical depth to future research, as well as to be a guide for and in future policy making.  

The Instrumental Approach – Racialization as Content 

The first approach to technological mediation follows a rather common understanding of how 

people interact with tools and instruments: people pick the most suitable tool for a situation at 

hand and then use it to solve a problem, produce knowledge, or otherwise get a task done. In 

this understanding, the problem that needs to be solved exists independently of the available 

tools to solve it, and the available tools are there to help people do their tasks. In such an 

anthropological definition of technology (Heidegger 1977b, 5), instruments exist to serve people 

rather than the other way around. They are mere facilitators that are in no way related to the 

issues at hand, or the way in which we view the world. Like hammers are made to drive nails in 

wood, data technologies are made to aid us in the production of knowledge. When we take this 

lens and look at media technologies, we see them as instruments that are able to transport 

content to another time or place. In this case, the “medium” can either be understood as the 

system or technology which is transporting a message, such as television or internet, or as the 
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carrier of this information, such as a vinyl record or a USB memory stick. This content can then 

be used, read, or viewed – by another person or system, ideally in the exact same way as intended 

by the maker. Media technologies which are used as aids in knowledge production are envisioned 

to do just that: provide an objective and unaltered account of reality, but with an added bonus, 

usually in the form of increased detail or speed.  

The instrumental paradigm largely follows the media-as-vessel/conduit metaphor of media as 

explained by Joshua Meyrowitz, in which mediation is a rather value free and neutral process 

that happens between two or more actors. In this, by now rather dated understanding, the 

content of media is analytically separated from the technologies that carry, send, and/or receive 

it (Meyrowitz 1999, 45). Mediation, by definition, takes place in the middle, in the “in-between, 

as such” (van den Eede 2011, 140). In this process, technology is but a mere facilitator, a tool the 

effects of which depend on the intentions and proficiency of its users. Through this approach, 

media technologies are understood as instrumental; they can be used well or badly, but do not 

necessarily embed values or politics themselves. Knowledge producing media, such as data 

technologies, are usually chosen for tasks because of their in-betweenness, as in practice, the 

transparency of their functionalities and the opacity of their embedded social values are often 

mistaken for neutrality and objectivity once their designs have stabilized to some extent 

(Feenberg 1999, 96–97; van den Eede 2011, 153).  

The perceived neutrality of the process of mediation as performed by data technologies is clearly 

visible in the early popular and professional discourse surrounding data technologies. Two by 

now infamous articles published on Wired.com can be seen as exemplary of a general techno-

positive, overconfident and rather uncritical attitude towards the possibilities of data 

technologies that has been convincing many businesses and governments. First, in the article 

titled “The End of Theory: The Data Deluge Makes the Scientific Method Obsolete”, Chris 

Anderson (2008) argued that the best way of understanding information is to look at it 

“mathematically first and establish a context for it later”, as, according to him, massive amounts 

of data can replace many of the existing sciences and philosophies: 

Out with every theory of human behavior, from linguistics to sociology. Forget taxonomy, 

ontology, and psychology. Who knows why people do what they do? The point is they do 

it, and we can track and measure it with unprecedented fidelity. With enough data, the 

numbers speak for themselves. (C. Anderson 2008, n.p.) 

In a similar fashion, in an article titled “Big Data and the Death of the Theorist”, Ian Steadman 

(2013) suggests that  

[i]n the same way that the internal combustion engine spelled the end of the horse as a 

working animal, big data could be the tool to render host of academic disciplines redundant 

if it proves better at building better narratives of human society. (Steadman 2013, n.p.) 
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The rapid adoption of data technologies as a new transparent tool to render or mediate reality 

quickly gained traction amongst companies and a diverse range of governmental agencies at the 

local and national levels (see Mayer-Schönberger and Cukier 2013; Kitchin 2014b; Wohlers and 

Bernier 2015; Schäfer and van Es 2017). This instrumental paradigm has become popular in The 

Netherlands (see Kool, Timmer, and van Est 2015; WRR 2016, 49–64). In response, critical 

scholars have started to speak about the condition of our contemporary society in terms of a 

“datafied society” and argue for a “critical understanding of this current situation and its societal 

consequences” as well as an attempt to “debunk the exceptionalism inherent in the ‘big data’ 

paradigm” (van Es and Schäfer 2017, 13). 

“Big Data’s” perceived exceptionalism holds that many social and societal issues are solvable 

through the use of data to either make existing bureaucratic and managerial tasks more efficient 

and effective by taking humans out of the process in particular situations. Through this way of 

working, any societal problem is made into an engineering problem that can be solved with a 

technical solution. However, such a data-centric “technological solutionism” (Morozov 2013) 

runs the risk of obfuscating possible solutions that do not incorporate computational 

technologies. Due to the pervasive idea that any problem can be solved by applying the right 

datafied method, possible solutions that are more hands-on, or merely based on non-digital 

policy, are often overlooked.  

Furthermore, in an instrumentalist perspective on technologically mediated racialization, data 

about identity characteristics such as ethnicity, race, or nationality, can also quite literally 

become instrumental. The selection, measurement, and processing of peoples’ characteristics is 

seen as a neutral endeavour, as instrumentalism generally also favours a rather empiricist 

understanding of knowledge production. The assumption here is that even in matters of ethnicity 

or race, there are objective standards, which can be known when the right tools are used. In this 

worldview, knowledge about skin colour, countries of origin, and religion can be recorded as facts 

and from that moment onwards be used to cross-reference with other demographic and 

statistical characteristics of people. This is not generally seen as a political or cultural matter, but 

rather as an objective and neutral scientific endeavour.  

However, when this datafied process of knowledge production is compared with the 

aforementioned process of racialization, the similarities are striking. The abovementioned 

description of datafied empiricism basically explains “the extension of racial meaning to a 

previously racially unclassified relationship, social practice or group” (Omi and Winant 2015, 64) 

and the selection of “particular human features for purposes of racial signification” (Omi and 

Winant 2015, 110), in somewhat more neutral and scientific sounding terms. I, therefore, argue 

that an instrumental approach to technology invariably leads to instrumentalism regarding race. 
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Rather than being an accident, racialization becomes a feature, an add-on or plug-in, which can 

be turned on when programmers deem the use of this information “effective”. 

In a context where information about race, ethnicity, and nationality is readily available, 

instrumentalism makes governmental data projects prone to the intentional and unintentional 

implementation of racializing features. In such contexts, race quite literally starts to function as 

technology (Chun 2009; Coleman 2009). Its availability in the Dutch context can be understood 

as a testament to instrumentalism as the main mode in which both technological and race-ethnic 

matters are considered. In addition, the availability of race-ethnic information, such as the 

availability of data technologies, seemingly justifies its use. One of the programmers of the 

Leefbaarometer I spoke with during the investigation for Chapter 4, remarked that not using 

ethnic information in the creation of the Leefbaarometer would have been a political decision, 

and he and his colleagues “did not engage in politics”. This shows that the default way of thinking 

about both data technologies and race-ethnic data is that using them in automated policy 

decisions is 1) a logical step and 2) an objective and neutral act, while the suggestion of diverging 

from this frame is seen as a political move. Thus, an instrumentalist view makes clear 

demarcations between what is considered scientific and objective and what is political and, 

therefore, subjective and vice versa. 

The inconsistency of this attitude becomes clearly visible when people attempt to use race-ethnic 

categorization in non-racializing ways, for example in an attempt to increase inclusivity and 

diversity in settings where it is still largely lacking. When the Dutch Parliament had to vote about 

implementing the registration of the migration backgrounds of students and faculty/staff in 

Dutch higher education as an inventory before setting targets in terms of diversity and inclusivity, 

the proposal was dismissed. The motion filed against the proposal by the MPs Wiersma, El 

Yassini, and Van der Molen, which stated that people’s identities “should not be reduced to their 

ethnicity or migration background”, received a majority of the votes and was implemented.9 Such 

remarks are, however, rarely heard when matters of crime, fraud, or welfare are discussed. As I 

will show in the case studies in Chapters 3, 4 and 5, race-ethnic information is routinely 

considered relevant in these situations, and objections such as the ones mentioned above are 

rarely expressed by politicians in relation to issues such as crime or fraud detection. Thus, when 

it comes to the production of knowledge about social issues in the context of government policy, 

the scientific and political always necessarily merge. The choice to gather data and produce 

knowledge in a particular way is inherently ideological.  

 

 

9 This quote comes from motion nr. 230 in case nr. 29338 (VSO Nationaal actieplan voor meer diversiteit en inclusie 

in het hoger onderwijs en onderzoek) discussed on 25 November 2020 by the Dutch house of representatives. 
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Race-ethnic information can function as a means to an end in particular situations, and can even 

be beneficial when used in a critical and evaluative manner, and when the envisioned ends—

such as inclusivity in higher education—require this knowledge. In situations such as these, the 

political goals could temporarily trump epistemic precision, a practice referred to in feminist and 

postcolonial discourses as “strategic essentialism” (Eide 2016). In the words of postcolonial 

scholar Gayatri Spivak: “You pick up the universal that will give you the power to fight against the 

other side, and what you are throwing away by doing that is your theoretical purity” (Spivak in 

Spivak and Harasym 2014, 12). Such a pragmatic use of essentialism should, however, be treated 

with care, and only temporarily, to prevent the reification and naturalization of categories one 

eventually wants to get rid of. My criticism of instrumentalism in policy decisions should, 

therefore, not be read as a complete dismissal of all forms of ethnic, racial, or religious 

classifications in data systems, but rather as a call for a contextualized, situated, and critical use 

of data science. Using racial categories can be racializing in one situation and work in anti-racist 

ways in another; the absence of race is sometimes desirable while in other contexts it would 

constitute a less favourable form of “colourblindness” that attempts to transcend “racial labeling 

and the associated implicit and explicit biases to a hypothetical and almost mythical post-racial 

stance” (Braddock 2021). To be able to distinguish between the above mentioned situations, we 

need approaches that go beyond a merely instrumental consideration of technologically 

mediated racialization. We need an approach that is able to take into account the ideological and 

epistemological aspects of knowledge production as well as their relation. In the next section, I 

will discuss this type of epistemological approach to technologically mediated racialization.  

The Epistemological Approach – Racialization as Operation 

The second approach to technologically mediated racialization, which is very common in STS and 

critical data studies discourses, is increasingly becoming part of both popular and professional 

debates. Comparable to the work done within the instrumentalist paradigm, this epistemic 

approach separates content from the technologies that mediate its storage, distribution, and 

consumption. However, where in the instrumentalist approach media are considered neutral 

transporters of messages, the epistemological approach focuses on the logic within which the 

content is produced, stored, and distributed. The epistemological approach, then, draws 

attention to the range of possibilities media have to offer; it looks at what messages can be 

mediated as well as the specific ways in which they are mediated. As such, mediation is, 

therefore, not a passive transference of a message, but rather an active shaping of that message. 

The ways in which media shape messages depends on both industry conventions and on the 

equipment that is used. By taking a look at medium specific characteristics of individual 

technologies, we can analyze their implied power structures:  

While a content analyst exploring women's "images" in media may be concerned with the 

roles held by the women (e.g., housewife vs. executive), a media grammar analyst might 
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examine whether women in a film - regardless of role - are framed in intimate space, made 

to look weak through high angle shots, or sexualized by voyeuristic shots of their body 

parts. (Meyrowitz 1999, 48) 

The framing of women in films can be seen as one way in which content is shaped by industry 

conventions. However, when we extend Joshua Meyrowitz’s explanation from audio visual media 

to data technologies, and understand mediation in terms of datafication, we are able to not only 

look at how human characteristics such as race, ethnicity, and nationality are represented in 

systems as a result of historically ingrained societal conventions, but also how the selection of 

“particular human features for purposes of racial signification” (Omi and Winant 2015, 110), is 

shaped by the material options different data technologies have to offer. With an epistemological 

lens we are able to look at processes of racialization as a form of politics that is the result both of 

institutional conventions and the design of specific data technologies. 

The politics of technologies in processes of knowledge production has been one of the core 

subjects in the field of science and technology studies (STS). The word “politics” is meant here as 

a designation of the “political causes and consequences of technical artifacts” (Brown 2015, 6), 

and should not be confused with the more common use of the word politics to describe the 

activities of politicians. STS scholars such as Bruno Latour, Sandra Harding, and Donna Haraway 

have all examined the socially constructed and non-neutral nature of knowledge production. 

Sociologist Bruno Latour’s (2005) actor-network theory (ANT) aids in the investigation of the 

production of knowledge as a process that emerges from sociotechnological assemblages 

including both human and non-human actors. Such dispositifs, or networks, consist of 

interrelational materialistic and semiotic elements of objects, subjects, and actors/actants 

(Latour 2005). Within Latour’s vocabulary, data systems cannot be interpreted as neutral 

intermediates that collect, calculate, and visualize statistical data without steering and 

influencing the transference of knowledge embedded in these processes. Data functions as an 

“immutable mobile”, a displacement of knowledge “through transformation” (see Latour 2005, 

223, note 308). Such a transformation, also called a “translation” (Latour 1991) necessarily 

changes the possibilities particular information has to offer. The translation of information about 

ethnicity, race, or nationality into data increases the scope of that content as well as broadening 

its applicability in automated policy contexts. The translation of the physical and digital world 

into data has, therefore, always ideological implications, some of which can be predicted and 

some of which will only emerge after implementing a system or technology. Within ANT, a 

translation is an explicitly non-neutral form of mediation that invites an investigation into its 

workings, not to invalidate its ways of producing knowledge, but rather to make visible its politics 

and make possible an informed discussion about the implications of such a mediation. 

Feminist critiques of scientific objectivity can be particularly helpful in addressing the politics and 

implications of knowledge producing assemblages such as data systems. Feminist STS scholar 
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Sandra Harding distinguishes two possible modes of critique in the fight against epistemic 

inequalities in her influential work Whose Science? Whose Knowledge? Thinking from 

Women’s Lives (1991). The first approach, which she calls “feminist empiricism”, sees social 

biases in the outcomes of scientific research as bad scientific practice (Harding 1991, 111–18). 

When prejudice ends up in scientific work, this is rarely the result of structural or institutional 

issues, but can usually be traced back to human conduct. This perspective on “biased” knowledge 

production implies that neutral and objective knowledge is possible if researchers adhere 

sufficiently strictly to their own standards of objectivity. The benefit of this approach in 

eliminating inequalities in science is that it does not challenge the basic structures of science as 

an institution, and that it adheres to traditional views on what counts as reliable knowledge. This 

is, however, also its downside, as instances of “bad science” are generally seen as coincidental 

and unrelated, rather than as the result of structural issues.  

The second approach Harding recognizes and advocates, uses a different understanding of how 

knowledge relates to the world. Such “feminist standpoint epistemology” suggests that actors 

and agents involved in knowledge production practices should be attentive to power relations, 

and should incorporate in their work who benefits from a particular perspective, and who does 

not (Harding 1991, 119–37). With feminist standpoint epistemology, a normative perception can 

be made visible which acknowledges what is left unseen or what is excluded in a knowledge 

producing assemblage. Objectivity, in this view, does not so much lie in the information that is 

extracted from the world, but rather in the way in which researchers communicate the 

perspectives that are used in their research. To acknowledge one’s position, as, in my case, a 

white, European, middle class, heterosexual, cisgender male, is seen as a form of “strong 

objectivity” (Harding 1991, 149), i.e. much better than pretending that I somehow produce 

knowledge in a neutral and impartial way. The latter practice is rather common in the natural 

and much of the social sciences, where people tend not to make visible in their texts and reports 

who produced the knowledge that is presented. Such a working practice would be understood in 

feminist standpoint theory as a form of “weak objectivity”(Harding 1991, 143). As I will show in 

the case studies of this dissertation, data systems also rarely explicitly communicate their 

situatedness and would, therefore, also fall in the category of “weak objectivity”. However, data 

systems do generate knowledge from a particular vantage point, and feminist standpoint theory 

enables us to recognize that perspective.  

Moreover, feminist standpoint epistemology does not only criticize the construction of 

objectivity prevalent in much of the natural and social sciences, but also makes a value judgment 

about which perspectives are most useful in laying bare the power structures that guide and 

shape the production of knowledge. Harding argues that outsiders to power structures are 

particularly capable of making them visible:  
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Using women's lives as grounds to criticize the dominant knowledge claims, which have 

been based primarily in the lives of men in the dominant races, classes, and cultures, can 

decrease the partialities and distortions in the picture of nature and social life provided by 

the natural and social sciences. (Harding 1991, 121) 

While the statement above talks about women’s lives in particular, it would work just as well for 

culturally disadvantaged people in any other axis of difference. Where I, as an able-bodied 

person, would generally not be aware of the one or two steps up necessary to enter most 

buildings of Utrecht University, any person in a wheelchair would be able to tell in an instant 

which buildings would need accessibility improvements. Similarly, as a white person, I would 

never directly find out whether or not a particular facial recognition system is biased against 

people with darker skin tones. In Heideggerian terms, infrastructures, systems, and technologies 

which are ready-to-hand for me, might be present-at-hand for people with different physical and 

non-physical identity characteristics. Technologies being present-at-hand are at best a nuisance 

and at worst dangerous in daily life; in research, however, situations of breakdown, or 

miscommunications between people from marginalized communities and technologies, present 

opportunities in the investigation of technologically embedded cultural and social inequalities. 

Harding’s standpoint theory, therefore, assumes that people in an oppressed situation have the 

most direct experience of discriminatory social structures, and are most capable of producing 

knowledge about the instruments, infrastructures, and social values that shape their oppression. 

The standpoints of the ‘subjugated’ are, however, not innocent either. The prominent feminist 

STS scholar Donna Haraway argues for critical reflexivity in the production of what she calls 

“situated knowledges” (Haraway 1991, 191). Its aim should go beyond the production of a variety 

of standpoints in order to show a kind of relativism, as  

[r]elativism is the perfect mirror twin of totalization in the ideologies of objectivity; both 

deny the stakes in location, embodiment, and partial perspective; both make it impossible 

to see well. Relativism and totalization are both 'god-tricks' promising vision from 

everywhere and nowhere equally and fully, common myths in rhetorics surrounding 

Science. But it is precisely in the politics and epistemology of partial perspectives that the 

possibility of sustained, rational, objective enquiry rests. (Haraway 1991, 191) 

Haraway’s often used phrase of the “god-trick” points at a particularly extreme form of “weak 

objectivity”, a form of disembodied knowledge production that historically shaped much of the 

natural and social sciences. Instead, researchers should aim to provide a “partial perspective” 

that is accountable and clear about its position and politics.  

This idea of the “partial perspective” can also be useful in assigning a perspective to existing 

epistemic practices. When all perspectives are partial, the knowledge produced by technology, 

for example a data system, is necessarily partial as well. The theory of situated knowledges can 

then be used in the reconstruction of the often obfuscated perspective of a data system. While I 
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will discuss this in more detail in Chapter 2 on methodology, for now it suffices to say that by 

taking a close look at the inputs, possibilities, visualizations, and outputs of a system, it is possible 

to reconstruct a perspective in its various stages of construction, as well as its embedded 

normative assumptions. Such an evaluation does not only include what is present in a system, 

but also what is missing. Since both norms and perspectives are often not made explicit, the gaze 

of these systems seems to come from nowhere in particular. Haraway aptly describes this 

perspective as 

the gaze that mythically inscribes all the marked bodies, that makes the unmarked category 

claim the power to see and not be seen, to represent while escaping representation. This 

gaze signifies the unmarked positions of Man and White, one of the many nasty tones of 

the word objectivity to feminist ears in scientific and technological, late industrial, 

militarized, racist and male dominant societies. (Haraway 1991, 188) 

The unmarked category in any power relation is the category that is seen as the norm, and as I 

will show in Chapters 3, 4, and 5, it is this category that is usually missing in data systems as well. 

When a system takes ethnicity into consideration, the people considered natively Dutch are not 

represented, while people with a migration background are. When income is considered as a 

variable in a system, the categories used in calculations usually contain percentages of people on 

welfare, but percentages of employed people are not always part of the equation. Such 

inconsistencies help both in reconstructing the assumed default position in systems, as well as 

situating the system’s ways of producing knowledge. In addition, instead of getting stuck in 

pointing fingers at racist programmers and oblivious bureaucrats, we can focus on the process of 

knowledge production and in doing so uncover structural and institutional discriminatory and 

racializing practices.  

One clear non-digital example of such an institutional racializing practice has been provided by 

media scholar Lorna Roth (2009), who showed that the stereotypical portrayal of black people in 

analog film and photography up until the early nineties had not only been the result of choices 

made by filmmakers and photographers. One of the major reasons for the lack of detail in the 

visual portrayal of people with darker skin tones was caused both by the material limits of film 

and cameras—which were optimized for lighter skin tones—at the time, as well as the industry 

standards in the development process of film. One of the main reasons for this technologically 

embedded predisposition towards white skin color has to do with the so-called “Shirley cards”. 

These cards featured pictures of white women with several squares or circles containing what 

were deemed the most important colours, and were used in the process of photo development 

to produce the “right” colours (Roth 2009, 112–15). This norm was only changed and expanded 

after manufacturers of chocolate and wooden furniture complained about the fact that they 

could not photograph the colour of their products in a realistic way (Roth 2009, 119–20). Only 

after some changes were made in camera technology as well as to the way in which “white 
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balancing” was done in film and photography were the circumstances created for a more detailed 

and nuanced portrayal of black people in visual media. This example shows how institutional 

racism can be embedded not only in the practices of people that produce messages, but also in 

the material, equipment, and infrastructure that is available to them.  

Like analog film and photo equipment, a variety of digital technologies have built-in prejudices 

and biases against people with darker skin tones. Facial recognition systems and biometrics are 

technologies known in particular for their biases against black people (see for example Browne 

2015; Cheney-Lippold 2017; Buolamwini and Gebru 2018; Wevers 2018). While these biases are 

mainly caused by the training data sets consisting of people overwhelmingly white and male (see 

also Buolamwini and Gebru 2018), the disparities between the ability of systems to recognize 

white and non-white people also point at a more structural and institutional shortcoming. 

Simone Browne theorizes these biases as “digital epidermalization”, caused in part by an 

embedded “prototypical whiteness” (Browne 2015, 26). Epidermalization, a term coined by the 

psychiatrist and decolonial thinker Frantz Fanon, deals with the ways in which race is imposed on 

bodies from the outside. In the words of Fanon himself: 

I am overdetermined from the outside. I am a slave not to the “idea” others have of me, 

but to my appearance. I arrive slowly in the world; sudden emergences are no longer my 

habit. I crawl along. The white gaze, the only valid one, is already dissecting me. I am fixed. 

Once their microtomes are sharpened, the Whites objectively cut sections of my reality. I 

have been betrayed. I sense, I see in this white gaze that it’s the arrival not of a new man, 

but of a new type of man, a new species. (Fanon 2008, 95) 

These examples should not be seen as a reversal of Haraway’s unmarked category claiming “the 

power to see and not be seen, to represent while escaping representation”. The visibility of 

normative identities in facial recognition systems and their absence in data systems are part of 

the same power structures in knowledge producing infrastructures. Similar to the 

aforementioned example of not wanting to “reduce” students and professors to their ethnicity, 

while crime and welfare are routinely made known in terms of racial and ethnic differences, in 

these cases, visibility, hypervisibility, and invisibility tend to work in favour of culturally dominant 

groups of people. After all, it is in the power of those groups to decide what stands out and what 

does not, or, in the case of the collection of data, what needs to be made visible and what does 

not.  

In the context of racialization, visibility and invisibility should not merely be understood in terms 

of what information can be tied to human bodies, or what can be ‘seen’ by people. Increasingly, 

many identity characteristics available in data which are used to cross-reference with social 

phenomena such as crime, fraud, and welfare are invisible to the human eye and/or not 

necessarily about bodies. An epistemological approach makes it possible to investigate 

racialization beyond classically known notions of race in terms of skin colour or ancestry. Media 
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scholar John Cheney Lippold (2016) explains how the National Security Agency (NSA) of the USA 

could not legally use their surveillance systems on US citizens, only on non-Americans. However, 

electronic communications are hard to pin down to a specific nationality in real time. The NSA, 

therefore, devised a system that could algorithmically estimate the likelihood of people being 

American citizens or foreigners. This system presented a completely new take on the age-old 

designations jus soli—signifying a system in which one’s nationality is tied to the country of 

birth—and jus sanguinis—signifying a system in which ones nationality is tied to blood relations. 

Cheney-Lippold called this new situation, in which the likelihood of being a ‘foreigner’ only 

needed to be 51% in order to be subjected to surveillance, jus algoritmi. It is no surprise that the 

NSA system disproportionally targeted people with family in other countries, and that this group 

largely overlaps with people who are already marginalized to begin with.  

Another example of a system in which information is no longer tied to the bodies of people is a 

much debated predictive policing system implemented in the Dutch city of Roermond. 10 This 

system, aimed at decreasing shoplifting in the city center, notifies the police when small cars with 

license plates from eastern European countries cross the German-Dutch border and drive into 

the shopping center. Eastern Europeans, responsible for only 17% of shoplifting cases, are 

deemed the most important culprits in this datafied assemblage.11 Both the license plates in 

Roermond and the electronic communications crossing the US border function as a “human 

feature” made available “for purposes of racial signification” - as the digital variant to the age-

old stereotype. These examples show how the epistemological approach allows us to look 

beyond classically known practices of racialization. Rather than looking merely at systems that 

literally use race-ethnic categories, its aim is to bring forward how racialization as a process 

happens within particular systems, and between systems and the infrastructure within which 

they operate. The particular parts of a data assemblage that are of interest, then, are those parts 

which aid in the selection, transmission, and use of data in the process of racial signification. 

One common misunderstanding that regularly makes its way into the analysis of racial biases in 

data assemblages, is the confusion of instrumental and epistemological approaches due to the 

fact that critiques of the knowledge producing capacities of systems still tend to focus exclusively 

on the human actors—instead of taking into account both human and non-human actors—in an 

assemblage. Such a covert instrumentalism can sometimes be seen in recent work on racism and 

discrimination in data systems by Safiya Noble and Ruha Benjamin. In her influential study on 

“algorithmic oppression” in the search algorithm of Google, Safiya Noble states that  

 

 

10 https://www.oneworld.nl/lezen/discriminatie/hoe-nederland-a-i-inzet-voor-etnisch-profileren/ 
11 https://www.amnesty.nl/wordt-vervolgd/criminaliteit-voorspellen-roermond-politie 
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[p]art of the challenge of understanding algorithmic oppression is to understand that 

mathematical formulations to drive automated decisions are made by human beings. While 

we often think of terms such as “big data” and “algorithms” as being benign, neutral or 

objective, they are anything but. The people who make these decisions hold all types of 

values, many of which openly promote racism, sexism, and false notions of meritocracy, 

which is well documented in studies of Silicon Valley and other tech corridors. (Noble 2018, 

1) 

At worst this understanding of “algorithmic oppression” assumes the media, in this case data 

systems, are perpetuating human biases, void of any agency or politics of its own. At best, these 

technologies have politics, but these are explicitly the result of the scientific paradigm, social 

situation, or culture in which they are embedded. In her 2019 book on what she calls “the new 

Jim code”12, Ruha Benjamin often employs a similar line of thought: 

Racism, in this way, is a technology that is “built into the industry”. But how does racism 

“get inside” and operate through new forms of technology? To the extent that machine 

learning relies on large “naturally occurring” datasets that are rife with racial (and economic 

and gendered) biases, the raw data that robots are using to learn and make decisions about 

the world reflect deeply ingrained cultural prejudices and structural hierarchies. (Benjamin 

2019, 59) 

In this way, any politics embedded in technology are always thought of as mistakes or foul play 

from humans rather than an inherent feature of particular technologies. The culprits of 

embedded inequalities are usually considered to be either biased historical data, biased 

designers, or biased users of a system. In such an analysis, the medium functions as a mere 

conduit; racism goes in, racism comes out, data systems are let off the hook. This is how 

instrumentalism creeps into what should be an epistemological analysis of the politics and 

ideological implications of both the data, and the systems that operationalize that data.  

Benjamin’s modus operandi combines STS and critical race studies in order to “open wide” the 

black box of algorithmic systems (2019, 41). Like Noble, she reads the interaction between 

culture and the “surfaces” of the systems she tries to open up: 

Race critical code studies, as I develop it here, is defined not just by what we study but also 

by how we analyze, questioning our own assumptions about what is deemed high theory 

versus pop culture, academic versus activist, evidence versus anecdote. The point is not 

 

 

12 A clever reference to the infamous anti-black Jim Crow laws that enforced racial segregation in the United States 
in the late 19th and early 20th centuries. 
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just to look beneath the surface in order to find connections between these categories, but 

to pay closer attention to the surfaces themselves. (Benjamin 2019, 45) 

While the work of both Safiya Noble and Ruha Benjamin is very important in showing the 

continuities of racism in technologies that are in popular discourse often considered to be 

neutral, they do not scrutinize the particularly technological parts beyond the surfaces of the 

racist or abolitionist systems that are at the center of their investigations. Inherent to this 

approach is the risk that racial bias is theorized as a form of “bad science”, rather than a 

particularly racializing knowledge producing system that fails to account for its partial 

perspective. My aim is, therefore, to look at the inner workings of the data systems under scrutiny 

here, in order to properly situate them, before I question their implications. By adding the 

possibility for technological explanations to available cultural and social theory, I will be able to 

have a more technically informed discussion about the embedded politics of systems and how 

they relate to history and culture. 

The understandable and justifiable reasons for not providing technological explanations in the 

arguments of Noble and Benjamin are plenty. First of all, many of the systems discussed are 

proprietary, meaning that the code is considered intellectual property and kept secret by their 

owners. Furthermore, even if the code is available, one would need the skills to read and 

interpret it, something that is often referred to as “data literacy” (see Gray, Gerlitz, and Bounegru 

2018). This is a more general problem for humanities scholars and sociologists, who often lack 

the technical understanding to include the technicalities of data systems in their analysis. The 

epistemological approach enables one to understand media in the analysis of stereotypes, biases, 

and racializing tendencies in the operation of particular media. Like instrumentalism, an 

epistemological approach can produce valuable information about racialization, but it should 

never be the end point of any analysis. The epistemological approach aids in addressing the 

medium specific possibilities of data systems that mediate racialization, even, or especially, when 

this was not intended by their makers or users. In Chapter 2 of this dissertation, I will discuss in 

more detail how we can understand these possibilities through the concept of affordances. This 

concept makes it possible to investigate governmental open data systems by employing a 

combination of critical data studies and postcolonial studies lenses to the specific data systems 

in question.  

A final limitation of the epistemological approach is that it merely looks at data systems as 

knowledge producing entities, where increasingly these systems engage more directly with our 

everyday lives. In the case of automated systems, the reflexive step where knowledge is 

interpreted and choices are made is often delegated to computers as well. The idea of computer 

logic bleeding into our lifeworld, therefore, invites us to think about technologically mediated 

racialization in more than an epistemological way. Data systems do not only report on our world, 

they may also enable and perform it. In addition, data systems do not produce all knowledge 
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themselves, they imply larger material and immaterial infrastructures that support it. Data 

systems can not be separated from our society, but are woven into the fabric of our lifeworld. To 

understand how this aspect affects racialization, we need to be able to go beyond epistemology 

and ask ontological questions. In the next paragraph, I will therefore introduce the possibility to 

think about technological mediation as an ontological condition. 

The Ontological Approach – Towards a Technicity of Race 

A third and least commonly known way to understand mediation is to not think of it as something 

that happens between pre-existing actors, but as the source of emergence for these actors and 

the function they have in the relationship. In short, media do not only communicate reality to us, 

but could themselves be understood as a shaping force of our reality. This understanding of 

media as an environment themselves changes the focus from both the content and materiality 

of media towards the larger structures they imply, i.e. how media create the conditions for 

particular societies to emerge and how particular societies give rise to particular media that fit 

its structures well.  

“Media determine our situation”, said German media scholar Friedrich Kittler, and, “in spite or 

because of it-deserves a description” (Kittler 1999, xxxix). Media scholar John Durham Peters 

(2015) explains how in Kittler’s understanding, media are “world-enabling infrastructures; not 

passive vessels for content, but ontological shifters”, and, as a result, “[i]nconspicuous vehicular 

transformations can have gigantic historical effects” (Peters 2015, 25). Thus, the ontological 

approach implies again a different understanding of mediation. Technologies are no longer 

understood as mere tools or knowledge producing actors, but as actively changing our lifeworld; 

technologies work on an ontological level. Mediation has become an ontological condition; its 

produces both our lifeworld and us as subjects in that lifeworld (see Ihde 2009; Verbeek 2012). 

Investigating technologically mediated racialization through this lens means asking questions 

about how race comes into being or how it is performed in relation to technology.  

Within the ontological approach, we also need to rethink the meaning of technology. Technology 

is often explained as something along the lines of “the use of rational knowledge – whether it be 

scientific or technical – to satisfy needs, wants, desires or phantasies through the industrial 

creation, distribution, and management of goods and services” (Salomon 1984, 128). However, 

this definition tends to instrumentalize the technological, as if it were a neutral tool that 

objectively creates, manages, or produces. Instead, as the philosopher of technology Martin 

Heidegger explains, technology should not be seen as creating or producing, but rather as a 

revealing, since it makes us experience the world in new ways; it makes the world and its things 

appear differently (Heidegger 1977a, 13). In the case of modern technology, this revealing 

develops as a challenging-forth “which puts to nature the unreasonable demand that it supply 

energy that can be extracted and stored as such” (Heidegger 1977a, 14). This challenging-forth 
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does not only make nature, energy, and food available as resources, but also reveals humans 

themselves as resources within a particular technological rationality. It is here that the 

boundaries between technology and knowledge production are blurred, something that can 

clearly be read from the shared origins of the words technē and epistēmē, which both signify a 

particular type of revealing (Heidegger 1977a, 13). Through this ontological framework, we can 

understand data technologies as 1) materially embodied—as computers or machines, or in 

computers or machines, 2) employed in the gathering, storage, production, and dissemination of 

knowledge—in the form of data, code, algorithms, visualizations, and other interfaces that 

facilitate communication with both humans and other computers, and 3) embedded in 

organizational and governmental practices and infrastructures.  

The question I aim to foreground with the ontological approach is how technological 

development drives processes of racialization. I will argue not only that technologies can carry 

racial politics, but rather that racialization as a process can be understood as inherently 

technological. Within such a framework, technologically mediated racialization and its product, 

racial formations, inherently find their origins in technologies aiding life, science, and 

governance. The project at hand, then, is to research and theorize how this process works by not 

only investigating the racisms that go in and out of systems, but also how specific racializations 

are produced through technological mediation.  

To prevent our interest in the material and infrastructural aspects of media and technology to 

become uncritically teleological, I suggest that we use the concept of technicity. With this concept 

we can simultaneously account for technological as well as societal forces in the invention and 

development of racializing technologies. Heidegger has explained technicity in the form of the 

essence of technology which “is by no means anything technological” (Heidegger 1977a, 4). At 

first sight, this sentence might seem rather cryptic. After all, what does Heidegger mean with 

“essence” and isn’t the very idea of technology that it is technical in nature? The answer lies in 

his distinction between technology and technicity, between actual technological artifacts and 

their functioning, and the conditions of possibility for technology or technological thinking. Take 

for instance Heidegger’s example of the hydroelectric dam and its relation to the Rhine river. 

When does the river change from being a mass of water and a geographical phenomenon that 

shapes the surrounding landscape, into a source of energy? For Heidegger this does not happen 

at the moment the construction of the dam is finished. After all, the transformation of kinetic 

energy of the water into electrical power was not just a lucky byproduct discovered the moment 

the hydroelectric generator was turned on, but a process that was deliberately built into the 

design of the technology. Therefore, the transformation of the river does not happen because of 

technology and its functioning, but rather at the moment of the conception of the idea to build 

it, combined with the technical capacity to do so. This moment of conception transforms, or in 

Heidegger’s words “reveals”, the river as a source of electrical power. It is the technological 
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conditions of possibility that make the river available as a source of energy. In other words, the 

hydroelectric dam does not have to be built in order for the river to be available as a source of 

electric power. It is technicity, as rationality and as conditions of possibility, that makes the Rhine 

available as, what Heidegger calls Bestand, as a resource that can be challenged forth. The 

essence of technology should, therefore, not just be seen as technological, but as possibilities 

embedded in technical, social, and cultural relations. 

When we apply the logic of the hydroelectric dam to data systems employing ethnic categories, 

it becomes clear that ethnic categories reveal people in racializing ways. People themselves 

become a Bestand available to be challenged forth in a racialized manner. The availability of 

ethnic classifications in open data of the government is, therefore, in itself a political and ethical 

matter, even before it is used in data systems. Through classifications such as the Dutch 

“allochtoon” and “autochtoon”, race functions as technicity, available to be used in systems for 

whatever purpose people think it is needed. Race as technicity bridges the gap between what is 

considered to be cultural and what is considered to be technical, because both culture and 

technology could be considered “activities of manipulation and thus techniques” (Simondon 

2015, 18). However, where techniques are specific, systematized practices, and technologies are 

the materialized embodiments of these practices in the form of material objects, technicity as a 

concept is located at the level of the conditions of possibility for the development of individual 

technologies in an infrastructure. Technicity, again, should never be confused with technology, 

since the latter points at actual technical objects rather than the rationality and conditions from 

which they are derived. Just like a particular habitat is capable of housing particular organisms, 

technicity makes possible particular materializations in the form of actual technologies as well as 

the people and societies that are living with those technologies. In the context of technologically 

mediated racialization, race functions as a technicity; the situated racial formations produced by 

datafied technologies create specific social, technological, and cultural possibilities. In a datafied 

society, such technologically and infrastructurally situated racial formations are a condition of 

possibility for racializing technologies with detrimental effects for racialized people.  

The existence of particular conditions of possibility for racializing technologies in the Dutch 

situation does not mean that all possibilities will eventually become a reality. After all, the 

development process of new technologies is not teleological in nature, and the direction of the 

development of particular materialization is indeterminate. In the vocabulary of Simondon, we 

would say that the evolution of technological objects tends to develop from abstract possibilities 

and ideas to concrete embodied technologies. The different parts of which a technology consists 

become increasingly integrated into a whole. Where in the beginning, different parts could fulfill 

functions in different machines, in later developmental stages this becomes increasingly less 

possible. Parts of machines become increasingly specialized and concrete; a process which 

Simondon calls concretization (Simondon 2017, 38–42). At the apex of development, the 
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technology is experienced as an individual, an entity that cannot be divided in parts, for the 

elements have integrated to the extent that they can no longer be considered parts. In such an 

individual, the parts can no longer fulfill any other functions, and the object, or ensemble of 

elements, has become one in its functioning in relation to its environment: 

The compatibility of elements in a technical individual presupposes the associated milieu: 

the technical individual must therefore be imagined, which is to say presupposed as already 

being constructed in the form of an ensemble of ordered technical schemas; the individual 

is a stable system of the technicities of elements organized as an ensemble. (Simondon 

2017, 74) 

The concretization of elements and the individuation of ensembles always happens in relation to 

a particular environment, the “associated milieu”. It is important to realize that the associated 

milieu both gives rise to a new technology, but is also shaped by this new technology. Take for 

example the Leefbaarometer, an algorithmic system that we will explore further in Chapter 4. 

This system was built to measure livability based on CBS data, including information about the 

inhabitants of particular streets and neighbourhoods. Through the implementation of the 

Rotterdam Act (see Uitermark, Hochstenbach, and van Gent 2017), the Leefbaarometer now 

partly determines who is allowed to live in particular places. Not only are the results of this 

system, therefore, literally shaped by, and shaping the environments and people it is quantifying, 

it is also itself the result of the existing governmental rationality, and shaping the future of that 

governmental rationality. Technicity as a concept is, therefore, pointing at the mutual 

construction of the conditions of possibility of individual technologies, as well as their related 

environments.  

Furthermore, when we take another look at the conceptual pair of autochtoon and allochtoon 

through the lens of individuation, we could think of these categories as tied to the technologies 

and structures in relation to which they were produced. The idea of a technicity of race, 

therefore, helps in situating particular racial formations and particular technologies as inherently 

connected through mediation. What we end up with, then, is a relational ontology of race in 

which racial formations are always mediated by specific data technologies; each technology 

produces a racial ontology based on its historical and sociotechnical context and technological 

possibilities. It should be noted that this stance does not equate to an ontologization of race—

that is, considering race a reality that is merely made legible by technologies—but rather makes 

race into an object that does not exist in its own right; race needs actors, data systems in the case 

of this dissertation, connecting and producing its meanings and materiality. In the words of 

anthropologist and critical race scholar Amade M’charek: “race is not a singular object ‘out there’ 

in nature, but a relational entity enacted ‘in here’” (M’charek 2013, 421). The “in here” pertains 

to the scientific apparatuses and practice that mediate, and, therefore, continue to construct, 

process, and disseminate, race. In this context, the once hopeful proposition made by Paul Gilroy, 
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that “new ways of seeing, understanding and relating to ourselves point to the possibility that 

the time of ‘race’ may be coming to a close” (Gilroy 1998, 840), seems somewhat premature and 

naive in its belief that a change in technological mediation would somehow reveal race as a the 

fiction it was all along. It does, however, as highlighted by Thao Phan and Scott Wark (2021), 

point at the necessity for an investigation into how the ontology of race is coupled with the 

instruments that mediate it, which in a datafied society equates to investigating “racial formation 

as data formations”: 

If categories of race are inextricable from the technologies of classifying and sorting that 

makes the production of distinctions between people possible, it follows that technological 

innovations engender innovative ways of producing and policing difference. (Phan and 

Wark 2021, 4) 

As researchers, we can use this understanding to construct ideas not only about how 

technologically mediated racialization happens now, but also about technicities of race—that is, 

the conditions of possibility for future racializations—currently present in society. In this way it 

might be possible to have political discussions about systems before they are implemented, 

rather than after the discovery of automated racializing and racist conduct of government 

agencies. In the creation of data systems we need some vision, therefore, of what we would like 

the future to look like. When systems are no longer merely treated as knowledge producing 

actors, but rather as world making agents we can be more aware of the fact that in the design 

process of a system racial categories should only be used when the ontologies produced aid in 

creating a more equal and just society. This way equity can function as a starting point, a guiding 

principle, in the production of data systems and algorithms, rather than as an afterthought.  

Conclusion 
In this chapter, I proposed three different approaches to thinking about racialization in 

technological contexts. Each of the three approaches invites us to ask different types of questions 

(see Figure 3). The instrumental approach focuses mainly on the content of a system. It invites 

questions about the definitions of race that are used, and whether or not race is an “efficient” 

human characteristic to use within a given datafied policy situation. This approach usually does 

not question the ideological assumptions present in policy and practices. The epistemological 

approach invites to ask questions about ways in which knowledge is produced in systems. How 

are particular human characteristics selected for racial signification? And what politics are 

embedded in the process of racial signification in these particular systems? With these questions 

we are capable of discussing how knowledge production is interwoven with culture, history, and 

ideology. However, broader questions about the ontological implications of the use of particular 

technologies for the process of racialization are equally important to address. The final, 

ontological approach, therefore, asks questions about the relation of a data system to the world 

it is creating. Which racial formations are envisioned by a system and are created in the process? 
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What infrastructures is a system part of, how does a system itself function as an infrastructure, 

and finally, what technicities of race are consequently created? In answering these questions, we 

need to attend both to the data technologies that mediate processes of racialization as well as 

the historical, cultural, and organizational contexts in which they are designed and are operating. 

 Approach Types of research questions  

Instrumental • Which definitions of race-ethnicity are used in a data system?  

• Which societal issues are related to race-ethnicity? 

• Is it necessary or “effective” to connect a particular societal issue to race-

ethnicity? 

Epistemological • Which human characteristics are selected for racial signification and how? 

• How is the selection of human characteristics for racial signification related 

to the material and informational characteristics of technologies?  

Ontological 

 

 

• How do racial ontologies develop in relation to technological systems? 

• What infrastructures are envisioned and created when a system is 

implemented? 

• Which technicities of race are created by infrastructures? 

Figure 3: Three approaches to technologically mediated racialization and their related research questions 

Investigating the datafication of race-ethnic categories in the Dutch context through the three 

approaches to technologically mediated racialization will provide a broad understanding of the 

implications of the presence of race-ethnic categories in governmental data infrastructures. First, 

it allows us to recognize the types of reasoning that drive policy makers, researchers, and 

journalists when they discuss and critique data systems and practices of race-ethnic 

categorization. Second, placing comments and arguments within the instrumental, 

epistemological, and ontological approach allows for a recognition of the limitations and 

shortcomings of these arguments. Finally, these approaches could be used in the process of 

implementing new technologies and categories for the purposes of governance, by addressing 

each of the questions they raise and by checking whether or not their answers align with each 

other and with the broader intended policy goals.  

In the next chapter, I will discuss the research fields that form the methodological foundation of 

this study, critical data studies and postcolonial studies. Furthermore, I will discuss how the three 

approaches of this chapter can be operationalized and employed within three methods common 

in these research fields in order to successfully study technologically mediated racialization in the 

Dutch governmental data infrastructure.  
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Chapter 2: Investigating Technologically Mediated Racialization 

in Data Systems 

Investigating the process of racialization in data infrastructures and data systems on an 

instrumental, epistemological, and ontological level requires multiple methodological tools. To 

properly account for the technological and social side of datafication and racialization, I will, 

therefore, combine methods from the scholarly fields critical data studies and postcolonial 

studies. It is important to note, however, that these scholarly traditions do not only provide 

methodological tools, but also provide particular critical ways of looking at media technologies, 

their cultural context, and the way in which they are entwined. The specific methods that I will 

use for my investigation, namely critical discourse analysis, affordance analysis, and 

infrastructural inversion, are methods particularly suited for the investigation of the datafication 

of race-ethnicity in the context of Dutch governmental data systems. With the described 

combination of methods, we will be able to 1) critically assess the meanings and connotations of 

race-ethnic categories used in systems both in definition and in operation, 2) situate data systems 

in their context, reconstruct their perspective, and show how they mediate processes of 

racialization, and 3) trace the flows of data from data infrastructures to individual systems and 

vice versa, showing the institutional and infrastructural nature of technologically mediated 

racialization in the Netherlands. In what follows, I will first discuss the two fields of study in which 

my work is situated and what I aim to contribute to them. I will subsequently discuss the methods 

I will be using in the three case studies of this dissertation, and finally I will explain the role that 

these methods play in each of the case studies.  

Fields of Study 
Undertaking research at the crossroads of a technological and cultural domain, more specifically 

into data, race-ethnicity, and technologically mediated racialization, requires an interdisciplinary 

approach. That is the only way to make visible the specificities of both data infrastructures and 

race-ethnicity in the context of the Netherlands, and, more importantly, how they relate to and 

intersect with each other. In this paragraph, I will describe the scholarly fields of critical data 

studies and postcolonial studies, discuss how their combination will aid in my investigation. 

Critical Data Studies 

As I already explained in the first chapter, processes of quantification, datafication, and 

computation are never neutral. The loose collection of studies that deals with this non-neutrality, 

and with the implicit and explicit political characteristics of data and data systems, has come to 

be known as critical data studies (CDS). This field of studies should be seen as  

a formal attempt at naming the types of research that interrogate all forms of potentially 

depoliticized data science and to track the ways in which data are generated, curated, and 
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how they permeate and exert power on all manner of forms of life. (Iliadis and Russo 2016, 

2) 

I want to explicitly place myself in this relatively young research tradition of CDS, by showing the 

forms of power exerted by governmental data systems. Moreover, my research methodologies 

consisting of discourse analysis, affordance analysis and infrastructural inversion are firmly 

embedded within this field.  

Neither technologically mediated racialization nor datafication happen in a vacuum; they are 

interrelated and contextually situated phenomena. An important strategy in the investigation of 

data systems, then, is to perceive of them not as individual machines or single technological 

objects, but as assemblages embedded within a particular context (Dalton and Thatcher 2014; 

Dalton, Taylor, and Thatcher 2016; Iliadis and Russo 2016). A data assemblage bears similarities 

to a Foucauldian dispositif, as discussed in Chapter 1, in that it refers to a particular system of 

knowledge production and dissemination, embedded in its physical, social, institutional, legal, 

and philosophical context. Data assemblages, too, are thought of as collections of elements 

which may include 

systems of thought, forms of knowledge, finance, political economy, governmentalities and 

legalities, materialities and infrastructures, practices, organizations and institutions, 

subjectivities and communities, places, and the marketplace where data are constituted. 

(Kitchin and Lauriault 2018, 3–4) 

Data assemblages, therefore, are subjected to vast socio-technical systems, which are grounded 

in “engineering and industrial practices, technological artefacts, political programs, and 

institutional ideologies which act together to govern technological development” (Kitchin and 

Lauriault 2018, 19). It is this notion of data assemblages as systems of thought, forms of 

knowledge, and infrastructures that can provide us with a more historically and discursively 

aware understanding of how power and hegemony work through data technologies such as the 

ones under scrutiny in this dissertation.  

My investigation of infrastructures as data assemblages will translate into analyses of categories, 

definitions, labels, numerical values associated with categories, interfaces, and visualizations. 

Furthermore, I will situate these technical systems in their larger organizational and cultural 

context, as well as in the larger material infrastructures within which they are embedded. 

Practically, this means that for all data under scrutiny in this dissertation, I will look both at how 

data are distributed by means of an infrastructure, and how this data is appropriated for a specific 

purpose in the applications in which they end up being used. Practically, this means that I take 

into account cultural notions—what counts as a “migration background”—and 

material/technological notions—that is, how nationally sanctioned categories such as “person 

with a migration background”, or “allochtoon”, travel from and infrastructure to a specific digital 
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application. The purpose of this is to understand how racializing meanings of categories are 

created, attributed, changed, and lost in the process of datafication. Through the integration of 

these analyses, I will be able to show that technologically mediated racialization in the context of 

the Netherlands is not incidental, or located only in specific data applications, but rather a 

process that happens throughout the infrastructure, its attached applications, and the context in 

which these technological systems do their work.  

Through a critical data studies perspective on technologically mediated racialization, several 

different, more general, types of critique can also be formulated (Dalton and Thatcher 2014; as 

listed in Kitchin and Lauriault 2018, 15): 

• Situating data regimes in time and space; 

• Exposing data as inherently political and identifying whose interests they serve; 

• Unpacking the complex, non-deterministic relationship between data and society; 

• Illustrating the ways in which data are never “raw” (see also Gitelman 2013); 

• Exposing the fallacies that data can speak for themselves and that big data will replace 

small data; 

• Exploring how new data regimes can be used in socially progressive ways; and 

• Examining how academia engages with new data regimes and the opportunities of such 

engagement. 

In the context of this dissertation, I will not only use these critical lenses to question the perceived 

neutrality and objectivity of governmental data systems in general, but focus in particular on the 

kinds of embedded power relations that relate to the Dutch postcolonial situation. To be able to 

properly engage with these issues, then, we need one more critical lens: postcolonial studies. 

Postcolonial Studies 

The field of postcolonial studies focuses on the ongoing influence of imperialism and colonialism 

on culture, philosophy, politics, and history (Ashcroft, Griffiths, and Tiffin 1989; 1995; McLeod 

2010). In the words of the influential postcolonial theorist Robert J.C. Young:  

At its simplest level, postcolonial theory results from different experiences of cultural and 

national origins, the ways in which the colour of the skin affects anyone’s life in the 

metropolis, the ways in which your place of birth determines the kind of life, privileged and 

pleasurable, or oppressed and exploited, you will have in this world. (Young 2004, 7) 

It is important to note that, within the field of postcolonial studies, coloniality is not merely tied 

to a particular time period or spatial territory, like colonialism, but should be understood as a 

psychological, political, economic, social, epistemic, or ontological condition. Where colonialism 

describes political and economic power relations, coloniality should be seen as “long-standing 
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patterns of power that emerged as a result of colonialism, but that define culture, labor, 

intersubjective relations, and knowledge production well beyond the strict limits of colonial 

administrations” (Maldonado-Torres 2007, 243). Postcoloniality, then, is both an affirmation of 

the ongoing power of historical hierarchies and power relations, and an attempt to move beyond 

them (Hall 1995). 

There has been some discussion on whether or not the word should include a hyphen between 

“post” and “colonial”. In The Empire Writes Back, literary scholars Bill Ashcroft, Gareth Griffiths 

and Helen Tiffin state about the hyphenated version that 

[g]rounded in the practice of critics concerned with the writing of colonized peoples 

themselves it has come to stand for a theory oriented towards the historical and cultural 

experience of colonized peoples, a concern with textual production, rather than towards 

the fetishization of theory itself. (Ashcroft, Griffiths, and Tiffin 1989, 198) 

In opposition to this notion, John McLeod (2010), notes that “post-colonial” seems more suited 

to signify a time period, an epoch, rather than an analytical framework. “Postcolonialism”—

without the hyphen—denotes “something that one does: it can describe a way of thinking, a 

mode of perception, a line of inquiry, an aesthetic practice, a method of investigation”(McLeod 

2010, 6). Additionally, Kwame Anthony Appiah notes that “the post- in postcolonial, like the post- 

in postmodern, is the post- of the space-clearing gesture”, meaning that is “concerned with 

transcending, with going beyond, coloniality” (Appiah 1991, 348). Since this research takes 

postcolonial critique into the study of data systems, I do not consider the unhyphenated word 

“postcolonialism” a form of theory fetishism, but rather as a lens through which epistemological 

and ontological consequences can be diagnosed and analyzed. 

Moreover, a postcolonial studies perspective allows for a focus on race-ethnic power hierarchies 

that goes beyond traditional views on race, ethnicity and nationality in terms of skin color or 

other visible characteristics people might have. Thinking in terms of colonial relations 

moves beyond the tendency in racial/ethnic studies to focus only on the persistence of a 

color hierarchy. (…) Moreover, a focus on color alone does not address the fact that, 

although diverse colonized groups may be phenotypically indistinguishable from dominant 

colonizer groups, they can nevertheless be racialized as inferior others in a colonial 

situation. (Grosfoguel 2004, 326) 

Such a “colonial situation” does neither limit itself to people with origins in former colonies of a 

nation, nor does it simply refer to people with a darker skin tone. In the Dutch context, we should, 

therefore, not only consider people from former Dutch colonies, such as Suriname and Indonesia, 

“colonial immigrants”, but also so-called “guest workers” who moved from Morocco and Turkey 

in the 60s and 70s (see Grosfoguel 2004, 327). A postcolonial perspective makes the “invisible 

visible” (Young 2012, 23); it highlights patterns of dissonance between colonial legacies and the 
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postcolonial predicament. Therefore, it allows for a more inclusive analysis of how governmental 

bureaucratic infrastructures create and maintain hierarchies between people with different 

characteristics that relate to ancestry, whether it be in terms of skin colour, ethnicity, nationality, 

or any other characteristic that is used in practices of racial signification. 

Within the context of this dissertation, a postcolonial perspective on datafication means that 

special attention is given to the power asymmetries stemming, albeit transformed, from colonial 

hierarchies. As I will show in my introduction to the case studies in the next paragraph, this means 

that I will look into the definitions used for different race-ethnic categories, and their related 

social and technical historical origins. In addition, through a postcolonial lens, I will be able to 

show how the politics of the affordances of data systems are creating and perpetuating a colonial 

situation in the Netherlands. When we place the aforementioned race-ethnic categories and the 

racializing affordances of individual technologies within the data infrastructures of the Dutch 

government it will, again, become clear that technologically mediated racialization is not 

incidental but rather an infrastructurally embedded and, therefore, institutional phenomenon.  

Interventions 

Before I continue with a discussion of the main research methods of this investigation, as well as 

the introduction of the case studies, I will briefly discuss which interventions I am going to make 

in the aforementioned fields of study. It is my aim to not only add new directions and depth to 

these individual research fields, but also show how the specific combination of critical data 

studies and postcolonial studies can be made productive in the study of technologically mediated 

racialization. This dissertation, then, aims to provide three main interventions. I will 1) contribute 

to the ongoing implementation of more ontological perspectives on datafication in the field of 

critical data studies, a field that is still largely concerned with epistemological critique, 2) add an 

ontological understanding of technology in general, and data in particular, to the field of 

postcolonial studies, and 3) show how the combination of both critical data studies and 

postcolonial studies is essential in the study of technologically mediated racialization. In the next 

few paragraphs I will explain these interventions in more detail. 

First, critical data studies has, from its inception, mainly focused on epistemological arguments 

in its critique of rather instrumentalist understandings of datafication in fields where it was first 

implemented (see boyd and Crawford 2012; Kitchin 2014a; Dalton, Taylor, and Thatcher 2016; 

Iliadis and Russo 2016). Such epistemological critique focusses on the ways in which data and 

algorithms represent, or misrepresent, a world that is considered to exist independently of the 

ways in which it is known. Obvious signifiers of epistemological arguments are words that remain 

stuck in a split between a world that is known through data and a world that is conceived through 

and with that data (i.e. “mediated” as understood through the ontological approach forwarded 

in Chapter 1), such as “data double” (see Haggerty and Ericson 2000), and “data derivative” (see 
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Amoore 2011). Each of these concepts points at the ways in which data about a person are 

separate from that person and the implications of that separation for surveillance practices. In 

the few investigations where ontological arguments are made—showing how, increasingly, 

people, things and phenomena, do not exist outside their technological mediation—, they often 

remain rather theoretical and abstract (see Iliadis 2013), or rather implicit (see Kitchin 2021). 

John Cheney-Lippold is one of the few scholars whose work makes a theoretical argument about 

the ontological implications of data technologies, and connects this in a productive manner with 

empirical case studies on social media and surveillance technologies of the U.S. government. 

With this dissertation, I aim to contribute to this ontological argument by showing how data 

technologies mediate processes of racialization in contexts of government bureaucracy in the 

Netherlands, and on a more generalized level, how processes of datafication are not merely 

representative, but also generative, of contemporary conceptions of race. Furthermore, by 

showing different types of approaches to this problem, it becomes possible to go beyond mere 

critique, and provide practical advice that can be used in the implementation of future data 

technologies. 

Second, investigations within the field of postcolonial studies that deal with data and datafication 

mainly criticize how various stereotypes and racializing epistemologies persist in the digital 

domain (see Nakamura 2008; 2013; McPherson 2012; Sharma 2013; Daniels 2013; Browne 2015; 

Noble 2018; Eubanks 2018; Risam 2019; Benjamin 2019). In addition, the colonial attitude of 

companies that extract data and sell their services is addressed in business and media literature 

(Zuboff 2015; Couldry and Mejias 2019a; Madianou 2019). Furthermore, the field of postcolonial 

science and technology studies tends to focus on the persisting imperial and colonial influence in 

various sciences (see W. Anderson 2002; Adams 2002; McNeil 2005; Abraham 2006). With this 

dissertation, I aim to contribute to the investigation of power structures present in data 

technologies and show how it can benefit greatly from postcolonial critique. Through the case 

studies of Chapters 3, 4, and 5, I will show that postcolonial studies and critical data studies are 

mutually informing each other, co-constituting the critical field of postcolonial critical data 

studies. I will show that this combination is rather essential in understanding the scope and inner 

workings of technologically mediated racialization through data technologies in the Netherlands.  

Third, while both critical data studies and postcolonial studies are largely aligned in their aims to 

expose power structures embedded in knowledge producing systems, projects that combine the 

two perspectives in the study of technology remain relatively scarce. Critical Data Studies that 

employ postcolonial and decolonial critiques mainly criticize the rather Western bias of critical 

data studies (Arora 2016; 2019; Milan and Treré 2019; Segura and Waisbord 2019; Ricaurte 2019; 

Gangadharan and Niklas 2019). Other critical data studies with a postcolonial sensitivity can be 

found in the field of digital migration studies where they mainly focus on the digital interactions 

between refugees, and between refugees and the countries that monitor them (Dijstelbloem and 
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Meijer 2011; van der Ploeg and Sprenkels 2011; Fassin 2011; Leurs and Shepherd 2017; Leurs and 

Ponzanesi 2018; Leurs and Smets 2018; Sánchez-Querubín and Rogers 2018; Madianou 2019; 

Ponzanesi 2019; Dijstelbloem 2021; Al Jaramani, Ponzanesi, and van Schie 2022). Much of this 

research deals with the role of various social media migrants use in telling their stories, and/or 

various surveillance technologies employed by countries to discourage and prevent migrants 

from entering their borders. Postcolonial critical data studies about data technologies employed 

to scrutinize people that are already legal citizens of a particular country remains relatively scarce 

(for a rare exception, see Isin and Ruppert 2019), and are for the specific case of the Netherlands, 

still missing. Therefore, my main focus in this dissertation is the persisting colonial situation in 

the production of Dutch and non-Dutch identities and how these are mediated, constituted and 

raced by the network of infrastructures and data technologies in the context of the Dutch 

government.  

Methods 
My investigation into the instrumental, epistemological, and ontological implications of 

technologically mediated racialization in Dutch governmental data systems is informed by both 

critical data studies and postcolonial studies. I am, therefore, interested both in technologies, 

their cultural context, and the relationship between the two. As a result, my analyses are not 

limited to either objects, descriptions, or networked connections, but include both language, 

technologies, and infrastructures. It is for this reason that I employ three different research 

methods in conjunction with each other: critical discourse analysis, affordance analysis, and 

infrastructural inversion. While the technologies and contexts under scrutiny will differ, I will 

consistently start with a critical discussion of the race-ethnic categories used in a particular data 

system. Through critical discourse analysis, I will look at the implicit and explicit meanings of 

categories, as well as the embedded power relations that emerge through their organizational 

and cultural history. With an affordance analysis, I will be able to study the implementation and 

functionalities of race-ethnic categories in particular data technologies. Practically this means 

that I will investigate how hardware and software enable users of systems to work with race-

ethnic categories, and, as a result, provide possibilities for technologically mediated racialization. 

Finally, through an infrastructural inversion, it will be possible to show how different data 

systems relate to each other, creating possibilities for race-ethnic categorization and racialization 

to travel from one context to another. Throughout the analyses of technologically mediated 

racialization in the coming chapters, I will use a mixed method approach combining the methods 

discussed below. Since meaning, functionality, and material infrastructures are related to such a 

degree, sequencing individual methods would not make much sense and would also create too 

much repetition for the reader. 
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Critical Discourse Analysis 

Critical discourse analysis (CDA) deals with the investigation of discourse, which, in the context 

of this dissertation, is understood as “a broad conglomeration of linguistic and non-linguistic 

social practices and ideological assumptions that together construct or reinforce power” 

(Tannen, Hamilton, and Schiffrin 2015, 1). Where cultural studies research on discourses mainly 

focused on media's representations of social issues (see for example Hall et al. 1978) and was 

very often preoccupied with textuality13 (see Hall 1992, 271), CDA also explicitly includes 

institutional and sociocultural contexts (Carvalho 2008). It should be noted that CDA is not 

technically a method, but rather an analytical practice, that might incorporate most methods 

available to social scientists and humanities scholars (see van Dijk 2015, 466). In this dissertation, 

I will enhance this analytical practice the previously discussed perspectives of critical data studies 

and postcolonial studies. Since the power relations that CDA aims to reveal and explain generally 

do not merely reside in spoken or written text, CDA should not be seen as “analysis of discourse 

‘in itself ’ (…) , but analysis of dialectical relations between discourse and other objects, elements 

or moments, as well as analysis of the ‘internal relations’ of discourse” (Fairclough 2013, 4). 

Within this dissertation, I am therefore not only interested in what is communicated in data 

systems, but also in policy documents, evaluation documents, census reports, and websites that 

relate to the systems under scrutiny. In addition, I will not only be interested in text, but also in 

pictures, graphs, tables, maps, interfaces, and other more visual ways in which data, 

computation, and results are communicated with researchers, citizens, journalists, and other 

interested users of systems.  

Reading and describing the available information on the use of race-ethnic categories in data 

systems and infrastructures is usually enough to properly conduct an investigation within the 

instrumental approach to technologically mediated racialization. In each of the cases, I will read 

the research and evaluation reports, looking into specific reasons for the use of race-ethnic 

categories. If available, I will investigate why race-ethnic categories are implemented in a data 

technology, and which values are associated with these categories. Therefore, I will examine the 

phenomena they are cross-referenced with, such as crime or welfare fraud, and what values are 

attached to a category in code. However, merely taking available information at face value does 

not constitute a critical discourse analysis. For the epistemological approach, we need to also 

address power relations and normative assumptions embedded in language and policy choices. 

The starting point for each of the analyses will be the race-ethnic categories that are present in 

a system. Each time, the aim will be to achieve a thorough understanding of both the implicit and 

 

 

13 In cultural studies, media studies, and several related fields, “textuality” and “text” can refer to any mediated 
message including sound, imagery, video, etc. 
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explicit meanings of categories such as “allochtoon”, “autochtoon”, “foreigner”, “person with a 

migration background”, and of how these categories relate to the specific system in which they 

are used. In my historical analysis in Chapter 3, I will use census reports and accompanying 

documentation to find out which categories are used and how they are clustered and defined. 

When these systems are web based applications, like the Allochtoon-o-meter and 

Leefbaarometer in Chapter 4, I will look for definitions and explanations about the used 

categories provided on websites in which these systems are embedded. Additionally, two of the 

systems under investigation in this dissertation, the Leefbaarometer, and the case study of 

Chapter 5, the Crime Anticipation System of the Dutch National Police, are well-documented 

government systems which were tested and evaluated multiple times. By reading the available 

information through both an instrumental and an epistemological approach to technologically 

mediated racialization, we will be able to distinguish between the official and intended policy 

choices and their ideological and normative implications.  

An additional way of showing the difference between the instrumental and epistemological 

approach in the investigation of data systems is to show that many systems have an embedded 

norm concerning datafied information about citizens. To assess how data systems imply such a 

norm we can look at situations in which the culturally dominant category is not represented at 

all. Donna Haraway’s (1991, 188) remarks about the unmarked category claiming “the power to 

see and not be seen”, and “to represent while escaping representation”, prove to be particularly 

informative in this regard. As I will show in each of the web based applications and the Crime 

Anticipation System, “autochtoon” or “person with a Dutch migration background”, are treated 

as default reference categories, about which the makers do not feel the necessity to include them 

in tables or code. Such instances, in which the culturally dominant category is not explicitly made 

a part of knowledge production or knowledge dissemination, are not limited to data systems, but 

are rather a more general feature of discourses on migration and integration (see Hartigan 1997; 

Emirbayer and Desmond 2012; Mepschen 2016, 29). In making these embedded values explicit, 

we can show how the data systems under scrutiny are not isolated instances of technologically 

mediated racialization. Their processes are connected with broader cultural values and attitudes 

concerning race that are present in Dutch society. Through discursive analyses of categories, 

interfaces, and other documentation concerning specific data technologies, we can show how 

the rather positivist and empiricist assumptions of an instrumental approach to technologically 

mediated racialization lack cultural and political context. The approach to categories as objective 

descriptors, and data technologies as neutral instruments lacks an awareness of how hegemony 

and power work their way into the production of knowledge about groups of people. The tools 

that aid in knowledge production should be considered active agents in this process. Through 

discursive analyses, we can take into account both explicit and implicit meanings attached to 

categories, and the way in which they aid in the production and maintenance of power relations 

through technological systems created to produce knowledge about a population. When used in 
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this his fashion, CDA can be considered an important tool in the epistemological approach to 

technologically mediated racialization.  

While CDA aids in the investigation and explication of discourses on race-ethnicity in technology 

we need additional methodological tools in order to 1) situate discourses within their “discourse 

networks”, 2) connect particular racial formations to the particular functionalities of the 

technological objects with which they are entangled, and 3) place these discourses and 

technological objects within larger infrastructures. Apart from merely representing people, 

categories in statistics “make up” people (Hacking 1986). Categories do not only have a discursive 

dimension, but also a performative dimension; categories mean, as well as create. A next step in 

the analyses of racialization in data systems, then, would be to include not only implicit and 

explicit meanings of categories in text, but also the structures and functionalities of data 

technologies. Therefore, for the ontological approach to technologically mediated racialization 

we need to know more about the functionalities of data technologies and their embeddedness 

in larger infrastructures. Such an inclusion asks for an upgrade of a rather Foucauldian discourse 

analysis into the analysis of what media scholar Friedrich Kittler (1990) calls aufschreibesysteme, 

or in English “discourse networks”, which he defines as “the network of technologies and 

institutions that allow a given culture to select, store, and process relevant data” (Kittler 1990, 

369). While Kittler’s aufschreibesysteme mostly describe technological infrastructures that 

predate the implementation of large scale digital information infrastructures such as, for 

example, television, it still allows us a perspective on data that goes beyond the individual data 

technologies and makes visible how they operate in infrastructures. It is this conceptualization of 

discourse networks that will allow me to not only look at racialization as the content of data 

technologies, but also understand racialization as a process integral to the functioning and 

operation of infrastructures. The selection of human characteristics for racial signification, then, 

is not only related to culture, but also to the technical possibilities technologies and 

infrastructures have to offer. Therefore, before we move to a discussion of how infrastructures 

can be investigated, we first need to understand how such technical possibilities can be made 

the subject of an investigation through the concept of affordances.  

Affordance Analysis 

The functionalities of technological objects have been theorized by media and design scholars in 

terms of affordances (see Norman 1999; Hutchby 2001; Chemero 2003). Affordance theory offers 

a way into the analysis of systems and parts of systems as functional entities. The concept 

affordance originates in the work of ecological psychologist James J. Gibson, who used the word 

affordance to talk about the possibilities of an environment for the animals that inhabit it. In this 

sense he explicitly understood affordances in relational terms: 
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The affordances of the environment are what it offers the animal, what it provides or 

furnishes, either for good or ill. The verb to afford is found in the dictionary, the noun 

affordance is not. I have made it up. I mean by it something that refers to both the 

environment and the animal in a way that no existing term does. It implies the 

complementarity of the animal and the environment. (Gibson 1979, 127) 

While Gibson understood affordances as a relationship between an animal and its environment, 

in design theory this term was appropriated to more exclusively designate the possibilities an 

object has to offer a user. In his book The Design of Everyday Things, the cognitive psychologist 

and design theorist Donald A. Norman (1988) describes affordances as  

the relationship between a physical object and a person (or for that matter, any interacting 

agent, whether animal or human, or even machines and robots). An affordance is a 

relationship between the properties of an object and the capabilities of the agent that 

determine just how the object could possibly be used. (Norman 1988, 11) 

Technological objects are selected to be used in bureaucratic practices for their specific 

functionalities. Each of these functionalities also makes other uses harder or even impossible. A 

proper analysis, therefore, takes into account both the possibilities and impossibilities caused by 

particular designs, materials used, and the ways in which technologies are embedded in existing 

infrastructures. 

The affordances of technological objects that I will be analyzing in the case studies of this 

dissertation focus on the material and immaterial aspects of the technologies in question. I will 

look at these affordances at three different levels, namely during collection, dissemination, and 

appropriation. On the level of data collection, I will question how race and ethnicity are 

operationalized, and used for computation. Practically, this means that I will investigate which 

human characteristics are used as the basis for race-ethnic categorization and how these 

characteristics relate to the design characteristics of the counting technologies used in the 

censuses, administrations, and databases of Dutch municipalities. On the level of data 

dissemination, I will look specifically at how different race-ethnicities are clustered and made 

available for dissemination by Statistics Netherlands. The nationality based system of the 

Netherlands does not produce statistics about almost 200 existing nationalities, but rather uses 

terms like “autochtoon”, “allochtoon”, “person with a migration background”, “Western”, and 

non-“Western” to cluster different countries, after which the aggregated information is made 

available through an API (application programming interface). These aggregated data can then 

be appropriated by other systems to process even further. The selected systems under scrutiny 

in this dissertation all use data made available by CBS. In these systems, I will look at what design 

choices with regard to race-ethnicity are already present in CBS data, and what design choices 

were specifically made in systems like the Allochtonenmeter, Leefbaarometer, and Crime 

Anticipation System. The types of questions I will attempt to answer are: 
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• Which technological affordances make race-ethnicity countable and how? 

• Which technological affordances make race-ethnicity available for dissemination and 

how? 

• What affordances of technologies are directly related to the appropriation of race-

ethnicity, or in other words, what can systems do because of their use of race-ethnic 

characteristics? 

Taken together, these questions can be used to map not so much the meanings of race-ethnicity 

in systems, but rather the way in which they perform. It is this operationalization of race-ethnicity 

that will provide more insight into the ontological dimension of technologically mediated 

racialization. In addition, it shows how the availability of race-ethnicity itself provides particular 

affordances to technologies built on an already available infrastructure. To achieve more insight 

into the infrastructural nature of technologically mediated racialization in the Netherlands we, 

therefore, need one other method: infrastructural inversion. 

Infrastructural Inversion 

Apart from studying the discourses and affordances entwined with the datafication of race-

ethnicity, we have to examine the infrastructures in which they are embedded. As large systems 

governed by rules and standards, infrastructures are made in such a way that working with them 

ideally happens effortlessly and without overthinking things. Investigating these infrastructures 

can prove to be rather difficult due to their tendency to remain invisible to us. They sometimes 

quite literally “fade into the woodwork” (Bowker and Star 1999, 34). Try to think about the 

moment you last charged your smartphone. Did the power plug fit in the socket? Did the voltage 

provided by the energy company match the one your phone charger needed to function 

properly? The reason that all these things work without you having to check every single time is 

due to the infrastructural nature of the power grid. To get to this point, many standards had to 

be negotiated and set to make sure that all governments and companies in a given area work 

with the same standards. Standards can be very material, such as the exact dimensions of a 

power plug or socket. Or rather immaterial, such as the voltage provided by the energy company 

or the informational standards that allow your laptop to communicate with the WIFI hotspot. 

The specific format chosen for each of these standards is necessarily a compromise, not only 

between functionality, available materials and cost, but also between sociocultural, political, and 

economic forces. 

One of those important sociocultural forces is that old technologies pave the way for newer ones, 

a process which is called path dependency. Path dependencies emerge when subsequent 

technologies adhere to a form that was previously established, either due to social and 

technological habituation, switching costs being too high, or both (Berkhout 2002). A famous 

example of such a path dependency is the use of the QWERTY-keyboard, which was created in 
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the second half of the 19th century as the best layout to prevent the physical letters of a 

mechanical type writer from clashing into each other when typing sentences in English (David 

1985). During the past century, 1) other layouts turned out to be much more efficient for human 

hands (see David 1985, 332), 2) keyboards started to no longer feature mechanical components 

capable of clashing, and 3) keyboards started to be used for many other languages apart from 

English. These are all very good reasons to switch to other systems, but the QWERTY layout 

remains the standard. This example shows that the choice of technological standards is not 

necessarily guided by what is the best or most efficient, but rather takes into account what other 

actors in an infrastructure, that is, both people and machines, are already capable of working 

with. 

Similar to phone chargers and keyboards, the production of knowledge is guided by many 

infrastructures and standards, each with their own types of path dependencies and practical 

politics. Mice are chosen over elephants as lab animals not for epistemic reasons, but rather for 

their low cost and easy handling. Furthermore, some countries in the world still choose the 

English imperial system of measuring units rather than the metric system, even though this 

causes international misunderstandings and expensive mistakes (see Lewis 2015; Enderson and 

Selover 2021). In a similar fashion, the choices of categories in Dutch governmental data systems 

are not only made on the basis of epistemic rigour, but also simply on the basis of what is already 

available, what is cheap, and what people are used to. The final methodological tool that I will 

employ in this dissertation - infrastructural inversion - focusses exactly on those practical politics 

of the construction of an infrastructure and its associated standards. An infrastructural inversion 

is explained by STS scholar Geoffrey C. Bowker and sociologist Susan Leigh Star as recognizing 

“the depths of interdependence of technical networks and standards, on the one hand, and the 

real work of politics and knowledge production on the other” (Bowker and Star 1999, 34). This 

methodology, invented for and used in research on knowledge production in science and policy, 

starts from the very basis on which a system is built: the categories and definitions that are the 

foundation of an infrastructure and the historic, cultural, and material contexts in which they 

emerge.  

In the context of this dissertation, an infrastructural inversion is seen as a method to trace the 

mutual shaping of categories and epistemic technologies and practices in technological 

infrastructures, both through time and through the different connections between technological 

systems within a network. An infrastructural inversion is, therefore, a methodological process 

that enables us to critically engage with technical and informational standards in systems and, 

more importantly, examine how the current informational standards were negotiated over time. 

By tracing categories back from the moment we encounter them, to the moment they were 

assigned—this would be the inversion—I will be able to show how technologically mediated 

racialization does not happen within a singular system or at a particular place, but rather happens 
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throughout the Dutch governmental data infrastructure. Practically, this means that I will begin 

by examining the technological objects users encounter, such as the Allochtonenmeter, 

Leefbaarometer, and Crime Anticipation System, after which I will systematically trace their data 

sources, as well as the categories and definitions used in those sources. After this step, I will be 

able to trace the data one more time, as CBS—the main data source for these projects—does not 

collect the data themselves, but rather taps into the bureaucratic systems of Dutch 

municipalities. Here, again, I will look into the informational standards and ways in which race-

ethnicity is assessed. When taken as a whole, the product of an infrastructural inversion is a map 

of the different paths data take from the moment of collection, through transport, all the way to 

the moment of dissemination. Included in this map, are the different shapes and forms race-

ethnic information takes in terms of categories, labels, definitions and clusters, depending on the 

affordances of the technologies in which they exist. 

Taken together, critical discourse analysis, affordance analysis, and infrastructural inversion 

provide a solid basis to not only critique instrumentalism, but also go beyond a merely 

epistemological understanding of technologically mediated racialization. As entwined 

phenomena, data technologies and race-ethic categories, create a particular technicity of race in 

the context of the Netherlands. Revealing this technicity of race will aid us in understanding how 

the data technologies and the race-ethnic categories used in the 70s and 80s have led to the 

current situation in which a centralized database of Statistics Netherlands functions as the 

infrastructure for other technologies employing various forms of technologically mediated 

racialization. In addition, seeing the current situation in terms of technicity can be very 

informative in guiding future policy concerning the usage of race-ethnic categories in data 

technologies, as well as informing design choices to prevent technologically mediated 

racialization to become a part of the bureaucratic systems and infrastructures of tomorrow. In 

the next paragraph, I will introduce the case studies, focusing not so much on instrumental, 

epistemological, and ontological issues with bureaucratic systems in general, but rather on the 

particular situations that arise when data technologies are combined with race-ethnic categories 

and racializing affordances in a postcolonial context. 

Conclusion 

In the next three chapters, I apply the insights from the fields of critical data studies and 

postcolonial studies and the methods introduced in this chapter. The topics of these chapters are 

in order of appearance:  

• Chapter 3: A combined history of race-ethnic categorization and counting, 

calculation and dissemination technologies from 1899 to 2021; 
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• Chapter 4: A comparative analysis of two web-based applications, the 

Allochtonenmeter and the Leefbaarometer, both based on data that is made 

available by the infrastructure provided by CBS;  

• Chapter 5: An analysis of the Crime Anticipation System, a predictive policing 

system developed and implemented by the Dutch National Police. 

I have selected each of the case studies central to these chapters for different reasons. In the 

coming paragraphs, I will introduce each of the cases and explain the role of the different 

methods, as well as their relation to the instrumental, epistemological, and ontological 

approaches to technologically mediated racialization outlined in the first chapter of this 

dissertation. 

Each of the three chapters with case studies has a different role in the larger picture of this 

dissertation, and the three main methods produce different results in each of them (see Figure 

4). Where critical discourse analysis in Chapter 3 aids in linking different categorization practices 

and labels with national social policy from the start of CBS until now, in Chapter 4 it aids in 

showing how race-ethnic categorization has become naturalized in questions concerning 

demography. As a result, it does not only show up in a system that is part of alt-right rhetoric, 

but also in a system presented on an official website of the Ministry of the Interior of the Dutch 

government. In Chapter 5, I will employ critical discourse analysis in reading the CAS evaluation 

reports and show how they imply rather technologically deterministic visions of the role that 

technology will play in future policing. 

In Chapter 3, affordance analysis will aid in the analysis of counting and calculation practices that 

have been informing the different ways in which race-ethnic categorization was practiced in the 

Netherlands between 1899 and 2021. The development of computer technologies and the 

possibilities of connecting different databases from the 1980s onwards created the possibility for 

third parties to use data for different purposes than merely monitoring the effects of social policy. 

In Chapter 4, the combination of discourse analysis and affordance analysis will show how 

different systems communicate or obfuscate the perspective from which their knowledge is 

produced. This allows us to reflect on the different ways in which systems such as the 

Allochtonenmeter and Leefbaarometer imbue particular race-ethnic categories with new and 

more intricate racializing meanings. In Chapter 5, affordance analysis will be used in a similar 

fashion with the added aim of connecting affordances with police culture. Through the concept 

of the data assemblage, the results of the affordance analysis will be combined with recent 

ethnographic and sociological research on the organizational culture of the police in general and 

ethnic profiling in particular. This has the added benefit of understanding data systems as 

situated knowledge producing practices that are both intricately linked to the particular 
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organization in which they are employed, as well as to the larger social, cultural and technological 

context in which they are embedded. 

Together, these case studies are part of a larger infrastructural inversion that traces back the 

roots of race-ethnic information from the moment that a user encounters an interface that shows 

the results of a data system or online application. By systematically tracing back how data are 

visualized, used for calculation, and collected, I am able to able to retrieve connections that have 

become lost or obfuscated through label changes and technological interfaces. In this way I aim 

to show how contemporary practices of datafication that relate to the migration backgrounds of 

Dutch people are grounded in a longer history of racializing bureaucratic practice. For clarity and 

readability, I will present this infrastructural inversion in chronological order, starting in the past 

when CBS was founded, and working forward to the present in which CBS has become the central 

node in the governmental data infrastructure that supports a wide range of data application 

making use of race-ethnic information.  
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 Critical Discourse Analysis Affordance Analysis Infrastructural Inversion 

Chapter 

3 

Mapping the different 

words that have been used 

to signify Dutchness and 

Otherness in the past 

century and linking them 

to historical 

developments. 

Connecting the 

development of the 

affordances of 

technologies to the 

changing definition and 

operationalization of 

race-ethnic categories. 

Mapping the history and 

emergence of 

contemporary race-

ethnic categories and 

associated technologies 

as a starting point for the 

case studies of Chapters 

4 and 5. 

Chapter 

4 

Linking the contemporary 

use of race-ethnic 

categories and associated 

technologies to political 

and historical 

developments in the first 

decade of the 21st century. 

Showing the ways in 

which affordances affect 

the situatedness of 

knowledge production in 

the datafication of race-

ethnicity. 

Connecting the race-

ethnic categories in the 

Leefbaarometer and 

Allochtonenmeter to the 

CBS infrastructure and by 

extension to the history 

discussed in Chapter 3. 

Chapter 

5 

Linking the discourses on 

race-ethnicity and 

datafication with the 

specific national and 

organizational culture of 

the Dutch police. Special 

attention is given to the 

implications of the 

combination of ethnic 

profiling practices and a 

rather technologically 

deterministic vision of the 

Dutch police 

Situating the affordances 

of CAS within the culture 

of police organization. 

Including reflections on 

absent information and 

possibilities, which 

reflect a disinterest in 

processes of 

accountability 

concerning the equal 

treatment of Dutch 

citizens.  

Connecting the race-

ethnic categories in CAS 

to the CBS infrastructure 

and by extension to the 

history discussed in 

Chapter 3. 

Figure 4: Function of the three main methods in each case study 
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Chapter 3: The Origins of Race-Ethnic Categorization in the 

Dutch Governmental Data Ontology (1899-2020) 

Origin (n.): c.1400, ‘ancestry, race,’ from Latin Originem (nominative origo) ‘a rise, 

commencement, beginning, source; descent, lineage, birth,’ from stem of oriri ‘arise, rise, 

get up; appear above the horizon, become visible; be born, be descended, receive life.’ 14 

The race-ethnic categories at the basis of many economic and social statistics produced by 

Centraal Bureau voor de Statistiek (Statistics Netherlands, from now on CBS)15, as well as 

subsequent data systems built in relation to this data infrastructure, are the result of an ongoing 

process of historical, social, and technological developments. In order to better understand the 

discourses and discourse networks of the race-ethnic categories currently used in the 

Netherlands, this chapter will function as an infrastructural inversion (Bowker and Star 1999, 34) 

of the common CBS categories “autochtoon”, “allochtoon”, “Westers”, and “niet-Westers”, used 

roughly between 1970 and 2021. By looking closely at “technologies and arrangements that, by 

design and by habit, tend to fade into the woodwork” (Bowker and Star 1999, 34), I will discuss 

both the meanings and the functionalities of the race-ethnic categories used by CBS in the past 

century and in doing so I will go beyond the time period in which the “autochtoon”/”allochtoon” 

dichotomy was the official vernacular of the Dutch government. I will show the continuities and 

discontinuities in race-ethnic classification from 1899, the year in which CBS was founded, until 

the period 2017-2021, when this investigation took place, when the Dutch government abolished 

the aforementioned categories and began to use the word “migration background” to designate 

race-ethnic differences. Through my focus on the technological aspects of categorizations, I will 

show how, in line with technological advances in other areas of life, processes of racialization 

receive regular updates (Betancur and Herring 2013; Browne 2015; Benjamin 2016; Dixon-Román 

2016; 2017; Saini 2020). While such updates are usually intended to improve bureaucratic 

accuracy in relation to institutional and policy needs, they simultaneously cut off racializing 

discourses from their roots and mask continuities in racializing practice. In this chapter, I aim to 

undo such technologically mediated “colonial aphasia”, which is understood as the 

“dismembering of words from the objects to which they refer, a difficulty retrieving both the 

semantic and lexical components of vocabularies, a loss of access that may verge on active 

 

 

14 From the Online Etymology Dictionary: https://www.etymonline.com/word/origin. 
15 The literal translation of Centraal Bureau voor de Statistiek is Central Bureau for Statistics. Its acronym CBS is well-
known in the Netherlands. By sticking to the Dutch acronym I do not only save space, but also make the text easier 
to read for a Dutch audience. 
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dissociation” (Stoler 2016, 12).16 Furthermore, in relation to the quantification and datafication 

of race-ethnicity in the Netherlands, I will show how different methods of classification have 

evolved 1) together with the technologies and infrastructures available, 2) in relation to 

institutional and policy contexts, and 3) in relation to the larger geopolitical and societal context 

of the discourse on race-ethnicity in the Netherlands. This way, I will be able to adress the first 

two subquestions of this dissertation: This way I will be able to answer the first two subquestions 

of this dissertation:  

1. What are the origins of the Dutch race-ethnic categorization system and how are its 

categories defined?;  

2. How are race-ethnic categorization systems in the Netherlands datafied by government 

institutions? 

The specific set of practices and technologies analyzed in this chapter, were used during census 

taking in the Netherlands between 1899 and 2011. As sources, I use the census reports produced 

by CBS between 1899 and 2020–that is, those of 1899, 1909, 1920, 1930, 1947, 1960, 1971, 2001, 

and 2011.17 In his influential book Imagined Communities: Reflections on the Origin and Spread 

of Nationalism, Benedict Anderson (2006) describes the census, together with the map and the 

museum, as a particularly important medium in the construction of the modern nation-state and 

its connection to race, ethnicity, and religion. Apart from its role in the formation and 

development of European nation states (see Emigh, Riley, and Ahmed 2016a; 2016b), census 

taking was also instrumental in the discursive construction of the colonial Other through 

registering racial and ethnic categories (B. Anderson 2006, 164–70). Furthermore, in the context 

of this study, it should be noted that the practice of taking the census is rather intimately 

connected with the social and technological infrastructures available, since 

the available forms of social organization might determine whether you could count at all. 

A complete census of a large population requires sophisticated bureaucratic structures, 

which few states possessed before the nineteenth century. (Porter 1995, 35) 

 

 

16 See the more detailed discussion on “colonial aphasia” in Chapter 1. 
17 Censuses were conducted once every ten years, with the exception of 1941 (due to World War II), 1981 and 1991 

(both due to the fact that census taking was no longer necessary; see the remainder of this chapter). The census was 

reinstalled in 2001 because the European Union expected counts from its member states. Since reports were 

produced every decade, they also provide insights into their relation to key social, technical, and sociotechnical 

changes over time. 
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Thus, since census taking is determined by the available forms of social organization and its 

bureaucratic technologies, it necessarily follows the dominant ideological and institutional ideas 

of a particular time and place. Census taking is, therefore, an important intersection of the social 

and the technological, the political and the infrastructural, race and technology, and, as a result, 

an ideal starting point for the investigation of technologically mediated racialization.  

In this chapter, I will focus specifically on 1) the parts of Dutch censuses that relate to origins of 

people in the form of race, ethnicity, nationality, and place of birth, 2) the ways in which their 

definition has been informed by ethnic, racial, and religious discourses in the Netherlands over 

time, and 3) the technical and institutional systems that are used for counting and calculation. In 

addition, where available, I will discuss policy documents and influential academic works that 

have shaped the Dutch discourse on race-ethnicity, migration, and integration. I will consistently 

understand the categorizations in terms of “race-ethnicity”, since this combinatory term best 

captures how ideas about race, ethnicity, nationality, and religion are deeply entwined (see also 

Yanow, Van der Haar, and Völke 2016). For example, while CBS currently uses the term ‘ethnic 

origins’, it always counts people as former citizens of nations, not as members of an ethnic group. 

This becomes painfully clear in cases of territorial disputes, such as, for example, with Kurdish 

Turks and Palestinians, who are counted as Turks and Israelis, respectively.18 Through these 

practices, CBS contributes to policy discourses on otherness and foreignness, but also on more 

nationalistic discourses concerning nativeness and Dutchness as important elements of the Dutch 

nation-state. In this chapter, the Dutch census functions as a snapshot of the continuities and 

discontinuities of the evolution of dominant frames on Dutchness, migration, and accompanying 

modes of technologically mediated racialization in each decade.  

By analyzing technologically mediated racialization in the census through an instrumental, 

epistemological, and ontological approach, I aim to bring forward the different levels at which 

racializing practices and technologies of quantification and statistics produce meaning and 

effects. As I will show throughout this dissertation, race-ethnic categorization seems to be an 

important part of the production of demographic data, given its usage in a wide range of policy 

situations, and in various different third party data applications such as the ones that will be 

discussed in Chapters 4 and 5. However, neither the categories used by CBS, nor the technologies 

that mediate their definition, clustering, counting, and dissemination have remained the same 

over the past 120 years. Through an instrumental approach, I will focus on how categories and 

concepts such as race, ethnicity, religion, and migration are defined and operationalized. 

Furthermore, such an approach allows me to reflect on how the chosen definitions and 

 

 

18 See the relevant table at CBS (2021c); when Israel is selected as a variable, it contains the combined numbers of 
people residing in both Israeli and Palestinian Territories.  
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categories align with experienced societal problems and envisioned policy goals. In this way, I can 

determine how chosen practices of quantification function within their own historical, societal, 

and policy context. 

Through an epistemological approach, I will show that contemporary race-ethnic categories and 

data technologies do not reflect some kind of natural or inevitable way of performing statistics. 

Rather, they are local (Loukissas 2019) and situated (Dalton and Thatcher 2014; Bezuidenhout et 

al. 2017; Kitchin and Lauriault 2018) practices of “making up people” (Hacking 1986). These 

practices are intricately linked to mediating history, culture, and technologies. Through a history 

of race-ethnic categorization and its relation to political, cultural, social, and technological 

development, I will not only show how the current systems, technologies, and ways of thinking 

evolved, but also how the relationships between categorization practices and counting 

technologies evolved. This makes it possible to argue against the idea that statistical and policy 

practice only developed in a positive—i.e. becoming faster, more specific, and ultimately 

better—direction, but rather that they evolved laterally—i.e. becoming better at certain things, 

and worse at others, ultimately doing different things. In other words, an epistemological 

approach will enable us to assess qualitatively, how technologically mediated racialization has 

evolved through different technological and epistemic practices, and to recognize positive 

qualities in past practices and negative qualities in contemporary knowledge producing practices.  

Through an ontological approach, I will show that race-ethnic categorization and its mediation 

are both entangled, as well as instable knowledge producing processes that change over time. I 

will argue that categorization systems should not only be thought of as epistemological tools, but 

as actors that actively shape reality (Bowker and Star 1999). In this capacity, race-ethnic 

categories, such as the recently abolished “allochtoon” and “autochtoon”, function as a ‘régimes 

of truth’ (Foucault 1980), that are not only enacted through governmental policy but also through 

scientific, political, and public discourse (Rath 1991; Prins 2000). Following sociologist and 

statistician Alain Desrosières, Rottenburg and Merry (2015, 15) explain how the circulation of 

categories within particular academic and bureaucratic domains causes them to “hold” and, 

usually temporarily, be accepted as real:  

When the actors can rely on objects thus constructed, and these objects resist the tests 

intended to destroy them, aggregates do exist – at least during the period and in the 

domain in which these practices and tests succeed. (Desrosières 1998, 101) 

In other words, if these aggregates work in an institutionalized practice, they will be accepted as 

real; it is their institutionalization that makes categories more than mere representations. They 

become actors that shape and define us as people as well as the world we live in (Rottenburg and 

Merry 2015). I, therefore, consider datafied race-ethnic categorization systems to be ontologies, 

rather than mere epistemologies. This results in an understanding of data as sociotechnical 
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constructions of reality, “defined in the context of a specific epistemic culture as sets of norms, 

symbols, human interactions, and processes that collectively facilitate the transformation of data 

into knowledge” (Kuiler 2014). As Desrosières (1998, 101) argues, categories and their reality do 

not “resist the tests intended to destroy them” forever. At some point, categories do no longer 

fit policy goals, context, or technological infrastructure and are replaced by new categories. By 

taking a historical approach to the investigation of the social, cultural, and technological 

conditions that shape race-ethnic ontologies, we will be able to better understand how race-

ethnic categories emerge and are made real for the time they exist, and how different 

technologies contribute to their demise and discontinuation. In this chapter, then, we will look 

at how race-ethnic ontologies emerged, evolved and disappeared again in the context of data 

collection and dissemination by CBS over the past 120 years. 

The categorization practices of the Dutch government have been discussed by scholars from a 

variety of different disciplines, but usually with divergent scopes or aims: as part of a particular 

policy context (Yanow and Van der Haar 2013; Yanow, Van der Haar, and Völke 2016), in terms 

of racial and ethnic connotations (see for example Essed and Hoving 2014a; Weiner 2014b; 

Wekker 2016) and in terms of their performance of inclusion and exclusion within Dutch society 

(see for example Schinkel 2013; Boersma and Schinkel 2015; Weiner 2015). In my own 

intervention, I would also like to place the ontology of the governmental information apparatus 

in its historical context. By discussing technological and societal developments together, I will 

make an argument for shifting the understanding of race-ethnic categorization in terms of the 

conceptual pair of “allochtoon” and “autochtoon” from social constructs to sociotechnical 

constructs. These constructs, as epistemological tools, also have performative power (Espeland 

and Stevens 2008): they are capable of shaping the realities of Dutch citizens with different 

origins in different ways by creating the technicity for technologically mediated racialization. 

Through my historically comparative perspective, I aim to both denaturalize contemporary 

categorization practices—by showing that there are many ways of counting people—and 

contextualize them—by showing that current practices are the result of a long history and many 

different factors. 

For reasons of clarity and structure, I will distinguish between three time periods. First, I will 

discuss the years 1899–1940, from the foundation of CBS until World War II, when counting by 

hand was replaced with a process of mechanization. During this time, social stratification in the 

Netherlands mainly happened on the basis of religion, a societal structure commonly referred to 

in the Netherlands as “pillarization” (verzuiling). The second period, 1945–1980, extending from 

the end of World War II to the end of a period of labour immigration and decolonization in 

Suriname and Indonesia, is characterized by a move from mechanized counting to digital 

counting. This was the period in which the social organization of the Netherlands moved from 

pillarization to multiculturalism. The final era, from 1980 onwards, has been characterized by a 
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national discussion on and scholarly investigation into immigrant integration and the 

multicultural society, combined with the increasing datafication of governmental information. 

One aspect of this period is relatively stable and particularly relevant for my sociotechnical 

history: the census has become ‘virtual’. This moves the object of the process of counting from 

people themselves to their data, as it exists in bureaucratic systems. The use of the three 

different periods described here is mainly intended to structure this chapter; I am not claiming 

that there are any ‘hard breaks’ in social or technical developments that determine what happens 

in these periods. In this historically oriented infrastructural inversion, I will present the results in 

chronological order to make for smooth reading experience and a better connection with the 

following chapters.  

Social Stratification through Pillarization (1899–1940) 
In 1899, CBS was founded as an independent administrative body of the Dutch government 

(Kuijlaars 1999). Between 1899 and 1940, the institution was able to largely centralize the 

production of governmental statistics – a practice that had been spread over different 

government departments and municipalities previously (Kuijlaars 1999, 217–23). In addition to 

institutional reforms, CBS also initiated technological developments in census counting and 

statistics. In 1899, CBS still used self-reporting by hand with pen or pencil on a pre-printed form 

with different paper colours for men, women, and children (den Dulk and van Maarseveen 1999, 

352). These forms were then counted by hand by CBS employees. In 1916, CBS was the first Dutch 

organization to install the Hollerith punch-card system in order to effectively count imports and 

exports, a previously rather time-consuming activity (Kellenbach 1999a, 121). For the 1920 

census, the Hollerith machine was considered, but for unknown reasons, the “classi-compteur”, 

another mechanical counting device, was chosen for this purpose (Kellenbach 1999a, 76). 19 The 

handwritten census forms were counted by women using this classi-compteur. However, from 

1930 onwards, the Hollerith system was chosen for the census. CBS employees handled the 

census forms, converted to individual punch cards for each person. These cards were then 

counted automatically with machines at the CBS building (Kellenbach 1999a, 75). The results of 

the censuses were printed in reports with tables in both Dutch and French.20 The census that was 

planned for 1940, was cancelled due to the German occupation of the Netherlands in World War 

II (Kuijlaars 1999, 227). 

 

 

19 For a detailed description of the classi-compteur, see Lars Heide (2009, 153–55). 
20 Official governmental documents regularly featured French translations until the 1950s. This was a hangover from 
Napoleonic times (Van der Burg 2007). 
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“Nationality” and “Place of Birth” 

Between 1899 and 1930, the population of the Netherlands increased from a little over 5 million 

people to almost 8 million. The percentage of people considered ‘foreigners’ or ‘aliens’ grew from 

1.04 % in 1899 to 2.22% in 1930.21 This shows that while the numbers of immigrants were 

relatively low, their portion of the population was slowly growing, as represented by the census 

reports of 1899, 1909, 1920, and 1930. In this period, the origins of people were counted in two 

different ways: in terms of nationaliteit (nationality; see Figure 5) and of geboorteplaats (place 

of birth; see Figure 6). All nationalities and places of birth were counted individually and their 

counts were reported in the attachments of the census reports. The tables with the numbers on 

nationality features the names of the countries that are considered most important in the main 

body of the report. In 1899, nationalities were not ordered alphabetically in the main report, but 

by number of people in each category, ranging from almost 32,000 people from Germany to 233 

people from Italy (CBS 1901, 3). From 1909 onwards, the list was extended with eleven extra 

countries. With the exception of Austria–Hungary, a dual monarchy that fell apart in 1918, the 

top five countries remained the same. As of this point in time, the order of the countries and 

their clustering seemed to be based roughly on their proximity to the Netherlands and the 

number of immigrants present. The lay-out of the documents was another decisive factor in the 

order and number of countries, in that the available space on a printed page and the page break 

in the middle split the table in two sets of eight columns (see Figure 7 and Figure 8). The first 

eight countries are neighbouring countries22 and other European countries from which larger 

numbers of people migrated to the Netherlands.23 The following eight columns are reserved for 

the remaining countries,24 ordered roughly by number of immigrants.25 The residual categories 

remain the same during this period: they contain people from “other countries”, denoting the 

totals of the non-featured countries that are mentioned in the attachments, stateless people,26 

and people with an “unknown” nationality. 

 

 

21 In 1899, the Netherlands had 5,104,137 inhabitants of which 52,989 were foreigners (CBS 1901). In 1930, the 
Netherlands had 7935565 inhabitants of which 175850 were foreigners (CBS 1933). 
22 Germany, Belgium, Great Britain and Ireland, and France. 
23 Italy, Switzerland, Austria, and Hungary. 
24 Russia, the United States, Sweden, Norway, Denmark, Luxembourg, Turkey, and, depending on the year, Transvaal 
Colony or Poland, and Greece or Czechoslovakia 
25 The only quantitative exception is Poland. It is unclear why it is ranked number 15 in 1920 and 1930 with numbers 
of people (roughly 2700 in 1920 and 5900 in 1930) that exceed the quantities from all other countries, except 
Germany, Belgium, and Austria. 
26 Statelessness between 1900 and 1940 was often caused by World War I and other conflicts in pre-World War II 
Europe. 
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Figure 5: “Nationality”, compiled from the census reports of 1899, 1909, 1920, and 1930 (CBS 1901; 1911; 1922; 1933). 

 

  

 

 

27 Austria–Hungary was a dual monarchy that roughly comprised the current territories of Austria, Hungary, Czech 

Republic, Slovakia, and Bosnia Herzegovina between 1867 and 1918. 

28 Transvaal-colony was a colony of Great Britain between 1877 and 1910 and part of what is now South Africa. Most 
likely, this category only refers to white former inhabitants, mostly of Dutch or English descent, of Transvaal Colony, 
since black people were exempt from the right of citizenship (De Villiers 1896, 23–24). 
29 Czechoslovakia roughly comprised the current territories of Czech Republic and Slovakia, between 1918 and 1992. 
30 Idem, see previous footnote. 

Census Year 1899 1909 1920 1930 

Nationality The Netherlands The Netherlands The Netherlands The Netherlands 

 Germany  Germany Germany Germany 

 Belgium Belgium Belgium Belgium 

 Great-Britain and 

Ireland 

Great-Britain and 

Ireland 

Great-Britain and 

Ireland 

Great-Britain and 

Ireland 

 France France France France 

 Austria-Hungary27 Italy Italy Italy 

 Italy Switzerland Switzerland Switzerland 

  Austria Austria Austria 

  Hungary Hungary Hungary 

  Russia Russia Russia 

  United States United States United States 

  Sweden Sweden Sweden 

  Norway Norway Norway 

  Denmark Denmark Denmark 

  Luxembourg Luxembourg Luxembourg 

  Turkey Turkey Turkey 

  Transvaal 

Colony28 

Poland Poland 

  Greece Czechoslovakia29 Czechoslovakia30 

Residual 

Categories 

Other countries Other countries Other countries Other countries 

Unknown Stateless Stateless Stateless 

 Stateless Unknown Unknown Unknown 
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Census Year 1899 1909 1920 1930 

Place of 

Birth 

Current 

municipality of 

residence 

Current 

municipality of 

residence 

Current 

municipality of 

residence 

Current 

municipality of 

residence 

 Different 

municipality in 

same province 

Different 

municipality in 

same province 

Different 

municipality in 

same province 

Different 

municipality in 

same province 

 Different province Different province Different province Different province 

 In one of the 

Dutch Colonies 

In one of the 

Dutch Colonies 

In one of the 

Dutch Colonies 

Dutch East Indies, 

Suriname 

 A foreign country A foreign country A foreign country A foreign country 

 Unknown Unknown Unknown Unknown 
Figure 6: “Place of Birth”, compiled from the census reports of 1899, 1909, 1920, and 1930. Compiled from CBS (1901; 1911; 1922; 
1933). 
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The “place of birth” category in the censuses of 1899-1930 is rather locally defined and is related 

to the current place of residence. The first two categories in each of these years refer to people 

who were born and continued to live in the same municipality, or a different municipality within 

the same province. Given that, before the 1930s, the Netherlands had a large number of 

municipalities with a population of fewer than 500 inhabitants, this category concerns rather 

small-scale entities. The third category, “different province in the Kingdom”, likewise refers to 

places within the Dutch territories. Technically speaking, this should also include the colonies, 

since they were part of the Kingdom of the Netherlands at the time;31 however, this is not what 

is meant here, as the fourth category focuses specifically on those territories, effectively 

separating them off. Until the census of 1920, the Dutch Antilles, the Dutch East Indies, and 

Suriname are referred to as “the Dutch colonies”. From 1930 onwards, these localities are instead 

referred to by their names. “Foreign countries”, which refers to all territories outside of the 

Netherlands and outside of the Dutch colonies, and “unknown” are the final categories. 

Pillarization and the Racialization of Religious Affiliation 

Finally, we need to consider religion as a human characteristic measured in the censuses between 

1899 and 1930. From roughly 1850 to 1970, the main form of social stratification in The 

Netherlands was based on religious affiliations or the lack thereof, a process that is generally 

referred to as verzuiling, or “pillarization”, which can be explained as “as a form of segmental 

differentiation in a functionally differentiated society, which promotes social exclusiveness and 

an in-group mentality” (Schrover 2010, 332). This kind of social organization is characterized by 

 

 

31 The Dutch Antilles are still part of the Kingdom of the Netherlands as of 2021. 

Figure 7: Excerpt of census report of 1909, featuring part of page 242 with the column that mentions the country names. In the 
original report, this excerpt appeared next to Figure 7 as the top of the same large table, spread over two pages. Source: CBS 
(1911, 242–43). 
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voluntary institutional segregation that enables people to only deal with institutions, 

information, and people subscribing to their belief. Consequently, at the height of pillarization, 

roughly between 1900 and 1950, it was possible for a Roman Catholic to live his/her whole life 

within the Catholic pillar. This entailed for instance attending Catholic primary and secondary 

education, possibly going to a Catholic University, reading a Catholic newspaper, listening to a 

Catholic radio broadcaster and being a member of the Catholic labour union, etc. (see for 

example Thurlings 1979). This could all happen in a city or village that simultaneously hosted 

institutions from several other pillars.32 Thus, at the end of the 19th century and in the first half 

of the 20th century the Netherlands effectively hosted several “pillars” that operated in parallel 

to each other (M. Hoogenboom and Scholten 2008, 108). 

The metaphor of pillarization does not only describe the social isolation of individual pillars, but 

also how the top of the pillars, the social and economic elite, i.e. religious leaders and politicians, 

discussed and negotiated shared beliefs, policies, and regulations. The government actively 

provided the opportunity for religious and ideological groups to start their own organizations by 

providing funding for religiously differentiated “public” institutions such as schools, hospitals, 

radio broadcasting organizations etc. In order to make this work, accurate information about the 

representativeness of the various religious groups was very important. Before WW II, the table 

describing these numbers was, therefore, a significant part of the census (see Figure 9 and Figure 

10). Despite the emancipatory ideals of pillarization, envisioned to give minorities equal rights in 

providing for their constituents, in practice the different pillars effectively created parallel 

societies that were hierarchically organized both internally and in relation to each other.  

 

 

32 The main pillars in the Netherlands were the Catholics, Orthodox Calvinists, Dutch Reformed, the Socialists, and 
the Humanist Liberals (Thurlings 1979). It needs to be noted that the humanist liberals where against the principle 
of pillarization, but felt forced to participate. 

Figure 8: Excerpt of census report of 1909, featuring part of page 243, with the column that mentions the country names. In the 
original report, this excerpts appeared next to figure 6 as the top of the same large table, spread over two pages. Source: CBS 
(1911, 242–43). 



 
 

76 
 

It has been argued that the sophistication and ubiquity of the larger pillars (i.e. catholic and 

protestant) in particular, functionally isolated people from the rest of society, hindering mutual 

understanding and acceptance (Thurlings 1979; M. Hoogenboom and Scholten 2008; Schrover 

2010). In addition, the pillars were not created equally. The Catholics and Jews in particular had 

suffered discrimination and stigmatization in the early 19th century, a problem which, despite 

being granted equal rights by law, continued for decades into the 20th century (Homan 1966; 

Thurlings 1979; Weiner 2015). Pillarization, and its bureaucratic infrastructure, gave the relatively 

large group of Catholics stability and safety. The much smaller group of Jews, however, did not 

enjoy such benefits. It has been suggested that the available bureaucratic infrastructure made it 

relatively easy for the Nazi occupation to find and detain Jews during WW II (Bovenkerk 2000; 

Weiner 2015, 578–79). 85% of Jewish people in the Netherlands were deported and killed. 

According to historians, the combination of Dutch bureaucracy with a rather advanced railroad 

network, and specific geopolitical circumstances at the end of the war was one of the main causes 

of the mass extermination of Jewish people living in the Netherlands (see Croes 2006; de Haan 

2010). 

These findings seem to confirm the thesis of sociologist and philosopher Zygmunt Bauman, that 

the racism against, and extermination of, the Jews was not some pre-modern social attitude with 

new instruments, but rather a racist development “unthinkable without the advancement of 

modern science, modern technology, and modern forms of state power” (Bauman 2007, 61). It 

should be noted that I do not discuss the relationship between information systems and the 

Holocaust to make a historical argument about WW II, since my limited analysis of censuses and 

secondary literature does not warrant any major conclusions about this topic. Rather, I aim to 

bring across how we can look at the bureaucratic technologies involved as conditions of 

possibility—the extermination of the Jews was not primarily or exclusively caused by 

bureaucracy, but bureaucratic technologies were a necessity for the possibility of the Holocaust 

to be executed by the Nazi’s in the way and scale that it did. 

Figure 9: Left side of table with different religious denominations in the Netherlands (CBS 1901, 120) 
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In the period before WW II, pillarization as a type of government did not only structure life within 

the borders of the of territories of the kingdom of the Netherlands in Europe, but also extended 

to the Dutch colonies. The Dutch government provided the financial means for religious groups 

to go on missions to colonized areas of the kingdom such as Surinam and Indonesia (see for 

example Steenbrink 2007; Vernooij 2017). Furthermore, for a long time pillarization remained 

the organizing principle behind societal institutions in Surinam and Indonesia, such as schools 

and political parties (van Leeuwen 1968; Gunawan and van den Muijzenberg 1967; Marchand 

2014; Lijphart 2018). Taken together, these developments show the rather broad scope and 

ubiquity of pillarization, which had a profound impact on the organization of Dutch society and 

its bureaucratic infrastructures, both on the main land and in its colonies, before and after WW 

II.  

Implications 

In the period between 1899 and 1930, the people that were counted had a relatively high 

measure of autonomy. Since they provided information about themselves, theoretically they 

could also provide inaccurate information. Who counted as Dutch and who did not was relatively 

straightforward: people with a Dutch passport were considered Dutch, regardless of their place 

of birth or the nationality of their parents. Furthermore, the local nature of the categorizations 

also indicated that CBS considered migration to be not only a transnational but also an 

intranational phenomenon. Taking into account province and municipality of birth, the reports 

demonstrate that CBS considered “internal” migration to be a significant statistic as well. It 

should be noted, that internal migration in the Netherlands in this period was not only measured 

in the populations of cities and towns but also tied to people—the variable that was measured 

were people moving from one place to another, accompanied by statistics about cities and towns 

shrinking or growing.  

Figure 10: Right side of different religious denominations in the Netherlands (CBS 1901, 121) 
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On an instrumental level, the statistics of CBS about people concerning “nationality” and “place 

of birth” seemed to be considered in a strictly legal sense. The CBS quantification of religious 

affiliations was based on self-reporting. Where statistics about “nationality” and “place of birth” 

mainly reflected the results of intranational migration and international migration due to war 

and economic circumstances, the information about religious denominations was directly 

coupled to institutional pillarization and related policies.  

On an epistemological level, “nationality” and “place of birth” did not seem to be racialized 

before WWII. One could argue that it is very likely that the people counted were almost 

exclusively white, but the kind of use of the concept “nationality”, as well as its function in the 

produced tables, does not suggest that it was linked to ideas about race or ethnicity. In stark 

contrast, censuses in colonized parts of the Dutch kingdom intricately linked ideas about race, 

nationality, and religion at the time (see Stoler 1989, 153–55; Prianti 2018, 106). Information 

about religion in the investigated Dutch censuses, however, did have racializing connotations 

given the recent history of this period. Furthermore, tables about religious denominations can 

be linked to specific policies causing not only protection, but also isolation and segregation of 

religious minorities. Despite the negative aspects of this particular institutional organization, 

pillarization would function as a model for the “integration” of immigrants after WW II. 

On an ontological level, technologically mediated racialization between 1899 and 1930 happened 

mainly based on self-reported religious affiliations. Pillarization, combined with the rather 

detailed administrations of local governments, can be seen as a technicity of race of this era. This 

technicity produced race through the registration of religious affiliation. The centralized 

registration of this particular human characteristic, made it available for racial signification in a 

time of religious persecution. This situation created, in part, a condition of possibility for the 

genocide of people racialized on the basis of religion, that was realized in WW II.  

The Invention of “Autochtoon” and “Allochtoon” (1945–1971) 
On an instrumental level, the period between WW II and the 1970 census can be seen as a 

transition period in which CBS moved from counting with punch cards to a more centralized way 

of counting by adding up municipal administrations. After WW II, a census was initiated as soon 

as possible, because the government needed a detailed picture of the state of affairs in order to 

rebuild the nation (CBS 1954, 7). During this 1947 census, CBS still made extensive use of the 

punch-card system (Kellenbach 1999a, 79). For the 1960 census, however, the first electronic 

statistics machine was used: an IBM 101. By now the punch cards contained an additional 

technique, called “marked sensing”, which consisted of stripes that could be read by a card punch 

machine. In 1957, the first computer (an Electrologica X1) was bought for 700.000,- Dutch 
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guilders33, which was subsequently used for the 1960 census (82). Before the 1971 census, a new 

Philips P1400 computer was bought with 128 kilobytes of memory and three changeable drives 

of 7,25 megabytes each (84). Machine readable census forms proved error prone, so instead CBS 

still relied on punch cards. These punch cards were read by an IBM 360/20 that wrote their 

information on magnet strips, which subsequently could be loaded in the P1400 computer.  

Since a small but significant portion of the Dutch population refused to partake in the census, 

CBS also used municipal registrations to fill in gaps in their data. This development was the 

starting point for CBS to move from self-reporting via punch cards to a networked form of 

information collection that completely bypassed the people involved. In a table in the 1971 

census report that is important to this research (see Figure 14), the first two columns show the 

numbers of men and women that were counted through a process of self-reporting on punch-

cards; the third and fourth columns show the number of people that were counted 

“administratively”, using the municipal administration as source. Prior to the 1971 census, public 

outrage ensued over the fact that, increasingly, statistical tasks of CBS were performed by a 

computer, deemed a “people-sorting machine”(CBS 2018c). In addition, the government was 

planning the introduction of a Burger Service Nummer (civil service number), with which all Dutch 

citizens would be continuously registered in the Centrale Persoonsadministratie (Central 

Administration of People) (Kuijlaars 1999, 394–95). This idea antagonized many among the 

Dutch, eliciting memories of WW II, when the German occupier was grateful for the meticulous 

Dutch administration. As I already mentioned, among other details this administration contained 

the addresses and religions of all citizens, including Jews. Resistance to automated administrative 

systems resulted in a situation whereby a relatively small number of people refused to cooperate 

with the census of 1971 (see Figure 11). CBS was able to replace their missing counts with counts 

from the municipal registration database quite accurately.  

 

 

33 700.000 guilders would be roughly 2.300.000 euro today when corrected for inflation 
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Figure 11: Protest against the 1970 census. The sign of the protester in the middle reads: 
 “Refuse the census. Once you have entered the computer, you can never leave!” 
 (The Hague, 10 February 1970). Photo: Rob Mieremet, Collection Anefo/Nationaal Archief. 
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“Nationality” and “Place of Birth” 

In the 1947 and 1960 census reports, the “place of birth” table once more contains the options 

“current municipality of residence” and “other municipality in the same province” (see Figure 

12). Compared to the censuses of 1899–1930, the locality level here seems to be upscaled a little, 

because the “different province in the Kingdom” category is split into eleven different categories 

for each of the provinces in the 1947 census, and into “adjacent province” and “another province 

(not adjacent)” in the 1960 census. This allows for more detail on migration at the province level. 

The main text of the 1960 census report explains that most of the people counted as migrated 

from “foreign countries” are from “Indonesia and other parts of the Empire in the West” (CBS 

1966, 13). This suggests that people from the Dutch colonies are now included in this category. 

Finally, the “unknown” category is not mentioned in the 1960 census, possibly because the 

numbers are very low, and/or because the category was no longer deemed important.  

 

Census Year 1947  

(table in attachments) 

1960  

(table in main report) 

1971 

(main report) 

Place of Birth Current municipality of 

residence 

Current municipality of 

residence 

Dutch 

 Other municipality in province 

(split up in 11 provinces) 

Other municipality in the same 

province 

 Total of the Netherlands (total 

of categories mentioned 

above) 

Total current province of 

residence (total of categories 

mentioned above) 

 East- or West Indies Adjacent province 

  Another Province (not 

adjacent 

 Different countries of 

residence (Split up in 

Germany, Belgium, Great 

Britain, France , Italy, Poland, 

Austria, and ‘other’. 

A foreign country Non-Dutch 

 Unknown - - 

Figure 12: Place of birth in the censuses of 1947, 1960, and 1970. Compiled from: CBS (1954, 78; 1966; 1978), and Schreven 
(2004).34 

 

 

34 Not compiled from the actual census but from Schreven (2004, 154). It is unknown whether this level of detail was 
reported in the main report. 
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It is in the main text of the 1947 census that the word “autochtoon” appears for the first time, 

and in the explanation of the definitions of the 1960 census that the word “allochtoon” emerges 

for the first time to describe people born in the same municipality and people born elsewhere 

(different municipality, province or country) (CBS 1954, 42; 1966, 7). The significance of this 

should not be underestimated, since at the time the meaning of the conceptual pair 

“autochtoon” and “allochtoon” was 1) not yet the subject of stigmatization, and 2) still very 

locally defined. In the 1971 census, place of birth was collected and analyzed, but in tables in the 

main census report the emphasis is reduced to either Dutch or non-Dutch. 

The table featuring the nationalities of foreign inhabitants of the Netherlands in the census report 

of 1947 is ordered by continent and has the title: “Foreigners by nationality” (see  

Figure 13). It lists all the European countries in alphabetical order. Then, Africa is mentioned, of 

which only the South-African Union is highlighted; the other category is “other Africa”. This is 

followed by the North American countries, the United States and Canada (residual categories 

here are Central America and South America). The “Asian” countries featured are “China”, 

“Turkey”, and “Palestine” (with the residual category “other Asia”), which shows that at the time, 

for Dutch demographers there was no distinction between the Middle-East and South and South-

East Asia. From “Oceania”, only “Australia” and “New Zeeland” are mentioned specifically, and 

no residual category is stated. The final two, residual, categories are “unknown” and “stateless”.  

In the 1971 census, the table entitled “non-Dutch according to counting method, sex and 

nationality” arranges countries differently (see Figure 14). First, some of the countries of the 

former European Community, a predecessor of the European Union, are listed: Belgium, France, 

Great Britain, Italy, and West Germany. The category of “other countries from the European 

Community” consists of Denmark, Ireland, and Luxembourg, as mentioned in footnote 2 of the 

table in Figure 14. Then, so-called wervingslanden, or “recruitment countries” are mentioned: 

Greece, Yugoslavia, Portugal, Spain, and Turkey. The Dutch government targeted these countries 

to attract workers in an attempt to fill large numbers of vacancies in specific sectors of the 

economy. This campaign lasted roughly from 1964 to 1970 (Cornelis 1990, 23–24). The African 

countries mentioned here are Algeria and Tunisia, which are lumped together, and Morocco, 

again followed by a residual category: “other African countries”. “America” features the United 

States, Canada, and a category of “other American countries”. From Asia, China and Indonesia 

are highlighted, followed by “other Asian countries”. Finally, Oceania is not split into individual 

countries. 
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Figure 13: Nationalities as featured in the 1947 census. Source: CBS (1954, 49). 
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Figure 14: Nationalities as featured in the 1971 census. Source: CBS (1978, 1b: niet-nederlandse nationaliteiten:64). 
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The order and structure of this list is rather different than it used to be, reflecting a society that 

is in motion. Turkey is no longer listed as an Asian country, but as a recruitment country. The 

placement of Algeria, Tunisia, and Morocco as African countries is interesting, since elsewhere in 

the same report they are listed as “recruitment countries” as well (CBS 1978, 1b: niet-

nederlandse nationaliteiten:27). By the time of the census, Indonesia had gained independence, 

and is, therefore, no longer considered a Dutch colony here, nor does it count here as part of the 

Dutch territory. The Netherlands was in a process of decolonization and labour migration. It, 

therefore hosted larger numbers of people with more than one passport. 35 The report, therefore, 

explicitly mentions that: 

people with more than one nationality, one of which is Dutch, are filed under the 

Netherlands. All other persons with more than one nationality are filed under their first-

mentioned nationality. The ‘persons without nationality’ category also includes the people 

that registered as Maluku Islanders. (CBS 1978)36 

“First mentioned” in this context means whichever country of which people have a passport is 

filled in first on the census forms. This is a significant detail, since it shows that Dutchness is 

defined by nationality, rather than place of birth. The “first-mentioned” nationality still gives 

some agency to the people counted, except when one of the nationalities is the Netherlands. In 

addition, it explicitly mentions that people with a double passport of which one is Dutch, are 

counted as Dutch. It is this rather straightforward categorization practice that is going to change 

after 1971.  

Moving from Pillarization towards Multiculturalism 

In addition to the already described public outrage about privacy, there was also debate—that 

lasted until the end of the nineties—in Dutch society about the status of immigrants, later 

referred to as the “minorities debate” (Rath 1991). An influential publication that fuelled this 

debate was Allochtonen in Nederland (“Allochtonen in the Netherlands”) by the sociologist Hilda 

Verweij-Jonker (1971). In her redefinition of “allochtonen” or “foreigners” (“buitenlanders”), she 

mentions three reasons for the choice of groups included in her report. The groups under 

discussion (1) have come to the Netherlands in large numbers and in a relatively short time, (2) 

have been subject to some form of government policy to facilitate their arrival in Dutch society, 

and (3) are clearly physically recognizable because of their skin colour and a language 

incomprehensible for Dutch people (Verweij-Jonker 1971, 7). The third reason makes explicit the 

 

 

35 Suriname declared independence in 1975, see Cornelis (1990, 18–20). 
36 People from the Maluku Islands were awaiting the dissolution of Indonesian occupation, which has not happened 
yet. 
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racial connotations, by referring to skin colour, and ethnic connotations, by referring to language, 

that have since stuck to the construct of allochthon and the particular groups discussed in the 

book: repatriates (from Indonesia), Ambonese (Malukan’s), Surinamese, Antillians, labour 

migrants (mostly Turkish and Moroccan), Chinese, refugees, and students from the ‘Third World’ 

(mostly African and Asian countries). The discourse surrounding some of these groups would 

later dominate Dutch debates about integration and “the multicultural society”. 

Between 1945 and 1971, the ontzuiling of Dutch society began (often translated as 

“depillarization”) (Dekker and Ester 1996). The institutionalized social stratification of Dutch 

society on the basis of religion started to disintegrate. However, simultaneously with the gradual 

disappearance of the traditional Dutch pillars, new groups that started to settle in the 

Netherlands were encouraged to organize in a manner that looks suspiciously similar to what 

used to be known as a pillar. Instead of using categorizations based on religion, the Dutch 

government addressed newcomers in terms of their nationality. It has, therefore, been argued 

that new policies that attempted to “integrate” and “assimilate” newcomers in Dutch society 

were largely based on the rather conservative ideology known as “pillarization”, albeit under the 

guise of “multiculturalism” (M. Hoogenboom and Scholten 2008; Weiner 2015).37 The growing 

unease of the Dutch population with a central registration of religious affiliations due to the 

atrocities committed against Jewish people in WW II, combined with the need to govern new 

kinds of societal configurations based on national affiliations, encouraged the use of statistics 

based on nationality. The latter, in turn, started to gain significance at the expense of information 

about religious affiliations. 

On an instrumental level, the definition used to describe person with a Dutch nationality 

remained the same as in the previous period; anyone with a Dutch passport was considered to 

be Dutch. The tables containing information about nationality did, however, gain in significance 

as their content now no longer merely reflected geopolitical developments—that is, the numbers 

of immigrants from parts of the world in turmoil—, but increasingly started to steer national 

policies concerning immigrant settlement. At that point in time, a word such as “ethnicity” was, 

however, not yet part of the vocabulary used by CBS to describe populations in the Netherlands.  

On an epistemological level, the concepts “allochtoon” and “autochtoon” are introduced in the 

censuses of 1947 and 1960 as neutral terms describing people with a non-Dutch or Dutch 

 

 

37 A common criticism of rightwing political parties in the 1980s and 1990s of this early period of immigration to the 
Netherlands is that, like the traditional pillars, immigrant organizations encouraged their members to live in relative 
isolation from the rest of Dutch society, hindering processes of “integration”. However, evidence about the context 
and process of immigrant settlement in the Netherlands does not support this claim and rather seems to indicate 
the opposite (see Laan Bouma-Doff 2007; Fajth and Bilgili 2020). 
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migration background. While these terms survived until 2020, the scale at which they describe 

migration backgrounds has shifted from people that migrated between municipalities in 1947 

and 1960 to people migrating between nations after 1970. During the 1960s, the conceptual pair 

also picked up racial and ethnic connotations through the ways in which policy and public 

discourse used the terms, until eventually, around 1970, “autochtoon” and “allochtoon” 

functioned as the discursive construction of Dutchness and non-Dutchness. From this moment 

onwards, in government bureaucracy, race-ethnic categories no longer referred to a person’s 

legal status as a Dutch citizen, but rather to his or her supposed cultural association; 

“autochtoon” signified a person with two parents born in the Netherlands, and “allochtoon” 

signified a person with at least one parent not born in the Netherlands. In public discourse, 

however, autochtoon became a signifier for white people that appear and sound Dutch; 

autochtoon became its Other, signifying non-white, non-Christian people, that visually and 

audibly did not fit the norm. 

On an ontological level, due to societal developments—such as the Holocaust, decolonization, 

and postwar labour migration—, the human characteristic used for racial signification changed 

from a person’s religious affiliation to his or her migration background. Furthermore, on a 

technical level, CBS started to collect information about migration background by combining the 

information of municipal administrations. As a result, the basis of the discursive construction of 

“autochtoon” and “allochtoon” in the census moved from self-reporting to a technical form of 

information collection that completely bypassed the people involved. As a result, from the 1970s 

onwards, the social construction of the concepts “autochtoon” and “allochtoon” became a 

sociotechnical construction, creating the conditions for the automation of parts of the processes 

of counting and statistical calculation. This state of affairs created a technicity of race that 

eventually led to the production of a myriad of different “objective” statistics about how different 

race-ethnicities relate to all sorts of social problems. Administrative counting proved to be the 

condition of possibility for the production of the statistical calculations as answers in search of a 

problem. “Once you have entered the computer, you can never leave” was one of the popular 

slogans used in the protests against the 1970 census (see Figure 11). This statement proved to 

be more accurate than the protesters could have imagined at the time. Their outcry against being 

entered in the “people sorting machine of state bureaucracy” that could be “easily manipulated” 

by “evil spirits” (Schreven 2004, 186; my translation) was in effect a protest against the “myth of 

big data” (Couldry 2017)—a protest against the new datafied rationality dominating non-

quantified ways of knowing and governing the social, and the discriminating and racializing 

conditions of possibility it creates for a society.  
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The Datafication of Race-ethnicity (1980–2021) 
In response to the rising protest among the general public and the ever-greater ease with which 

the relatively accurate municipal registers could be accessed, CBS decided to no longer hold a 

traditional census from 1981 onwards (Kuijlaars 1999, 412). New, computerized systems, which 

could count and perform calculations very fast in comparison to the machines of 1971 and earlier, 

and the greater ease of storing information on magnetic tape, made the compilation of statistics 

more time and cost efficient. However, the policy goals these statistics were related to slowly 

moved to the background. This process of datafication, understood as the transformation of all 

aspects of life into quantifiable data (Mayer-Schönberger and Cukier 2013), therefore, not only 

made information more available, but also disconnected that information from its context. As a 

result, race-ethnicity as data point, was no longer only available in situations in which it was 

considered relevant and ethnical, but in all situations about which such data existed. It is this 

datafication of race-ethnicity, as a condition of possibility, that altered the way in which human 

characteristics were selected for racial signification, as well as the way in which this data would 

be appropriated by a variety of societal institutions and actors. 

The new technologies of storage and distribution had a big impact on the way in which meaning 

could be produced about race-ethnic characteristics of people, and the frequency at which this 

information was made available. CBS could now produce year-by-year statistics, which removed 

the necessity for a census every ten years. From 1984 onwards, data could be entered 

electronically with magnet strips, and from 1994 the telephone line and the internet were used 

to transport data from municipal registrations to CBS, and from CBS to third parties, such as 

ministries and universities (Kellenbach 1999a, 100–101). In 1995, a selection of statistics was also 

distributed via CD-ROM and via the internet (Kellenbach 1999a, 101). Starting in 2014, all 

statistics could be checked through the open data portal present on the website of CBS (Creusen 

2014). After this time, CBS increasingly focused on not only presenting their data on the CBS 

website, but also making its data available for reuse through its Application Programming 

Interface (API).38 This interface allows third parties to use CBS data for their own purposes (CBS 

2018b). As a result, currently, CBS data no longer function merely as a way of measuring the 

development of Dutch society and the effects of different governmental policies, but rather as a 

repository of different statistics that is available to whomever is interested. While I will explore 

the implications of the datafication of statistics further in Chapters 4 and 5, for now it suffices to 

state that this development does not only have practical effects, but also implies a different 

 

 

38 An Application Programming Interface (API) is a standardized protocol that allows different computers and data 
systems to communicate with each other. In this case, it allows third parties to make use of CBS data also when 
these data are not on their own servers.  
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relationship between knowledge, society, and information. Instead of using statistics as a way of 

measuring relevant developments in society and the effect of specific policies, statistics are now 

a repository in which, through the use of computation, relevance can be found. 

To further understand how these categorization practices developed, it is important to know 

that, from 1985 onwards, people who had lived in the Netherlands for at least five years could 

file for naturalization. In addition, children born in the Netherlands gained the right to be 

registered as Dutch (Heijs 1995, 180–90). In the so-called “minority debate”, these measures are 

seen as a way of empowering immigrants and granting them the necessary means for full 

integration. For statisticians, however, this caused a problem, since naturalized immigrants 

ceased to be visible as a group when Dutchness is defined in terms of one’s legal citizenship 

status. In the rather heated debate on the position of migrants in the 1980s and 1990s, there was 

a perceived political need for accurate statistics about migrants concerning employment, welfare 

status, and crime. Since nationality was no longer a distinctive characteristic, CBS reverted to the 

birthplace of people’s parents. Due to the use of the municipal registration as the main source of 

information, rather than self-reporting, it became impossible for people to resist categorizations 

as they were imposed by CBS based on their data in municipal registers, a situation that continues 

until today.  

CBS determines the origins of people by first looking at whether or not both their parents have 

the Dutch nationality (see Figure 15). If that is the case, any offspring are considered to have 

Dutch origins, even if the children were not born in the Netherlands. Offspring of two parents 

with Dutch origins are considered autochtoon. The origins of people considered non-Dutch are, 

in principle, derived from their country of birth. If this is the Netherlands, the country of birth of 

the mother is chosen as a person’s origin; however, if the mother was born in the Netherlands, 

then the country of birth of the father is used as informing the origin of their children (Bovens et 

al. 2016, 23). Only people with two parents who are born in the Netherlands are considered to 

be “autochtonen”. This means that in the Netherlands, autochthonous parents can have 

allochthonous children, but allochthonous parents can only have autochthonous children if they 

have themselves both been born in the Netherlands. This means that it takes one more 

generation before the migration background of migrant children is considered to be Dutch.  
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Figure 15: Schematic overview of decision tree used for determining a Dutch citizen’s ‘ethnic’ origins. 

Although the grandchildren of people that migrated to the Netherlands are now officially 

“autochtonen”, CBS has recently started to monitor the “third generation” as well, since, 

according to CBS, a migration background is “a relevant factor in [one’s] socio-economic 

development” (CBS 2016). While counting third generation “migrants” – children from parents 

born in the Netherlands—might seem rather logical and harmless when it is considered a 

“relevant” factor in socio-economic situations, some issues should be raised though. The 

classification of third generation Dutch citizens as non-Dutch is not a neutral practice. By 

producing statistics about third-generation allochthons, CBS is shaping the public discourse in 

such a way that it seems natural that even the children of children of migrants are not considered 

Dutch. This resonates with the infamous principle of hypodescent that was used in the United 

States until late in the 20th century, which meant that if a person had only one black ancestor 

they were considered black, no matter how far back in the family tree the ancestor could be 

found (Omi 1997, 8). This principle was colloquially referred to as the one drop rule, referring to 

the fact that only one drop of black blood was enough to be classified as black (Denton 1997, 87). 

The point here is not merely that such a policy is inaccurate, which it is, but rather that it is 

unethical to keep separating increasingly larger groups of people from discursive Dutchness in an 

attempt to keep the pool of white “native” Dutch people countable. 

From 1989 onwards, a subdivision is made by CBS between “Western”39 “allochtonen” and “non-

Western”40 “allochtonen” in order to provide more detail about the ways in which different 

groups of people integrate into Dutch society (Bovens et al. 2021, 9–10). This subdivision was 

subsequently formalized for policy and government communication in 1999. People from Europe 

 

 

39 Westers 
40 Niet-Westers 

Birthplace of mother 

= Dutch
Yes

Birthplace of father 

= Dutch
Yes "Ethnicity" is Dutch

No "Ethnicity" is country 
of birth of father

No "Ethnicity" is country 
of birth of mother
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(excluding Turkey), North America, Oceania, Japan, and Indonesia were considered Western 

“allochtonen” (see Figure 16). People from Turkey, Africa, Latin America, Asia (excluding Japan), 

Suriname, the Dutch Antilles, and Aruba are considered non-Western “allochtonen”. While there 

was no distinction between “foreigners” in the previous periods, now foreign nations are 

clustered according to their Westernness. People from Suriname, Aruba, and the Dutch Antilles, 

all considered “non-Western”, have been viewed as problem groups by policymakers, whereas 

people from Indonesia have supposedly assimilated into Dutch society without any major 

problems.41 This perceived difference has severely shaped the image, constructed within Dutch 

society, of different groups. That the distinction between Western and non-Western countries is 

not geographically determined suggests that other factors such as race and ethnicity play a role. 

Hence, making this system the standard for the creation of all major social and economic statistics 

about Dutch citizens has resulted in the construction of a race-ethnic hierarchy.  

Clustering of Dutch citizens based on country of origin until 2021 

Autochtoon Allochtoon 

 

 

The Netherlands 

Western Non-Western 

Europe (but not Turkey) Turkey 

 Africa 

North America Latin America 

Oceania  

Japan Asia (but not Japan) 

Indonesia [Suriname, Dutch Antilles, 

Aruba] 
Figure 16: Clustering of Dutch Citizens based on country of origin. Source: Yanow and Van der Haar (2013, 240)  

Dutch “Foreigners”  

In 2001, for the first time in thirty years, CBS held a register-based census to accommodate 

requests from the European Union. In the 2001 census report, an English-language document, it 

becomes particularly clear how problematic it is when Dutch citizens with a migration 

background are consistently referred to as “foreigners” (Schulte Nordholt, Hartgers, and Gircour 

2004). The documents states: 

In the Netherlands about eighteen percent of the population can be classified as 

‘foreigners’. Foreigners are defined as persons of whom at least one parent is born abroad. 

 

 

41 It has been argued that the reason for this can be found in the different social and economic circumstances under 
which these groups settled in the Netherlands. People from Indonesia immigrated in the 1950s, at the time of a big 
economic boom and with plans to stay indefinitely, whereas people from Suriname immigrated at the beginning of 
the 1980s, in the middle of a recession (Bovenkerk 1978b, 13–14). 
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A distinction is made between first and second generation foreigners. A first generation 

foreigner is a foreign born person with at least one parent born abroad, a second 

generation foreigner is a person born in the Netherlands with at least one parent born 

abroad. Foreigners can be further divided into western and non-western; western 

foreigners come from Europe (excluding Turkey), North America, Indonesia and Japan, and 

non-western foreigners come from Turkey, Africa, Latin America and the rest of Asia. 

(Gouweleeuw and Harmsen 2004, 97) 

As can be seen in Figure 17, four groups in the “foreigners” category are highlighted: Turks, 

Moroccans, Surinamese, and Antilleans. These are the populations that have been considered 

“problematic” since the 1970s – and are, therefore, considered “non-Western”. As noted by Kees 

Groenendijk: 

The typically Dutch distinction between Western and Non-Western allochthones is 

evidently based on political criteria, namely welfare level, geographical or cultural 

proximity of the country of origin and assumptions about the problematic character of the 

group. (Groenendijk 2007, 105) 

 

Figure 17: Proportion of the “foreign population” in the potential workforce in the 2001 census. Source: Gouweleeuw and Harmsen 
(2004, 97). 

“The problematic character of the group”, in this context, is an implicit reference to the process 

of racialization that has occurred with respect to several of the larger immigrant groups in the 

Netherlands, most notably the Turkish, Moroccan, Surinamese, and Dutch Antilleans. Historians 

Michael Omi and Howard Winant explain the process of racialization as “the extension of racial 

meaning to a previously racially unclassified relationship, social practice or group” (Omi and 
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Winant 2015). In this context, it explains how a personal characteristic, such as having a non-

Dutch migration background, has become a socially, politically, and culturally laden idea. In the 

2011 census, the duration of stay is included in the table about immigrants (see Figure 18). Here 

it is interesting that, in the accompanying text, CBS refers to the fact that: 

a large majority of immigrants from non-EU/EFTA countries have quite a long migration 

history. Almost three-quarters stayed in the Netherlands for more than 10 years, and nearly 

half for longer than 20 years. (CBS 2014, 53) 

The message here is that most of the people in this category have been “around” for quite a 

while. By naming the table “duration of stay”, it is implied, still, that these groups are considered 

guests and that their stay might not be permanent. 

 

Figure 18: “Duration of stay in the Netherlands” in the 2011 census. Source: CBS (2014, 53). 

Dutch Technologically Mediated Racialization 

Taking nationality as a self-evident epistemological basis of government policy and the social 

sciences has been dubbed a form of “methodological nationalism” (Wimmer and Glick Schiller 

2002; 2003; Chernilo 2006). Researchers operating within this paradigm “assume that countries 

are the natural units for comparative studies, equate society with the nation-state, and conflate 

national interests with the purposes of social science” (Wimmer and Glick Schiller 2003, 576). 

One of the ways in which the flaws of this epistemology become clear is in the classification of 

people from areas in the world where borders are contested. The Dutch categorization system 
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classifies people from Palestine as Israeli 42 and Kurdish Turks as Turkish.43 People are, therefore, 

possibly classified as belonging to the very nation for whose prosecution they might have fled. 

Another pitfall of methodological nationalism is the aforementioned process by which, over time, 

categorizations become racialized through the assignment of specific connotations to nationality 

labels. The implementation of methodological nationalism in datafied technologies speeds up 

this process, as it makes the combination of race-ethnic data with data about crime, poverty, or 

any other negative markers much easier. As such, this process of technologically mediated 

racialization cannot be attributed to either technological, social, juridical, or political changes, 

but rather to the combination of and relation between these factors.  

The particular process of technologically mediated racialization as it happens in the Netherlands 

produces particular normative assumptions. The “autochtoon”/”allochtoon” dichotomy as an 

epistemology has shaped knowledge production by setting autochthony as the norm. By 

introducing these terms in its classifications in the 1950s, making them socially meaningful and 

relevant in the 1960s and 1970s, and making the “allochtoon” and “autochtoon” sociotechnical 

standards in 1981 with the first virtual census, CBS and Dutch policymakers have created their 

own, historically and geographically situated, norm against which all ‘Others’ are measured: 

Like whiteness, ‘autochthony’ has implicitly (and sometimes explicitly) functioned as the 

unreflexive norm, a neutral category, a natural fact without a history or relational context. 

Thus it functions, like whiteness, as a ‘reference category’ (Emirbayer and Desmond 2012; 

Hartigan 1997) against which deviant cultures can be measured, or a cultural ‘whole’ into 

which minoritized and racialized Others can be reasonably expected to ‘integrate’. 

(Mepschen 2016, 29) 

By using autochthony as a “reference category”, CBS implicitly makes a value judgement about 

each category in the system, which therefore becomes a hierarchy. Subsequently, through 

everyday use and in the popular discourse, the dichotomy of allochtoon and autochtoon has 

become “a racial discourse carried on implicitly in a setting in which the use of the term ‘race’ 

may be verboten, but where ‘everyone’ knows, and understands, tacitly, the unspoken text” 

(Yanow and Van der Haar 2013, 250). In the case of racialized discourses imposed on “ethnic” 

categories in the United States, Dvora Yanow has suggested that the resulting categories can be 

called race-ethnic (Yanow 2003). This critique of the racialization of the labels used has also been 

 

 

42 In export statistics, however, CBS (2017b) does recognize “areas under Palestinian authority”. Possible reasons for 
the use of a different classification systems for the movement of goods and money are unclear. 
43 See CBS (2017c). 



95 
 

formulated from a postcolonial perspective (see Wekker 2016) and in terms of the inclusion and 

exclusion from moral citizenship (see Schinkel 2010). 

As a result of the pejorative connotations attached to the labels “allochtoon” and “autochtoon”, 

in 2016, the Netherlands Scientific Council for Government Policy (Wetenschappelijke Raad voor 

het Regeringsbeleid or WRR) advised the government to abolish the “allochtoon” label and 

replace it with the supposedly more neutral “people with a migration background” (Bovens et al. 

2016). The Dutch government subsequently made this change, and as of 2021, most new official 

policy documents and statistics no longer contain the tainted words “allochtoon” or 

“autochtoon”. In May 2021, WRR also advised the government to abolish the distinction between 

the clusters of Western and non-Western migration backgrounds (Bovens et al. 2021). While 

these are definitely positive developments, it should be noted that these changes are not 

implemented with the same speed in all parts of the government. For example, until the end of 

2021, the categorization system functioned in the same manner for the applications discussed in 

Chapter 4 – that is, relying on the distinction between Western and non-Western, and with the 

use of the words “allochtoon” and “autochtoon.” Furthermore, while the government has come 

up with a new vocabulary and will come up with new ways of clustering people, some parts of 

the categorization system, such as forced categories with the parents’ places of birth as a basis, 

are likely to remain the same.  

“Migration Background” and Colonial Aphasia 

With the increasing institutionalization of the ontology of “migration background”, we have 

arrived at the state of affairs in 2021. It is significant that, in all the statistics that can be produced, 

“migration background” merely replaces the “allochtoon”/ “autochtoon” system in terms of 

functionality. Tables are still laid out in the same way from top to bottom: that is, the total of 

“native” Dutch, people with a migration background, followed by several specific countries (see 

Figure 19). Furthermore, as of 2021, “migration background” is still defined in terms of the place 

of birth of a person’s parents. CBS even explicitly mentions that, while the term “allochtoon” has 

been replaced by “person with a migration background” at the end of 2016, “the definition was 

not changed” (CBS 2021b). This creates the rather counterproductive situation of replacing terms 

that were stigmatized through practices in popular and policy discourse—including statistics—

without actually changing the stigmatizing practices.  



 
 

96 
 

 

Figure 19: CBS table with people who receive health insurance benefits but do not pay for health insurance sorted by migration 
background. Source: https://opendata.cbs.nl/#/CBS/nl/dataset/81065ned/table?searchKeywords=migratieachtergrond. 

The dominant ideological assumption in the production of CBS statistics seems to be that 

migration background is a relevant factor in many societal issues and that reporting on it is a 

neutral and objective matter. The open data platform of CBS gives users the opportunity to 

connect the variable “migration background” with a large number of other variables, such as 

welfare, crime, geographic distribution, and access to healthcare. In addition, all statistics can 

now also be accessed through an application programming interface (API), meaning that people 

who want to build their own software or website can directly access the necessary data without 

having to file a request or copy tables by hand. Through this configuration—in which CBS acts as 

an information source and provides the technical infrastructure— “migration background” 

functions as an option, a switch, or a piece of code, that can be turned on, or off, at will. This 

practice effectively nullifies the name change, since for third party applications the name of a 

table does not matter, the information in it does. In addition, the availability of various statistics 

causes a disconnect between the information provided and policy goals. Rather than thinking 

about which information could best be produced to understand a particular societal 

phenomenon, now the information—a very detailed data set which can be taken apart 

endlessly—is produced first. Apparent peculiarities in data are quickly mistaken for causal 

relationships by citizens, journalists, and policy makers alike. In this way, statistics become 

floating signifiers ready to be cherrypicked to prove this or that statement about society. The 

currently available infrastructure explicitly affords the reuse of information, decontextualizing 

and recontextualizing it in the process.  



97 
 

When the name change of “allochtoon” and “autochtoon” is combined with affordances of the 

available API, the colonial and racial connections of the categorizations are invisibilized. As a 

result, we witness a rather sophisticated form of colonial aphasia through which the 

operationalization of race is normalized. Aphasia in this context is meant to describe “the 

irretrievability of a vocabulary, a limited access to it, a simultaneous presence of a thing and its 

absence, a presence and the misrecognition of it” (Stoler 2016, 157). The words “allochtoon” and 

“autochtoon” themselves were already disconnecting racial categorizations from Dutch histories 

concerning genocide and colonization. The new name change actively silences not only Dutch 

colonial history, but also more contemporary processes of stigmatization and racialization. 

However, as I will show, a vocabulary change in the context of datafication only makes particular 

racialized words a thing of the past, while the racializing function of the category that is currently 

described by “person with a migration background” is kept in place. By making this category and 

all its accompanying data available through an API, it is made more accessible for anyone 

interested in using this information, while its racializing potential is hidden behind a technological 

infrastructure. The normalization of reusing the readily available data that is signified by the non-

racist sounding “person with a migration background” can be understood as an expression of 

white innocence (Wekker 2016). The new label and the availability of the data actively hides its 

racializing function and encourages new uses of the information—several of which will be 

discussed in Chapters 4 and 5.  

On an instrumental level, the categorization based on “migration background” seems to take 

away most of the racializing connotations that “allochtoon” used to have. However, in the past, 

categorizations were more obviously related to government policies concerning, for example, 

pillarization or immigrant “integration”. In the 21st century, the production of data is increasingly 

disconnected from specific policy initiatives and starts to function as a repository in which issues 

of governance might be found. Data are seen as objective representations of society for which 

CBS does not always know a purpose. Through their API, other interested parties are actively 

encouraged to endlessly combine and recombine sets of data. The selection of categories such 

as “person with a migration background” as well as the specific definitions that are used for 

categories, therefore, increasingly function in prescriptive ways. Even if societal actors like to 

draw different lines across Dutch society if a particular problem asks for it, it is made very difficult 

due to both the technical default, but also because various national social sciences and 

government departments have to a large extent become accustomed to this way of thinking. 

On an epistemological level, race-ethnic classification changed from being based on the 

nationality mentioned in people’s passports, to the nation of the birthplace of people’s parents, 

which in some instances is even extended to the birthplace of grandparents. Strictly speaking, 

this is a rather far-fetched way of determining someone’s migration background compared to 

the period before the 1970s. From an empiricist viewpoint, one could even argue that this way 
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of working is less objective compared to simply registering a person’s nationality based on their 

citizenship status. This raises questions about the real purpose of the current, rather elaborate 

classification system. Taking into account the vocabulary used in the census of 2011, in which 

Dutch people with a migration background—with a Dutch passport and working in the 

Netherlands—are unapologetically called “foreigners” suggests that the Dutch government and 

CBS are consciously and subconsciously trying to keep the category of “Dutch” as racially and 

ethnically homogeneous as possible. Furthermore, this current classification practice is 

embedded in a database rather than merely in a registration system; the latter is always 

contextualized, the former can be entered and perused randomly. This means that data points 

can be expanded without having to provide a new context; the addition of new data is always in 

itself a new context that might provide new correlations. The combination of datafication and 

classification practices that are increasingly based on cultural connotations instead of 

geographical location and/or citizenship status, creates a situation in which a biologically and 

culturally essentialist version of Dutchness starts to function as a technical norm. This technical 

norm is used to monitor, compare, and police Others, while people that already fit the norm by 

means of their Dutchness get a free pass.  

On an ontological level, the increased datafication of government statistics based on race-

ethnicity creates a situation in which we can expect more and more government agencies, 

companies, politicians, and journalists to make use of these data. Datafication of statistics in this 

context points at the neutralization of race-ethnic categorizations through label changes 

combined with their incorporation into a technological infrastructure that invites the 

decontextualized use of race-ethnic data. However, the cultural competence to deal with issues 

concerning race and ethnicity in a productive, ethical, and antiracist manner seems to be largely 

missing both from Dutch governmental institutions, and from the Netherlands in general (Brion 

2004; Ghorashi 2014; Essed and Hoving 2014b; Özdil 2014; Weiner 2014a; Wekker 2016; Çankaya 

2015; 2020). This situation is exemplified by several well-known scandals that involved unethical 

and/or inappropriate use of race-ethnic information by government agencies. For example, in 

the so-called Toeslagenaffaire (Child care benefits scandal, see (Autoriteit Persoonsgegevens 

2020), it became publicly known that the Dutch Tax and Customs Administration had illegally 

used data on second nationalities and migration background of Dutch citizens in an algorithmic 

profiling system (Autoriteit Persoonsgegevens 2020, 16). The result of this practice was that 

around 26000 people, many of which have a migration background, were forced to pay back the 

subsidies they received for their child care; subsidies they were legally entitled to, based on their 

income that was below a minimum threshold in the first place. Thus, through the ontological 

approach to technologically mediated racialization, we can understand the datafication of race-

ethnicity as a condition of possibility for racializing and racist conduct by the Dutch state. The 

ubiquitous availability of race-ethnic information is not viewed here as the main cause for 



99 
 

inappropriate state conduct, but rather an affordance that makes it possible. Technologically 

mediated racialization in the 21st century in the Netherlands has become datafied, networked, 

and virtual44.  

Conclusion 
In this chapter I have addressed the first two subjections of this dissertation, which, as I have 

shown are very much related: 

1. What are the origins of the Dutch race-ethnic categorization system and how are its 

categories defined?  

2. How are race-ethnic categorization systems in the Netherlands datafied by government 

institutions? 

Through the infrastructural inversion I have undertaken in this chapter, it becomes clear that 

definitions and classifications concerning people’s origins are not only socially determined, but 

also heavily rely on the data ontologies through which these definitions and classifications are 

institutionalized. From 1899 until 1940, categorization was done by relatively time-consuming 

ways of counting, combined with a rather large amount of agency on the part of the people that 

were counted. Only a handful of mainly neighbouring countries seem to be of significant 

importance in the reports. People coming from and living in one of the colonies were still 

considered Dutch, and foreigners had not been clustered yet in ‘Western’ and ‘non-Western’ 

groups. The period from 1945 to 1980 can be characterized by a move from mechanized counting 

to digital counting. At the same time, there were significant social developments in terms of 

decolonization and labour migration. At this point, former colonies became foreign countries, 

considered Western or non-Western depending on the social position of the relevant groups in 

Dutch society. To the so-called “recruitment countries” belonged those that will later constitute 

the category of allochtoon. In the case of a double passport, the Dutch passport overrules other 

passports, which shows that Dutchness prevailed (see Figure 20). 

A national privacy discussion combined with increasingly accurate bureaucratic systems caused 

CBS to start counting people “administratively”. The final era, from 1980 onwards, is 

characterized by a national discussion and scientific investigation of immigrant integration and 

the multicultural society, coupled with an increasing datafication of governmental information. 

The increasingly automated means of counting in this period have gone hand in hand with the 

instatement of a state-imposed and automated nationality category. Clustering nationalities on 

 

 

44 From the 1980s onwards, all censuses are performed administratively; CBS itself now calls the census a “virtual 
census” (see Schulte Nordholt, Hartgers, and Gircour 2004). 
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the basis of who is “recognizable as a group” has turned an otherwise nationality-based 

categorization system into a race-ethnically informed one. In addition, “administrative” counting 

in a “virtual” census means that people become the sum of their accumulated data points and 

data flows. Additionally, now, for people with a second nationality next to the Dutch one, their 

second nationality determines the assignment of a race-ethnic category. On an instrumental 

level, the Netherlands has moved from the production of statistics for specific policy goals to 

statistics as increasingly disconnected data sets that can be interconnected and recreated at will, 

meaning that people capable of using the open data interface of CBS can select the variables of 

interest themselves. In this construction, for many societal issues, “migration background” is a 

default characteristic of which the definition is predetermined by CBS. In this way, race-ethnicity 

is one of the primary lenses through which people are invited to look at societal issues. 

Simultaneously, statistics are less often directly connected to specific policy goals, and the policy 

goals that once motivated their presence are no longer visible; the current infrastructure affords, 

possibly even encourages, a decontextualized use of statistics.  

On an epistemological level, in the censuses of the past century, the Dutch government 

conceptualized migration on an increasingly larger scale, starting at the municipal level, later at 

the provincial level, and finally at the national level. Where it is first used to signify any relocation 

a person went through in their lives, after 1970, it only signified relocations from a different 

country. Furthermore, straightforward ways of categorization based on nationality were replaced 

with racializing categories. The rather objective way of counting nationalities clustered on the 

basis of the continent in which they were located in 1947, was gradually replaced with a 

categorization system based on the birth places of both parents, which were clustered based on 

the “cultural and economic similarities” with Dutch society (Keij 2000). Meanwhile, these 

classifications were decoupled from specific policies and embedded in databases, available to 

recombine with other data points at will.  

On an ontological level, the increased connectivity of government databases create the technicity 

for technologically mediated racialization to be incorporated in automated policy as well as 

knowledge producing systems. However, both the label change from “allochtoon”/”autochtoon” 

to “person with a migration background”, and the possibility of using statistics in a 

decontextualized manner, sever the signifiers from their racialized past, and racializing present. 

As a result, the categories referring to the Netherlands’ colonial Others—that is, counting not 

only people from formerly Dutch colonial countries, but also those people that are racialized 

because of their cultural, geographic, and economic backgrounds - are caught in a process of 

colonial aphasia. Whether or not on purpose, this encourages further racializing use of statistics, 

since people working with data and algorithms will feel that the differently labelled categories 

no longer work in a stigmatizing and racializing way and are, therefore, more neutral. 

Furthermore, they are available for calculation and combination in a technical infrastructure that 
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treats race-ethnic data as just another data point, not unlike age, income, and addresses. This 

situation creates a technicity of race, that is the condition of possibility, for race-ethnic 

information to be used in any algorithmic system, and for any purpose in which race-ethnicity is 

deemed a relevant data point. In the next two chapters, I will take a closer look at three systems 

that appropriate race-ethnic data for a new purpose, and that are made possible by the CBS data 

infrastructure discussed in this chapter. 

 

 Instrumental Epistemological Ontological 

1899 - 1940 Supporting and 

monitoring the effects of 

policies related to 

pillarization. 

 

Mechanical counting 

Racialization based on 

religion. 

 

Migration defined on 

the municipal level. 

Creating the conditions 

of possibility for 

surveillance and state 

violence against 

particular religious 

groups. 

1947 - 1971 Supporting and 

monitoring the effects of 

policies related to 

migration within the 

framework of 

pillarization. 

 

Moving from mechanical 

counting to digital 

counting. 

Racialization based on 

nationality, skin colour, 

and language. 

 

Migration defined more 

on the scale of 

provinces. 

Creating the conditions 

of possibility for migrants 

to start religion based 

support organizations 

 

Allochtoon/autochtoon 

becoming informational 

standards that shape 

living conditions. 

1980 - 2021 Development from 

monitoring “integration” 

policy towards a 

repository in which 

correlations can be 

found. 

 

Counting and calculating 

through datafication. 

Racialization based on 

place of birth of 

parents. 

 

Migration is defined on 

the national level.  

Creating the conditions 

of possibility for datafied 

racialization and 

discrimination. 

Figure 20: Findings in different time periods divided by approach 
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Chapter 4: The Appropriation of Race-Ethnic Data in 

Governmental and Non-Governmental Data Applications 

In the previous chapter I explained how, from 1995 onwards, CBS made its statistics accessible 

through their Statline web interface, and how, after July 2014, all statistics were made available 

through the CBS Application Programming Interface (API) (Kellenbach 1999b; Welle Donker, 

Braggaar, and van Loenen 2019, 8). This development made numbers and statistics more easily 

available for reuse in third party applications. As a result, interested researchers, journalists or 

citizens no longer had to manually copy or re-enter large amounts of data in a new system. I 

finished my historical investigation in Chapter 3 with the system of classification practices that 

was used roughly until the end of 2021 and its dissemination possibilities. In this chapter, I will 

focus on systems built on top of this available infrastructure and address the third sub-question 

of this dissertation:  

3. How are race-ethnically categorized data appropriated by governmental and non-

governmental organizations?  

I will, therefore, no longer focus on the relation between classification and datafication, but 

rather on the relation between datafication and the appropriation of information for new 

purposes. This allows me to discuss the different ways in which a technicity of race can be, and 

is, actualized in the Dutch context and how various racializing uses of CBS data should not be 

understood as excesses, but rather as institutionalized and normalized forms of everyday 

racializing conduct.  

I will discuss the affordances of race-ethnic data in the CBS infrastructure through an 

investigation of two applications that make use of CBS data: The Allochtonenmeter and the 

Leefbaarometer. In doing so, I will be able to show how the CBS data infrastructure is not merely 

providing neutral information, but is functioning as an important part of a racializing assemblage; 

the CBS API features various technicities of race that are actualized in third party data systems. I 

will analyze these systems and their institutional embeddedness through a critical data studies 

and postcolonial studies lens, focusing on the ways in which race-ethnic categories are made 

available for appropriation through processes of datafication. Datafication, understood as the 

transformation of all aspects of life into quantifiable data that can be circulated, combined, and 

recombined endlessly (Mayer-Schönberger and Cukier 2013), leads to a situation in which we can 

no longer speak of a single system responsible for a single task. Instead, we should understand 

the governmental data infrastructure combined with its connected systems as a data 

assemblage, which can be defined as “ the technological, political, social and economic 

apparatuses and elements that [constitute and frame] the generation, circulation and 

deployment of data” (Kitchin and Lauriault 2018, 1). The affordances of this data assemblage are 
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the result of the interaction of the material properties of technologies with the particular human 

features selected ”for purposes of racial signification” (Omi and Winant 2015, 110) by both CBS 

and the organizations that work with their data. I will, therefore, discuss both the technological 

possibilities of the Allochtonenmeter and Leefbaarometer, and the social and cultural context in 

which these systems are doing their work.  

I will consider this social and cultural context through a postcolonial studies lens, in order to 

highlight and critique the significant role that is assigned to questions of race-ethnicity in the 

construction of Dutchness. In this dissertation, colonialism is understood not only as the imperial 

and capitalist project of “bringing wealth and riches to Western nations through the exploitation 

of others” (McLeod 2010, 9), but even more importantly as “certain ways of seeing, specific 

modes of understanding the world and one’s place in it that assist in justifying the subservience 

of colonized peoples to the (oft-assumed) ‘superior’ civilised order of the colonisers” (McLeod 

2010, 20). A postcolonial perspective, then, highlights patterns of dissonance between colonial 

legacies and our contemporary postcolonial predicament; by reconnecting ties otherwise lost in 

translation in dominant and hegemonic cultural narratives, it makes the “invisible visible” (Young 

2012, 23). A postcolonial studies perspective on datafication allows me therefore to expose and 

challenge normative and hegemonic assumptions with regard to factors such as nationality, race, 

and ethnicity, as well as foreground the situations in which these factors are mobilized in datafied 

governance. 

In analyzing applications of CBS data, I will focus in particular on the indicators used to depict 

population characteristics and the ways in which they are calculated and visualized. The 

constructed indicators reflect a transformation of citizens into data indicators, or “measurable 

types” (Cheney-Lippold 2017) . Through datafication and categorization, citizens become objects 

of politics. These politics produce a population that, while often having been part of Dutch society 

for over fifty years, continues to be seen, analyzed, and discussed in terms related to migration 

and “integration,” since their identity is continuously constructed in relation to the country of 

birth of their parents and sometimes even grandparents (Boersma and Schinkel 2015, 1049). I 

will argue that the performative work of the data systems under scrutiny here is an increasingly 

important part of the continuous construction of the identities of specific groups of Dutch citizens 

as migrants. As my case-studies also show, this consideration of Dutch citizens as migrants 

equates with a position outside of society and even with a threat to that society, and is testament 

to the persistent colonial mindset of Dutch governmental institutions (Wekker 2016).  

In this chapter, a postcolonial critical data studies approach is enriched with Harding’s (1991) 

standpoint theory and Haraway’s (1988) concept of “situated knowledge”, to enable me to 

reflect on the construction and communication of the position that the Allochtonenmeter and 

Leefbaarometer take in the production of knowledge about Dutch society. Both Harding and 
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Haraway stipulate that all knowledge is created from a particular vantage point, emphasizing the 

entanglement of that knowledge with politics, relevant personal characteristics, life experience 

and/or cultural background of the actor that produces and communicates it. These circumstances 

of knowledge production, often referred to as “positionality” or “situatedness”, are, therefore, 

not merely contextual, but an important part of the knowledge produced. When the positionality 

of produced knowledge is not accounted for by scientists, it is performing, in the words of Donna 

Haraway, a “god-trick” (Haraway 1991, 189). Like the data infrastructures and classification 

schemes discussed in the previous chapter, the Allochtonenmeter and Leefbaarometer exist 

within a specific national, political, and bureaucratic culture and context, and, therefore, produce 

knowledge from a particular perspective. Both these applications exist on publicly available 

websites, and are built on top of the CBS data infrastructure; however, where the 

Allochtonenmeter only uses CBS data and is connected to alt-right discourse, the Leefbaarometer 

is hosted on an official government website of the Ministry of the Interior and combines CBS data 

with information available from other data sources. The different aims of the Allochtonenmeter 

and the Leefbaarometer allow me to investigate the normative assumptions embedded in 

datafied knowledge production, and the ways in which these assumptions are communicated to 

users.  

The case of the Allochtonenmeter allows me to question the neutrality of the CBS infrastructure 

and highlight the political climate in which information about the migration background of Dutch 

citizens is framed. The particular case of the Leefbarometer allows me to show the connection 

between the Dutch governmental data infrastructure and its racialized categories, racializing 

functionalities of algorithmic applications such as the Leefbarometer, and government policies 

such as the Rotterdam Act, a law created to bar people that are not considered “hardworking 

Dutch people”45 from social housing. Through this connection, I will be able to show how datafied 

infrastructures can be considered not only in terms of their more explicit racialized implications, 

but also in terms of their technicity, as a “condition of possibility” for the development of a 

racialized, and racializing, data assemblage. Moreover, by investigating two systems built on top 

of the CBS infrastructure, I will be able show how the label change from “autochtoon” and 

“allochtoon” to “person with a migration background” affects the meaning making process of 

technologically mediated racialization in datafied applications.  

 

 

45 The phrase “hardwerkende Nederlander” or, in English, hardworking Dutch, is a notion often invoked by Dutch 
rightwing parties in their discursive construction of the Dutch people or “Volk”. This notion simultaneously invokes 
ideas about who are considered “the people” and who are considered the “Other”, and is used to accentuate how 
Dutch people with a job live under an undeserved threat of being replaced by migrants (see Mepschen 2012).  
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I will argue that datafication of race-ethnicity aids in a process of dissociation, in which data 

becomes discursively disconnected from its colonial and racializing past through datafied 

practice. Historian Ann Laura Stoler explains the dissociative condition colonial aphasia as “the 

irretrievability of a vocabulary, a limited access to it, a simultaneous presence of a thing and its 

absence, a presence and the misrecognition of it” (Stoler 2016, 157, italics in original). Through 

the active dismemberment of signifiers such as the words “autochtoon” and “allochtoon” from 

their racist and colonial past, the power hierarchies they represent can be kept in place. In the 

case of the much-discussed Dutch cultural icon Black Pete, colonial aphasia manifests as the 

discursive erasure of history in order to keep a racist symbol with accompanying humiliating 

practices in place (see Helsloot 2012). In the case of the abolishment of the terms “allochtoon” 

and “autochtoon”, colonial aphasia is pushed one step further by sacrificing the signifier in order 

to save the signified; the symbols “allochtoon”, “autochtoon”, “Western”, and “non-Western” 

are removed and replaced, while the systems, categorizations, and policies that perform 

racialization remain unaltered, aiding the continuation of the process of technologically mediated 

racialization.  
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Case-study 1: The Allochtonenmeter 
On January 25, 2007, the Dutch right-wing website Geenstijl46 published the Allochtoon-o-meter 

(see Figure 21), a web application that provided “absolute figures on the number of ethnically 

Dutch and ethnic minority residents within a -future- postcode” (Prof. Hoxha 2007; translation 

by author).47 This web-based application was created in response to public outrage about the 

practices of a realtor in the Dutch city of Almere. On his website, this realtor had published the 

percentages of “non-western allochtonen” in neighbourhoods of Almere where houses were on 

sale. The Dutch National Society of Realtors (Nederlandse Vereniging van Makelaars) 

subsequently named and shamed him for this discriminatory practice (NRC 2009). Provocatively, 

Geenstijl responded by making an easy-to-use interactive application providing the percentages 

of “non-Western allochtonen” for all postcodes in the Netherlands, arguing that they were 

providing a public service (Prof. Hoxha 2007). After all, they argued, they were merely making 

existing governmental open data, already available at the CBS website, easily accessible to the 

public.  

Geenstijl used a basic design for its no longer existing Allochtoon-o-meter (see Figure 1) which 

returned the percentage of non-Western immigrants for any particular postal code (Geenstijl 

2017). Where the realtor had linked data about the ethnic composition of postcode areas to 

parameters important in the choice of a home, GeenStijl positioned its app outside the context 

of real estate and more squarely within the anti-immigrant alt-right discourse. A picture of an 

apartment building with a lot of satellite dishes dominates the app design, playing into 

stereotypes associated with neighbourhoods with a large immigrant population. In the 

Netherlands, this type of dwelling is mainly associated with social housing areas with 

government-subsidized apartments in lower-income neighbourhoods. The satellite dishes 

implicitly evoke an image of a population that is not watching television channels commonly 

available in the Netherlands and that identifies itself more with media from non-European 

countries. This picture suggests that integration policies are not effective and that immigrants 

live in their own segregated neighborhoods in the Netherlands. 

 

 

46 The name of the website Geenstijl.nl literally means “without style”. Their tagline “Tendentieus, ongefundeerd & 
nodeloos kwetsend” can be understood as “tendentious, unfounded & needlessly hurtful”. 
47 The name “Prof. Hoxha” is a pseudonym of Ambroos Wiegers, one of the directors of Geenstijl until 2010. 
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Figure 21: The interface of the Allochtoon-o-meter as shown on the Geenstijl website in 2017. The heading reads “Enter the first 
four digits of your zip code!” For the purpose of this article, I entered the postal code of a neighbourhood in Amsterdam. The app 
returns the number of total inhabitants (15580), and the number of “niet-Westerse allochtonen” (8545), as well as the percentage 
of the total that number is (54,8%).  

Although the Allochtoon-o-meter app has been removed now, an almost identical copy was 

launched with a similar name: the Allochtonenmeter.48 This app works in a similar way but has a 

different look, does not seem to be connected to Geenstijl or any other well-known organization, 

and is hosted on its own URL.49 Instead of the image of stereotypical housing Geenstijl used, the 

Allochtonenmeter has had different designs over the years. For example, in 2012 it featured 

several stereotypical images of nationalistic themes commonly associated with the Netherlands 

such as pictures of cheese, tulips, and windmills (see Figure 22). This design was replaced around 

2017 with a picture of a group of angry-looking cartoon figures wearing what look like niqabs 

(see Figure 23). This shows how the Dutch cultural Other is not only constructed along race-ethnic 

lines, but also along religious lines. As of 2021, the picture has been changed to a more diverse 

group of cartoon figures, still featuring one with a niqab but now flanked by lab coat–clad male 

characters, signifying the scientific nature of this app (see Figure 24). Furthermore, the only 

cartoon character signifying a person of colour with an afro haircut literally features a painter's 

palette with several colors and seems to be either repainting or erasing the seemingly white 

 

 

48 See www.allochtonenmeter.nl 
49 www.allochtonenmeter.nl is not explicitly linked to any political party, media outlet, or other organization.  

http://www.allochtonenmeter.nl/
http://www.allochtonenmeter.nl/
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character on the far right of the picture. This can be seen as a graphic depiction of the commonly 

shared alt-right fear of migrants that “homeopathically dilute”, or simply replace the white 

European population.50 The same person of colour character can be seen pressing a button 

further down the page. This button, which can be used to file a complaint with the website, 

features the text “if you dare”. This gives the impression that people with a migration background 

are regularly complaining to this website, but that the owners do not really care.  

In terms of usability, the Allochtonenmeter is rather straightforward. After entering a Dutch four-

digit postcode, a user can press a prominently placed pink button that reads “get to know your 

neighbours”. The user is then presented with the total number of inhabitants in the area covered 

by this postal code, followed by the absolute numbers and percentages of “allochtonen” (total), 

“Westerse allochtonen”, and “niet-Westerse allochtonen”. The website prominently mentions 

that these data were gathered by CBS. Such an explicit inclusion of data sources does not only 

function as a reference but also “performs the rhetorical, persuasive work of ascribing 

transparency and trustworthiness to visualisations” (Kennedy et al. 2016, 19). Through this 

practice, the Allochtonenmeter not only literally inherits some of the perceived objective 

qualities of CBS as an institution, but also communicates objective and neutral values on its 

interface. Since CBS collects these data every two years by combining the registrations of all 

municipalities in the Netherlands (see CBS 2021a), the Allochtonenmeter has received an update 

roughly at the same frequency over the past decade. This practice is reflected in the particular 

year of the CBS data—in Figure 22, Figure 23, and Figure 24 this is 2010, 2014, and 2020 

respectively. 

 

 

50 Statements like these have been repeatedly made by Thierry Baudet, currently representing the “Forum voor 
Democratie” in the Dutch parliament. See for example https://nos.nl/artikel/2326701-baudet-en-vpro-twisten-in-
rechtszaal-over-uitzending-buitenhof.html.  

https://nos.nl/artikel/2326701-baudet-en-vpro-twisten-in-rechtszaal-over-uitzending-buitenhof.html
https://nos.nl/artikel/2326701-baudet-en-vpro-twisten-in-rechtszaal-over-uitzending-buitenhof.html
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Figure 22: Screenshot of the Allochtonenmeter made in 2012 
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Figure 23: Screenshot of the Allochtonenmeter made in 2018 
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Figure 24: Screenshot of the Allochtonenmeter made in 2021 
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In addition to the presented percentages of people, the Allochtonenmeter website contains an 

explanation of the terms used. It is striking that, at the end of 2021, the tool uses the vocabulary 

that was abolished by the Dutch government in 2017 for its stigmatizing connotations, as it still 

talks about “allochtoon”, “Western” and “non-Western.” This is possible because, as a non-

governmental website, it is not bound to the officially sanctioned vocabulary. Another factor that 

allows the Allochtonenmeter to ignore the vocabulary change of the Dutch government is that 

the categories were only re-labeled, but not differently defined.51 In a CBS dataset, for example, 

the percentage of “niet-Westerse allochtonen” in a postcode area before the vocabulary change, 

would be exactly the same as the percentage of people with a “non-Western” migration 

background in the same postcode area after the vocabulary change. Furthermore, these numbers 

could still be found in the same tables, and in the same rows and columns as they would have 

been before 2017. As a result, no changes had to be made to the Allochtonenmeter website when 

the Dutch government abolished the terms (see Figure 25). While it could technically be called 

an algorithm, the code of the website contains not much more than a search function that looks 

up the appropriate row in a table that combines postcodes with numbers from different clusters 

of people with a migration background. Its algorithm does not include any calculations since the 

clusters CBS uses are the same clusters of people used by the Allochtonenmeter. 

Pre-2017 Post-2017 

“Niet-Westerse Allochtoon” “Niet-Westerse migratieachtergrond” 

“Westerse allochtoon” “Westerse migratieachtergrond” 

“Autochtoon” “Autochtoon” / “Nederlandse achtergrond” 
Figure 25: Equivalents of race-ethnic categorization in old and new vocabulary 

Interestingly, the word “autochtonen” and their numbers and percentages are not mentioned 

anywhere on the Allochtonenmeter. Furthermore, the presence of the niqab makes clear that 

the Allochtonenmeter is not so much against, for example, German people living in the 

Netherlands. The white lab coat–wearing men and the absence of numbers on “autochtonen”, 

communicate the unmarked category in this particular app. It is this unmarked category that 

produces the perspective in the form of “the gaze that mythically inscribes all the marked bodies, 

that makes the unmarked category claim the power to see and not be seen, to represent while 

escaping representation” (Haraway 1988, 581). From this absence, we can trace back the public 

that was envisioned by the makers and that this application produces: the white autochthonous 

population of the Netherlands. It is this process that simultaneously produces the cultural Other 

of this population in the form of the allochtoon. As such, people with a migration background are 

 

 

51 This is literally mentioned on the Allochtonenmeter website (see Figure 24) 
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envisioned to be not only non-Dutch but also socioeconomically less advantaged, as well as 

disconnected from Dutch society at large. Furthermore, by connecting these normative 

assumptions concerning Dutchness and non-Dutchness to geographical areas, the sentence “find 

out who your neighbors are” which features prominently on the Allochtonenmeter website, 

feeds into common fears associated with alt-right migration and livability discourse.  

Technologically Mediated Racialization in the Allochtonenmeter 

On an instrumental level, it could be argued that the Allochtonenmeter and Allochtoon-o-meter 

apps are new-right or alt-right political projects that abuse “objective” and “neutrally” collected 

data. Since they are not owned by a governmental institution, they can use whatever language 

they please when referring to categories of people with a migration background. Alternatively, 

they can frame these data however they like, creating new meanings in the process. The fact that 

CBS did not change the labels, categories, clustering, and definitions, creates an opportunity for 

third parties to continue to use the abolished idiom without having to worry that their 

applications produce faulty numbers. The very existence of the Allochtonenmeter and the fact 

that its functionalities did not have to be revised after the government’s abolishment of the terms 

“allochtoon” and “autochtoon”, is a testament to how the label change to “people with a 

migration background” of CBS is merely cosmetic in the context of datafication. In short, the 

change in terminology from “allochtoon” to “person with a migration background” did not matter 

in terms of the racializing meaning and functionality of the data associated with these terms. In 

the context of the ongoing datafication of statistics, a simple change of terms, therefore, does 

not produce any effect.  

Consequentially, the epistemological approach to technologically mediated racialization exposes 

how the allochtonenmeters do not racialize otherwise neutral and objective information; the 

structure of the information provided by the governmental data infrastructure already—albeit 

implicitly—contains the racializing meaning that Allochtoon-o-meter and the Allochtonenmeter 

make more explicit. However, instead of pretending that their information is objective and 

neutral, both the Allochtoon-o-meter of Geenstijl and the Allochtonenmeter implicitly and 

explicitly communicate the position from which their knowledge is produced. Where the 

Allochtoon-o-meter was embedded in the alt-right/populist website Geenstijl, the 

Allochtonenmeter features several cartoon characters and text that suggest this website is made 

by and for people on the anti-immigration side of the political spectrum. Problematically, these 

applications, through their process of framing and representation, contribute to the continuous 

stigmatization and racialization of migrant groups in the Netherlands. Governmental datasets 

give them the rhetorical force of objectivity, and provide them with an opportunity to state that 

they are simply disclosing the facts. 
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On an ontological level, the functionalities of the Allochtonenmeters are not new, but rather 

actualizations of a racializing potential that already existed in the governmental data 

infrastructure. To reiterate, if we understand racial formations always as mediated by specific 

data technologies, each technology produces a racial ontology based on its historical and 

sociotechnical context and technological possibilities. When we take the Allochtoon-o-meter and 

Allochtonenmeter not merely as representational instruments, but as actors that perform race-

ethnic identities, the purposes of these data systems cannot be seen as unintended by-products 

of otherwise neutral epistemic methods. Rather, racialization is afforded by an infrastructural 

system that provides race-ethnically categorized data for reuse. The existence of data that 

couples race-ethnic information with zip code information in the CBS data ontology can, 

therefore, be seen as a technicity of race which is merely actualized in the applications discussed 

in this paragraph. Therefore, the way in which the Allochtonenmeter builds on existing state 

infrastructure that explicitly affords its racializing project, shows how the provenance of datafied 

racialization in this context is not incidental or accidental but infrastructural, and, therefore, 

institutional. To further articulate this argument, I will now discuss how the Dutch government 

appropriates race-ethnic data in the Leefbaarometer, a system that uses the information about 

the spatial distribution of people with a migration background in the Netherlands in a much more 

complex way by combining this information with many more datapoints considered relevant in 

the calculation of “liveability”.  
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Case-study 2: The Leefbaarometer52 
One year after the launch of the Allochtoon-o-meter, Ella Vogelaar, the Dutch Minister of 

Housing, Neighbourhoods, and Integration53 at the Department of Public Housing, Spatial 

Planning and Environmental Management (VROM) launched the state-run web app called 

“Leefbaarometer” (Livability Barometer” hereafter LB; see Figure 26). This LB was the result of 

the integration of two concept systems that were developed earlier: “APK voor wijken” and “Early 

Warning”. “APK voor wijken”54 was developed in 2006 by RIGO Research en Advies for the 

Ministry of Public Housing, Spatial Planning and Environmental Management and monitored the 

social and physical condition of living areas on a small-scale level (Leidelmeijer et al. 2008, 1–2). 

The development of this instrument was one of the results of discussions with an experimental 

citizen participation body called “Burgerplatform” of the Ministry of VROM, in which issues of 

livability were an important topic (see Boogers, Becker, and Tops 2005). “Early Warning”, 

developed by Atlas voor Gemeenten for the Ministry of the Interior (BZK) was a monitoring 

instrument of safety and nuisance in neighbourhoods, mainly in cities (Leidelmeijer et al. 2008, 

1–2). The decision to combine the aforementioned systems was made top-down, by VROM and 

BZK, and does not seem to have involved any of the envisioned users of the system that was to 

be created (Leidelmeijer et al. 2008, 2). The aim of the Leefbaarometer project, then, was to 

efficiently combine the functionalities of these two systems into one system, feed it with data 

about all residential areas in the Netherlands, and create possibilities for investigation and 

monitoring for researchers, civil servants, and interested citizens (Leidelmeijer et al. 2008, 1).  

The envisioned aims of the LB were fourfold. First, it aims to facilitate early detection of so-called 

“livability problems”. In the context of the LB, such livability problems are understood as 

deficiencies in factors that influence the quality of a person’s living environment (Leidelmeijer 

and Van Kamp 2003). The second goal is to accurately monitor how the quality of the living 

environment develops in residential areas that are perceived to have livability problems. Third, 

the LB aims to provide a first diagnosis about developments in geographic areas by being able to 

detect “early signals”. These early signals could be, for example, when residential areas still get 

relatively good scores, but those scores are declining when compared to earlier scores. The final 

goal is to provide policy evaluations, effect measurements, and “in-depth” research for 

 

 

52 The information presented in this case study pertains to the Leefbaarometer 2.0, which was replaced with the 3.0 
version in March 2022. In this new version, all indicators related to race-ethnicity were removed. This case study, 
therefore, no longer reflects the current state of affairs, but should be read as a theoretical and historical analysis. 
53 In Dutch: Wonen, Wijken en Integratie 
54 “APK” means Algemene Periodieke Keuring (in English: General Periodical Inspection). This abbreviation is mostly 
known in the Netherlands as the annual mandatory technical inspection of cars, legally required to be allowed to 
drive on public roads.  
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policymakers in local governments (Leidelmeijer et al. 2008, 1–2). With these aims and with the 

aforementioned definition of livability, the LB was created as a publicly accessible interactive 

system with navigable maps, graphs, and texts that were meant to produce neutral and objective 

information about the livability of all living areas in the Netherlands.  

 

Figure 26: Map of Utrecht, the Netherlands, as shown in the Leefbaarometer app. The colours indicate the level of livability, going 
from dark green squares, indicating “excellent” living conditions, all the way to dark red, indicating “very insufficient” living 
conditions.55 

While the name LB might seem rather straightforward - combining a particular conceptualization 

of livability (leefbaarheid in Dutch) with ‘barometer’ as a neutral indicator of physical/natural 

humidity conditions - the words are not politically neutral signifiers in the Dutch context. 

Technically, the meaning of livability in the context of the LB was defined on the basis of a large 

literature study conducted a few years before the construction of the data system (see 

Leidelmeijer and Van Kamp 2003). As a result of this study, “livability” was defined as “the 

measure in which the environment connects to the wishes and demands people have of it” (see 

Leefbaarometer 2021b, translation by the author). However, the word “leefbaar” also featured 

prominently in the name of the political party “Leefbaar Nederland” between 2001 and 2006, as 

 

 

55 Image acquired in December 2019 from https://leefbaarometer.nl/kaart/#kaart. 



 
 

118 
 

well as in many Dutch local political parties 56, the most notable of which are Leefbaar Rotterdam 

and Leefbaar Den Haag. The most well-known public figure connected to both Leefbaar 

Nederland and Leefbaar Rotterdam was Pim Fortuyn, a formerly Marxist professor turned into 

anti-immigration right-wing politician. His anti-immigration stance, as well as his discriminatory 

antics—he regularly stated that the Netherlands was “full”—were, however, found to be too 

extreme for Leefbaar Nederland, and its board dismissed Fortuyn from his position as party 

leader. He remained the leader of Leefbaar Rotterdam and started his own political party Lijst 

Pim Fortuyn (LPF). Several months later, he was assassinated by an environmental activist, days 

before the election.  

While the political party Leefbaar Nederland was not far right, and the LB officially had nothing 

to do with this party, both operated within the same discourse on “leefbaarheid”, or livability. 

This discourse was influenced to a large degree by Fortuyn, and still active successors such as Rita 

Verdonk and Geert Wilders (Vossen 2010). As noted in the 2008 development report, the 

developers of the LB viewed the emerging political discourse surrounding livability, and the 

cooptation of the term livability by political parties, not so much as an unlucky coincidence, but 

rather as proof of the in significance and relevance of the work they were doing (see Leidelmeijer 

et al. 2008, 1). As a result, in terms of denotation, livability is simultaneously connected to the 

physical environment and social services, and historically to the proliferating racial-ethnic 

discourse of the populist right, particularly, but not exclusively, in the context of local 

governments. 

Visualizing Livability 

It is important to realize that, technically, the LB does not measure but rather predicts a livability 

score for an area. I will leave a more theoretical and critical discussion of the idea of data 

prediction for the next chapter on predictive policing. Here I will focus on the race-ethnic data 

that is appropriated. For its prediction the LB makes use of the results of the WoON-survey, a 

questionnaire held under 60,000 people living in the Netherlands to investigate the “wishes and 

needs”(CBS 2021d, translation by author) Dutch people have concerning their living 

environment. These “subjective” data are combined with “objective” data about the real-estate 

prices, which, in this case are considered proxies for the popularity of areas and neighbourhoods 

(Leidelmeijer et al. 2015, 9). The combined “subjective” and “objective” data are compared with 

statistical data that are available for all residential areas in the Netherlands. The research and 

 

 

56 Despite the similarities in the names of various local “Leefbaar” parties, there is no nationally organized Leefbaar 
collective. The local parties bearing this name are, therefore, not officially connected and often have opposing 
political views. 
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monitoring affordances of the LB emerge from its interactive geographical map that visualizes a 

livability score based on a hundred different indicators. By finding correlations between the 

statistical data and the subjective and objective measurements, a model is created that is then 

used to extrapolate the measured information to all the residential areas in the Netherlands. This 

extrapolation, or prediction, is then visualized on a map of the Netherlands. In this way the LB 

presents a statistical estimate of how livability would be assessed by the average Dutch person 

in all residential areas in the Netherlands. Since the results are created by extrapolation, the map 

of the LB should be read not as a geographic map with “facts”, but rather as a weather forecast 

with a particular degree of uncertainty.  

The statistical model of the LB makes calculations on the basis of 100 different of indicators taken 

from a variety of different data sources. Demographic and housing data are sourced from 

Bisnode,57 Centraal Bureau voor de Statistiek (CBS),58 Rigo,59 Atlas voor gemeenten,60 

Vastgoedmonitor (VGM),61 Kadaster,62 Gemeentelijke Basis Administratie (GBA),63 and Centrum 

voor Werk en Inkomen (CWI) (Leidelmeijer et al. 2015, 17–21).64 Indicators taken from these 

sources are, for example, sociodemographic data, such as the ages and migration backgrounds 

of people living in an area, real estate data, such as the number of shops within a 1 km radius, 

the average age and price of houses in a neighbourhood, or environmental data on any parks, 

forests, or other green areas nearby. Crime and security data are provided by Korps Landelijke 

 

 

57 Bisnode is an international data science/consulting company originating in Sweden, specialized in helping 
governmental and corporate actors optimize processes of data-driven decision making. 
58 Centraal Bureau voor de Statistiek, or Statistics Netherlands, is an independent governmental organization that 
provides socioeconomic data concerning Dutch society; i.e., the data collections consist of data on people’s age, 
income, and the amount of social benefits in a specified area. 
59 RIGO (Research Instituut Gebouwde Omgeving) is a research and consulting organization with a strong focus on 
advising semi-governmental actors on how to improve livability levels within municipalities, based on data analytics 
and research. 
60 Atlas voor gemeenten is a semi-governmental research bureau exploring socioeconomic and cultural phenomena 
within municipalities in the Netherlands, based on governmental data. 
61 Vastgoedmonitor, or Real-Estate Monitor (author’s translation), is an information system presenting information 
on real estate issues within the Netherlands. The system connects multiple geo-economic databases to construct 
graphs and figures concerning real estate phenomena within Dutch municipalities. 
62 Kadaster is a Dutch national real estate registration agency, giving advice on real estate themes such as the value 
of real estate, property borders, etc. 
63 Gemeentelijke Basis Administratie, or Municipal Administrations Office (author’s translation), is a Dutch 
governmental administration office registering socioeconomic and demographic data concerning Dutch civilians. 
64 Centrum voor Werk en Inkomen, or Centre for Work and Income (author’s translation), is a Dutch governmental 
administration office registering all types of socioeconomic data concerning work and income levels within the 
Netherlands. 
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Politiediensten (KLPD),65 and Politiemonitor66 (Leidelmeijer et al. 2015, 17–21). With the help of 

an algorithmic model, parts of which are under scrutiny in this chapter, these data sources are 

used to calculate a “livability score“ on a scale of a 6ppc (six-number postal code) area with a 

minimum of 100 inhabitants within that geographically bounded area (see Leefbaarometer 

2021a).  

Like the choices for particular data mentioned above, the particular design choices for the 

communication of information should not be considered neutral or logical either. In their 2018 

book Data Feminism, Catherine D´Ignazio and Lauren Klein explain how we should understand 

“[a]ny communicating object that reflects choices about the selection and representation of 

reality” as a “rhetorical object” (D’Ignazio and Klein 2020, 78). Our job as feminist and 

postcolonial critical data studies scholars, then, is to reflect on the choices made and their effects 

on the meanings produced in data visualizations. When we take this view to the LB we can see 

that instead of producing only a table with postal codes and scores, the makers of the LB choose 

to visualize the measure of livability as an interactive geographical map of the Netherlands (see 

Figure 26). To make the livability calculation easy to navigate the makers use various rhetorical 

devices in their presentation.  

The first rhetorical device we encounter is the colour coding used by the LB to visualize a livability 

score. When fewer than the minimum number of forty people live in an area, a part of the map 

is left blank. This minimal data requirement aims to prevent the accidental identification of 

individuals in less densely populated areas in the Netherlands. Nine possible colours represent 

the livability score, ranging from a dark red, meaning very insufficient, to dark green, meaning 

excellent. On the lowest scale, the default spatial dimension is set to a grid map. The grid map 

shows blocks of 100 × 100 meters that are coloured according to the calculated livability score 

(see Figure 28). The size of the squares (100 × 100 m) illustrates that the system is more 

appropriate for an urban area, since in rural areas the number of people within one square might 

result in statistical invalidity because of a lower population density. When perceiving the map on 

a scale larger than the grid map, a complete district is visualized in a colour that resembles the 

average livability score of that area (see Figure 27 and Figure 28). This can project a skewed 

presentation of livability within the specified area, as the scores with colours on a lower scale are 

homogenized. For example, an area including two districts with a livability score of excellent (dark 

green) that are surrounded by several districts with a livability score of very insufficient (dark red) 

 

 

65 Korps Landelijke Politiediensten, or Dutch National Police Corps (author’s translation), is the Dutch law 
enforcement agency on a national level. 
66 Politiemonitor, or Police Monitor (author’s translation) is a Dutch governmental research agency focusing on 
investigations concerning Dutch criminality and safety. 
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is represented by a single colour. When the map is viewed on a larger scale, this visualization 

would imply that the livability score for that entire area is below average, as the colour for that 

area is presented as red even though those two districts are scored above average. The scale on 

which the map is visualized is therefore of the utmost importance, as different meanings could 

be attributed to the visualizations. Clicking on a square shows an information window (see Figure 

29), which elaborates on the calculated scores based on the five dimensions with their indicators 

in comparison with the national average. The national average is a livability score that ranges 

from amply sufficient to good for all districts within the Netherlands (Leefbaarometer 2019).  

In addition, the use of these graphic designs with accompanying colour schemes of shades 

ranging from green to dark red is signifying a Dutch normative construction of livability. What is, 

then, silenced in these graphs is that even some of the dark red areas could be considered 

luxurious, or at least desirable, by people when compared on the basis of alternative terms. For 

example, for some people, busy city centers, which on average score very high in terms of 

livability, are the furthest from a desirable place to live. Alternatively, people with a migration 

background might choose a neighbourhood with many people that share their background over 

a gentrified neighbourhood that has a higher liveability score. The choice of red and green in this 

context also signifies safety and/or danger, which is here possibly used in situations where 

neither is the case. The racializing nature of the Leefbaarometer becomes more apparent in the 

scores it gives for individual dimensions. As Figure 29 shows, in this application it is possible for 

areas to receive a negative score for its “bewoners”, or, in English, “residents”. This score is not 

a proxy for crime or income and does not include factors other than the presence of particular 

groups in this area, the total of which are apparently valued as “less than average” in relation to 

the rest of the Netherlands. 
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Figure 27: Map of Utrecht, the Netherlands, as shown in the Leefbaarometer app, with the resolution set at the district level67 

 

Figure 28: Map of Utrecht, the Netherlands, as shown in the Leefbaarometer app, with the resolution set at the highest level68 

 

 

67 Image acquired in December 2019 from https://leefbaarometer.nl/kaart/#kaart. 

68 Image acquired in December 2019 from https://leefbaarometer.nl/kaart/#kaart. 
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Figure 29: The Leefbaarometer information menu that is visible when a particular area is selected. It shows the municipality 
(“Gemeente”), the period of the data (“Periode”), the overall livability score (“Leefbaarometerscore”), and a graph showing the 
deviation of the score from average scores in the Netherlands, both for the total score and the individual dimensions. Note the 
negative score for the inhabitants (“Bewoners”) in this case.69 

  

 

 

69 Image acquired in December 2019 from https://leefbaarometer.nl/kaart/#kaart. 
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Population Indicators  

For the calculation of livability, the LB determines the postal code of a certain area and 

incorporates aggregated data regarding that postal code area in the calculation based on one 

hundred indicators (Leidelmeijer et al. 2015, 23). As stated in the pie chart in Figure 30, 15 

percent of the livability score is determined by the dimension “population.” This dimension 

consists of 16 indicators (see Figure 31). Indicators 1 to 7 refer to the number of people with 

various migration backgrounds living in a specified postal code area. Indicators 8 to 10 refer to 

the composition of the households, incorporating the average number of people in a household, 

whether or not there are children in the house, and, if there are, one or two parents in the 

household. Indicators 11 and 12 refer to the number of people who receive social benefits and/or 

welfare from the state, due to disabilities and unemployment. Indicator 13 is the only indicator 

that focuses solely on one specific age group, which consists of the elderly (65+). Indicators 14 to 

16 refer to the development and fluctuation of people within the age group of 15 to 24 years, 

composition of households, and people migrating from one postal area to another. For the 

purpose of this chapter, I will focus on the indicators included in the bewoners, or inhabitants, 

category of the algorithm, as these are indicators that are historically connected with processes 

of racialization.  

 

Figure 30: Dimensions with percentages in the algorithm used in the calculation of livability70 

  

 

 

70 Image acquired in December 2019 from https://www.leefbaarometer.nl/page/help. 
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Nr. Categories Data Source 

1. Percentage of “Westerse allochtonen” CBS (GBA) 

2. Percentage of “niet-Westerse allochtonen” CBS (GBA) 

3. Percentage of Middle and Eastern Europeans CBS (GBA) 

4. Percentage of Moroccans  CBS (GBA) 

5. Percentage of Surinamese CBS (GBA) 

6. Percentage of Turks CBS (GBA) 

7. Other “niet-Westerse allochtonen” CBS (GBA) 

8. Percentage of one parent households CBS (GBA) 

9. Percentage of multiple person households (no children) CBS (GBA) 

10. Percentage of multiple person households (with children) CBS (GBA) 

11. Percentage of disability benefits recipients CBS (GBA) 

12. Percentage of social welfare recipients  CBS (GBA) 

13. Percentage of elderly (65+) CBS (GBA) 

14. Percentage of persons between 15-24 years of age CBS (GBA) 

15. Development of households CBS (GBA) 

16. Number of mutations CBS (GBA) 
Figure 31: Indicator table of the “inhabitants dimension” (compiled from Leefbaarometer 2019; translation by the author) 

Indicators 1 and 2 refer to the categories of Western and non-Western “allochtoon” as a 

percentage of the whole in a postal code area. There is no category for “autochtoon”. It should 

be noted that the explanation page of the Leefbaarometer website—which prominently features 

the logo of the Dutch Ministry of the Interior—continued to use the by now abolished 

stigmatizing word “allochtoon” until the end of 2021. The following indicators are subcategories 

of this rather broad division. Indicator 3 refers to Middle and Eastern Europeans, which includes 

the countries of Estonia, Hungary, Latvia, Lithuania, Poland, Slovenia, Slovakia, Czech Republic, 

Romania, and Bulgaria. To consider these countries as a separate category is in direct opposition 

to the policy of the European union, which considers the internal movement of people “mobility” 

rather than “migration” (van Ostaijen and Scholten 2017). Indicators 4, 5, and 6 refer to the three 

largest groups of people with a non-Dutch migration background: Moroccans, Turkish, and 

Surinamese. Indicator 7 is a residual category of people with other non-Western origins. For all 

mentioned populations, larger than average percentages have a negative impact on the 

population score (Leidelmeijer et al. 2015). It should be mentioned that the factor “migration 

background” is always working in conjunction with all other indicators in the system, which 

means that if wealthier labor migrants, colloquially often referred to as “expats”, live in expensive 

houses in a city center, the score will generally turn out higher. Even in these cases, the factors 

concerning migration background will lower the scores ever so slightly. This means that, in 
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general, the very presence of people with a non-Western migration background are considered 

to have a negative impact on the score of an area. 

Another striking aspect of the performance of racialization in the LB is the apparent absence of a 

category referring to people with a Dutch background. This absence is in line with what other 

scholars investigating migration and integration discourses have found: “Autochthony” functions 

as the implicit “reference category” (Emirbayer and Desmond 2012; Boersma 2019). The 

autochthon/allochthon dichotomy as an epistemology has shaped knowledge production by 

setting autochthony as the norm against which“ deviant cultures can be measured, or a cultural 

“whole” into which minoritized and racialized others can be reasonably expected to “integrate”” 

(Mepschen 2016, 29). The absent “reference category” also communicates what the intended 

publics and/or users are. This was demonstrated earlier with regard to the more right-wing 

Allochtonenmeter but is also true of the governmentally commissioned Leefbaarometer. This 

embedded norm of autochthony casts a different light on measurements of livability in terms of 

“the wishes and demands” people have about their environment (Leefbaarometer 2021b). The 

“people” in this sentence are not so much the total and diverse population of the Netherlands 

but rather the position of the unmarked category that is taken to be “objective” in the system; 

the LB is not considered objective merely because it is based on numbers, but rather because the 

numbers are produced from a middle-class, “autochtoon”, position. 

The negative scores associated with people with a migration background and the absence of 

autochthony as a factor effectively perform state-sanctioned, racialized norms that are 

apparently rooted in datafied practice. Since the situation in a particular place is always 

considered in relation to an invisible norm, the percentages of people with a migration 

background could, in theory, be replaced with the percentages of autochthonous people. In order 

for the system to produce similar results to the current situation, it would have to systematically 

overmeasure areas with more people with a Dutch migration background. In practice, it is already 

giving this bonus by systematically downrating an area with larger percentages of “allochtonen”, 

while “autochtonen” function as an invisible norm that is not worthy of mentioning anywhere in 

the system or its documentation at all. By not making explicit these considerations, the datafied 

application is, quite effectively, obfuscating its racializing assumptions. In the context of the 

geographic management of the Dutch population, the LB is literally considering people with a 

migration background to be of a different, lower value, for their living environment than people 

of Dutch origin.  

In the case of indicators about race-ethnicity, we can see quite clearly that people with a Dutch 

background are not accounted for; this is, however, not the only identity characteristic that is 

missing in this system. When we look at income sources, we find that indicators 11 and 12 are 

derived from socioeconomic data concerning recipients of disability benefits, social welfare, and 
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unemployment data as a percentage of the whole in a postal code area. These indicators 

generally have a negative value for the livability calculation. The assumption is that income levels 

lower than the national average automatically result in a decline in livability. There is, again, no 

indicator for people who are part of the norm in terms of socioeconomic situation. People who 

do not receive benefits—that is, either people who have a job or people who are not searching 

for a job—are not represented in the list of indicators. This means that people with jobs, people 

with spouses with jobs, and people with enough money to not have to search for a job, are 

considered “normal” in the LB application.  

The final norm that can be derived from the indicators of the LB pertaining to the inhabitants of 

a geographic area, relates to age. Indicator 13 consists of elderly people above the age of 65 as a 

percentage of a whole in a postal code area. This group is already retired from work or is close to 

retiring. The indicator is derived from data concerning retirement measures and people receiving 

a pension. The data is corrected and enriched with data on income levels and generally has a 

negative value for the livability calculation, as retired people receiving a pension are categorized 

in a lower income level than people with a job. Indicators 14 and 15 are derived from data 

concerning the development of people residing in the age group of 15 to 24 years, as these young 

adults move from their teens to adolescence. There is no indicator for people between the ages 

of 24 and 65 years, meaning that this range is the norm, a neutral reference, for other ages to be 

measured against. When we take all the “missing” identities together we can infer that the 

implied normative identity in the LB is an able-bodied, working, “autochtoon” person between 

the ages of 25 and 65. In the LB, this identity is considered a neutral identity that does not impact 

the living conditions of a neighborhood or area. Cultural “Others”, conversely, are made into data 

objects—dangers that need to be monitored—to protect the wellbeing of data subjects. In its 

construction of the “autochtoon” working person between 25 and 65 as a neutral category, the 

LB is configuring its cultural “Other” as an environmental factor, rather than as a data subject 

with its own “wishes and demands”.  
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The Leefbaarometer and the Rotterdam Act as Technological Redlining 

By making the LB available through a publicly accessible website, it was envisioned by the Dutch 

government as a resource for both citizens, journalists, and civil servants enabling them to look 

into both the current state of affairs and the development of values associated with the livability 

of residential areas at various levels of scale. The key words here seem to be “potential 

applications”, or in Dutch “toepassingsmogelijkheden”, as the early development reports do not 

mention any specific policy, governmental work practice, or existing research difficulties that 

explicitly suggest a need for a centralized national system like the Leefbaarometer (see 

Leidelmeijer et al. 2008, 2). The report does frequently mention work that is being done around 

probleemwijken (“problem neighbourhoods”), grootstedelijke problematiek (“big city 

problems”), or Vogelaarwijken.71 However, while the LB seems to fit the task of monitoring the 

development of “problem neighbourhoods” over time, which specific local government 

departments, civil servants, or types of researchers, should be using this information, and how, 

remained somewhat unclear.  

In 2014, the algorithmic model used to create the LB map, was recalibrated and reevaluated to 

adjust to a changing social and technical context. Technical reasons for the changes in the LB are, 

for example, discontinuation of data collection for particular indicators—which are all provided 

by other organizations the LB depends on—or when new data points considered relevant 

become available (Leidelmeijer et al. 2015, 7). Social reasons to include new indicators are 1) the 

overall changing attitudes of Dutch people towards their respective environments, and 2) 

geopolitical events such as the inclusion of several Easter European countries in the EU, creating 

the possibility for new groups of migrants, previously not captured by available data categories, 

to settle in the Netherlands (idem). As a result, the indicators of LB 1.0 were not only recalibrated, 

meaning that their relative importance in the algorithm was adjusted to changing cultural 

attitudes, but a few new indicators—such as the number of nearby windmills, the chance of 

earthquakes72, and the percentage of Middle and East European labour migrants in an area—

were added to the 2.0 model (Leidelmeijer et al. 2015, 11–12). From the 2014 reevaluation it 

became clear that civil servants of smaller municipalities wanted to know in more detail why 

 

 

71 In 2007, Ella Vogelaar selected 40 neighbourhoods that were considered to be in decline and that were facing a 
relatively large amount of social problems. These neighboorhoods were subsequently named after the minister and 
came to be known as Vogelaarwijken (see Sekuur 2010 for a discussion on Vogelaarwijken and their media 
representations). 
72 The number of windmills is growing substantially in the Netherland due to the need for more sustainable energy 
sources. The number and severity of earthquakes is growing mainly in the province of Groningen due to decades of 
gas drilling; this situation is increasingly causing distress and a depreciation of the value of houses in this area (see 
de Kam and Idsardi 2019). 
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areas received particular scores. After all, a score does not give any indication about what needs 

to be improved. Civil servants of bigger municipalities, often larger cities that have their own 

information systems, explained that they used the LB in conjunction with other information 

sources (Leidelmeijer et al. 2015, 99–106).73 While not all civil servants are equally positive about 

its usability—mainly due to LB results not reflecting the experiences and knowledge they have 

about their jurisdictions—, the evaluation notes clearly show that in many municipalities civil 

servants not only know but also use the LB.  

In practice the LB is not only used to monitor the development of neighbourhoods, but also 

functions as a measuring instrument to invoke the so-called Rotterdam Act (see Uitermark, 

Hochstenbach, and van Gent 2017). This law allows municipalities to restrict people with a 

criminal record, or people on welfare, from access to social housing in areas considered to have 

a low livability index. This particular measure invoked by the Rotterdam Act can be seen as an 

attempt to prevent the living conditions in an area from declining further. To clarify, while this 

measure does not directly discriminate against people with a migration background, the inclusion 

of race-ethnic indicators in the LB causes neighbourhoods with a high number of people with a 

migration background to have a higher likelihood of being assigned a low livability score. As a 

result, they are more likely to be subjected to the Rotterdam Act. Ironically, in the 2015 

evaluation of the LB, its creators make clear that they are aware that negative scores for the 

“population dimension” might create the “perverse policy incentive” (Leidelmeijer et al. 2015, 

82; translation by the author) of trying to replace the people that are associated with a lower 

score. However, although the makers called such policy choices “objectionable”74, banning 

particular marginalized people from “problem neighbourhoods” has become one of the main 

tangible uses of the LB in government policy.  

The practice of restricting access to social housing on the basis of algorithmically processed data 

about migration backgrounds and welfare level, can be understood as a form of technological 

redlining (Noble 2018). The term “redlining”, was used in the USA to designate a process in which 

credit or other, mostly financial, services are denied to “a subgroup of people in a particular 

geographic area for reasons unrelated to their creditworthiness” (Squires and Woodruff 2019, 

1), which, in practice, was mostly aimed at neighbourhoods with large racial and ethnic minority 

populations. By invoking the algorithmic LB, Dutch local governments can carry out the 

prejudiced racializing practice of redlining, while simultaneously covering this practice in an 

 

 

73 Many larger cities in the Netherlands have their own interfaces or dashboards measuring similar phenomena. See 
for example Amsterdam (Research, Information and Statistics Amsterdam 2021), Rotterdam (Gemeente Rotterdam 
2021), and Utrecht (Gemeente Utrecht 2021). 
74 In Dutch: aanvechtbaar (Leidelmeijer et al. 2015, 82) 
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objective and technologically advanced sheen. By specifically selecting underprivileged areas to 

carry out redlining, municipalities invoking the Rotterdam Act are effectively committing an act 

of “algorithmic violence” (Onuoha 2018), which, in the context of urban spatial planning, can be 

understood as a “repetitive and standardized form of violence that contributes to the 

racialization of space and spatialization of poverty” (Safransky 2020, 1). The combination of the 

Rotterdam Act, a law that does its work in an already racialized discourse on “probleemwijken”, 

and the inclusion of indicators related to migration background in the algorithm of the LB, can 

together be understood as a racializing assemblage that enables technological redlining and 

regular acts of algorithmic violence.  

Apart from the ideological critique on the LB, I would like to make a final point on the basis of the 

results of the Rotterdam Act. In an evaluation report commissioned by the Dutch Ministry of the 

Interior, Hochstenbach, Uitermark en Van Gent (2015, xii) conclude that the Rotterdam Act does 

not to improve the livability of neighbourhoods. It does, however, severely hamper the chances 

of already marginalized people, who are mostly people with a migration background, to find a 

suitable home (Hochstenbach, Uitermark, and van Gent 2015, iv). Peculiarly, these findings have 

not stopped the continuing implementation of the Rotterdam Act in new areas (see Jordan 2018; 

van Gent, Hochstenbach, and Uitermark 2018). On an instrumental level, we can, therefore, 

conclude that the net effect of the Rotterdam Act is not an improvement in livability, but rather 

a diminishing chance for people with a migration background to find social housing. The other 

side of this coin is that social housing in “problem neighbourhoods” has become more available 

for people that belong to reference categories of the LB, due to the eliminated competition for 

housing. As a result, the LB has become rather instrumental in a housing policy that systematically 

discriminates people with a migration background, while simultaneously privileging 

“autochtonen” with a job in an increasingly difficult housing market.  

Technologically Mediated Racialization in the Leefbaarometer 

On an instrumental level, the LB application uses explicit racialized categories, such as 

“allochtoon” and “autochtoon” in its calculations. As a result of its use of racialized categories, 

the LB is only able to produce racialized results. Like the Allochtonenmeter, the LB was not 

affected when CBS changed its vocabulary from the “allochtoon”/”autochtoon” dichotomy to the 

more neutral sounding “person with a migration background”. In contrast to most other 

government communications, the Ministry of the Interior did not update the vocabulary on the 

LB website, at least until March 2022. This shows not only that vocabulary was not so much a 

priority for the LB, but also that an implemented vocabulary change in an infrastructural system 

such as that of CBS does not have much effect when the definitions of the categories and the 

associated data are not changed.  
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On an epistemological level, and in stark contrast with the Allochtonenmeter, the LB does not 

explicitly communicate its perspective by providing an overly explicit framing of populations. On 

the contrary, it almost shines with objectivity, featuring a clean and well-designed map with the 

logo of the Dutch government featured prominently above its webpage. Implicitly, however, it 

does communicate a norm of people with a Dutch migration background with a job. Additionally, 

where the Allochtonenmeter merely produces a number or percentage of people while implicitly 

assuming that fewer would be better, the LB quite explicitly attaches a value judgement to the 

prediction it makes: the larger the number of people with a migration background, the more 

intensive the accompanying colour red. While the evaluation report mentions that civil servants 

should not read this as an encouragement for “perverse policy incentives” intended to reduce 

the number of people with a migration background in attempt to get a higher livability index 

(Leidelmeijer et al. 2015, 82), the reality of the map and its connection to the Rotterdam Act 

shows that exactly this use is enabled by the combination of the law and the data technology 

(Uitermark, Hochstenbach, and van Gent 2017).  

On an ontological level, the way in which the LB builds on existing CBS data that explicitly affords 

its racializing project, shows again how processes of datafication enable the obfuscation of 

embedded racism in the Dutch governmental data assemblage. Furthermore, while the LB was 

not invented for the Rotterdam Act, its connection with this policy is not accidental. The very 

inclusion of migration background as a factor in the LB communicates that ethnicity, race, and 

nationality are considered structuring principles of Dutch society. The negative values associated 

with these indicators already foreshadow a possible use as a redlining instrument as it 

incentivizes initiatives that somehow attract people that score higher in the algorithm—i.e. 

people with a Dutch background and with a job. The Rotterdam Act with its associated policies 

can, therefore, be seen as a technicity—an explicit potential direction of development—that was 

already present in the governmental data infrastructure, and even more so in the LB. As such, 

the Rotterdam Act is an actualization of a racializing potential that already existed in the 

governmental data infrastructure and the LB. This shows how the categorizations of people with 

a migration background and the way that they are embedded in the Dutch governmental data 

infrastructure are not merely epistemic tools, but rather potential world creating entities that 

can, when enacted in data systems, contribute to unfolding processes of racial segregation in 

Dutch society. 

Conclusion 
In this chapter, I have discussed how race-ethnically categorized data made available by CBS is 

appropriated by both the Allochtonenmeter and the LB. The performative work of both these 

systems enable the selection and essentialization of one human characteristic of Dutch citizens 

in particular: their migration background. The consideration of Dutch citizens as migrants, which 

equates to being turned into a societal “Other” as my two case-studies show, is a testament to 
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the persistent colonial mindset of the Dutch government (Wekker 2016). I have shown that the 

design of the Allochtonenmeter is built on racializing processes that are deeply embedded in 

institutional and infrastructural information practices governed by the Dutch state. As such, the 

affordance of the API of CBS to appropriate race-ethnic data is not a politically neutral option but 

rather the very material infrastructure through which race-ethnicity is made. With the case of 

the LB, then, I have shown how the Dutch state itself has similar politics, which are effectively 

obfuscated through the practice of “objectivity” through data and visualizations, normalizing 

racist ideologies in the process. Through this case, it becomes clear that the technical 

infrastructure providing race-ethnically categorized data combined with the systems build on top 

are inherently racializing assemblages, regardless of their intended purposes. More precisely, 

both systems translate a similar ethno-nationalist ideology into a technologically mediated 

racializing practice. 

Furthermore, the datafied nature of the used information in the LB enables the dissociation of 

the neutral looking map from the racialized data this map is based on. This technological form of 

colonial aphasia is combined with the use of the words “person with a migration background”, 

as replacements of “allochtoon”. Both the new vocabulary and the practice of technological 

redlining (Noble 2018) are haunted by the colonizing and racializing history of governmental 

bureaucracy. By investigating, not the only the meaning of words, but also the history and 

performativity of the data categories and technical infrastructure to which they refer, I have 

made visible how the racializing referent “remains present as ghostly matter” (Dixon-Román 

2017, 56). Racializing and racist outcomes should, therefore, not be considered surprising but 

rather to be expected. 

With these case studies I have argued for the use of critical frameworks through which the 

embedded normative assumptions of datafied systems and epistemologies can be made visible. 

With the proposed postcolonial critical data studies perspective, it is possible not only to critically 

engage with the technical apparatus that reproduces inequality but also to place these systems, 

their ontologies, and their epistemologies in relation to a situation of coloniality. I have shown 

how already racialized social and cultural data about people with a migration background are 

mediated by a diverse set of technical systems, taking up new racial meanings on their path. With 

the notion of the “data assemblage,” I have argued that the construction of racial hierarchies 

does not happen in one particular location. Instead, datafied racialization emerges through an 

interplay of a diverse set of actors, which do not require the notion of “race” itself to be already 

present in the system. Even, or maybe especially, in a culture of racial denial, the process of 

racialization can happen to a virtually unlimited set of human characteristics. With this 

understanding, “white innocence” (Wekker 2016) is not only an exclusively human condition but 

can be carried out through technical systems as well. I have shown how the race-ethnic 

conceptual pair of autochtoon and allochtoon are therefore social, as well as sociotechnical 
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constructs, as their meanings rely heavily on the data ontologies through which they are 

institutionalized. With a performative notion of racialization, this technical institutionalization 

and infrastructuralization of race-ethnicity can hardly be seen as a neutral and objective 

epistemic method. In the words of Joshua Scannell, we will have to push past “the insufficient 

critique that such systems run the risk of reproducing racial inequalities. Rather, producing 

racialized oppression is all that they can do” (Scannell 2019, 113); when a datafied system such 

as the LB uses race-ethnic and socioeconomic data of Others to calculate “livability”, 

stigmatization is not an accidental byproduct but rather an inherent feature of its design. 
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Chapter 5: Race-ethnicity and the Datafication of Policing 

In the previous chapter, I investigated two publicly accessible systems, the Allochtonenmeter and 

the Leefbaarometer, which were built on top of the data infrastructure of Centraal 

Bureau voor Statistiek (Statistics Netherlands, from now on CBS). Neither of these systems are 

integral to work practices of companies or governmental organizations; the Allochtonenmeter 

was not made for policy or governance purposes, and the Leefbaarometer is one of multiple tools 

available to civil servants of local municipalities. Furthermore, the results of the Leefbaarometer 

only have an indirect effect on the availability of social housing for people living in areas that are 

deemed less “livable” via the Rotterdam Act. After all, for the Rotterdam Act to take effect, it 

needs to be approved through a democratic process involving civil servants in several parts of 

the government. A process that, arguably, has several checks and balances in place. The 

increasing datafication of governmental processes, however, does allow for the further 

integration of data applications in the day-to-day practices of governmental organizations (see 

Eubanks 2018; Brayne 2021). One of the areas in which these data and algorithms are increasingly 

incorporated is that of policing. In this chapter, I will, therefore, focus on a policing application 

that differs from the previously discussed systems, in that it does not feature publicly available 

results, and has direct effects on daily work practice of police officers. 

The system under discussion in this chapter is the Criminaliteitsanticipatiesysteem (Crime 

Anticipation System, from now on CAS). It was developed by the Dutch National Police Corps 

(NPC) for the practice of what is often called predictive policing. While there is no consensus 

about the definition of predictive policing, it can be broadly understood as 

the collection and analysis of data about previous crimes for identification and statistical 

prediction of individuals or geospatial areas with an increased probability of criminal 

activity to help developing policing intervention and prevention strategies and tactics. (A. 

Meijer and Wessels 2019, 3) 

CAS is one of the latest technological developments implemented by the NPC that fits this 

definition as it aids in the prediction of petty crimes such as robberies, burglaries, and theft. While 

it is tempting to understand predictive policing merely in terms of its technological components, 

its implementation required a rethinking of the processes and purposes of the police organization 

as a whole. 

The NPC underwent two, for this dissertation, notable transformations in the past two decades. 

First, the formerly locally organized police stations, with their own infrastructures, were 

organizationally merged into one national police force. Second, the police started to implement 

a variant of so-called “intelligence-led policing” (ILP), which emphasizes resource management 

based on information and crime prevention, rather than just crime response. These two 
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transformations together led to the integration of many formerly local systems into one 

extensive national database and the development of many new data systems to support the 

police's tasks. Where in countries such as the United States and the United Kingdom 

commercially available predictive policing software became popular (see Andrejevic, Dencik, and 

Treré 2020; Brayne 2021), the Dutch police developed CAS inhouse. In CAS, demographic 

information from CBS is enriched with available confidential context-specific information from 

police databases. This system is then used in an attempt to distribute manpower efficiently in 

terms of timing and location. Since CAS does not predict which individuals are more likely to 

commit crime, but rather when and where crime will be committed, CAS is considered a 

“spatiotemporal” predictive system. However, even though CAS is not interested in individuals, 

it does consider characteristics of people in an area in order to calculate risk. As I will argue, this 

process can be understood to select specific human characteristics for “racial signification” (Omi 

and Winant 2015).  

Early versions of CAS made use of information regarding the race-ethnic makeup of 

neighbourhoods; however, in later versions race-ethnicity was no longer an explicit factor. By 

investigating CAS as yet another system that is built on top of the CBS data infrastructure, but 

without explicit race-ethnic categories, this chapter allows me to go beyond the third sub-

question of this dissertation: 

How are race-ethnically categorized data appropriated by governmental and non-governmental 

organizations? 

As I will show, a profiling system like CAS, does not need race-ethnic information in order to 

perform a process of technologically mediated racialization. The case study, therefore, allows me 

to think through the practices and consequences of the datafication of race-ethnicity beyond the 

information that is explicitly mentioned in a system or the policies that surround a system. In the 

current assemblage of which CAS is a part, the “absent presence of race” (M’charek, Schramm, 

and Skinner 2014) creates the conditions of possibility for technologically mediated racialization, 

while simultaneously making processes of racial and ethnic profiling difficult to address. 

In order to understand how the embeddedness of a data application in work practice and 

organizational culture affects technologically mediated racialization, I will consider the policing 

practice that includes CAS as a “data assemblage” (Iliadis and Russo 2016; Kitchin and Lauriault 

2018). To reiterate: the term data assemblage can be understood as “a complex socio-technical 

system, composed of many apparatuses and elements that are thoroughly entwined, whose 

central concern is the production of data” (Kitchin and Lauriault 2018, as cited in; Iliadis and Russo 

2016, 6). In an analysis of a data system, the focus should be on “the technological, political, 

social and economic apparatuses and elements that constitute and frame the generation, 

circulation, and deployment of data” (Iliadis and Russo 2016, 1), in order “to track the ways in 
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which data are generated, curated, and how they permeate and exert power on all manner of 

forms of life” (Iliadis and Russo 2016, 2). In this chapter, I will, therefore, operationalize this 

notion by not only focusing on the data, but also by paying attention to the organizational context 

in which CAS is put to work. I would like to reiterate that the term “data assemblage” in this 

chapter does not merely point to CAS as a data system, but more importantly to the 

sociotechnical network of the Dutch Police that incorporates CAS. The data assemblage that 

includes CAS depends on categorization practices at CBS, and on the interaction of CAS with the 

organizational culture and practice of the Dutch police.  

In the first part of this chapter, I will rely on an infrastructural inversion and discursive analysis of 

the CAS system as described in police reports, evaluations, and scientific literature, most notably 

the evaluation report titled Predictive Policing: Lessen voor de Toekomst (Mali, Bronkhorst-

Giesen, and Den Hengst 2017). This report describes an extensive test of CAS, which did not 

result in convincing proof of the efficiency and accuracy of the workflow with CAS. In addition, I 

will use a list of the data used in CAS, provided in 2017 by Dick Willems, the chief data scientist 

and creative brain behind CAS, to account for changes made to CAS after the previously 

mentioned report in 2017. The advantage of the inhouse development of CAS is that the system's 

algorithms, data, and visualizations can be accessed and adjusted, something that is more 

difficult to do with proprietary, off-the-shelf systems. In the initial implementation phase of CAS, 

information regarding what data was used and how was readily available. However, after the 

national roll-out of CAS in the spring of 2017, no more new tests were performed, and the 

unconvincing results described in the previously mentioned evaluation report are still the most 

up-to-date information available about the inner workings of CAS. 

In the second part of this chapter, I will combine my analysis of the CAS data system with recent 

scholarly work and evaluation reports of the Dutch police on issues of racism, ethnic profiling, 

and organizational culture. Most notably, I will discuss the work of the anthropologists Sinan 

Çankaya and Paul Mutsaers, who have both shown that the day to day decision-making process 

of police officers involves similar assumptions about race, class, hotspots, and hot times as the 

ones incorporated in CAS (see Çankaya 2012; Mutsaers 2015). Taking these results into 

consideration, I will argue that the iteration of CAS that was used in the previously mentioned 

evaluation report was a perfect example of the datafication of policing practices, which included 

forms of technologically mediated racialization. Furthermore, I will argue that the removal of 

explicit references to race-ethnicity in datafied police practice, while simultaneously expanding 

the discretionary powers of police officers in an organization that struggles to fight racism within 

its own ranks, makes race into a tacit presence that is hard to account for in the institutional 

structures provided. The data assemblage constituted by the combination of CAS, police officers, 

the organizational culture of the Dutch police, and Dutch culture in general, therefore, generates 

a system that has only limited safeguards against discriminatory practices.  
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In the third and final part I will reflect on the problem of accountability when it comes to the 

implementation of the CAS system, as well as the prevention of ethnic profiling in the Dutch 

police organization. Information about the working practice with CAS or the issue of ethnic 

profiling has not been structurally measured or empirically studied on a regular basis by the 

Dutch police. Rather than merely concluding that limited information about ethnic profiling 

means that we need to do more research, I will consider the lack of data concerning these issues 

as a telltale about institutional power relations. The lack of information on ethnic profiling 

suggests that, until very recently, it was considered not sufficiently important to the Dutch 

national police to monitor this issue in a structural fashion. The lack of benchmarks and available 

information makes it difficult to gather how CAS, as part of a larger data assemblage, performs 

in terms of efficiency and in terms of equality. The lack of a performance baseline makes it 

currently impossible to know whether updates to CAS or the working practice with CAS can be 

considered improvements. In turn, this hiatus in knowledge concerning the role of race-ethnicity 

in intelligence led policing severely hampers academic research into as well as democratic control 

over the Dutch police organization. A crucial issue that we, therefore, need to address in political 

debates about the tasks of the police is how this organization can improve its accountability when 

it comes to bringing into practice the principle of equality, as laid out in Article 1 of the Dutch 

constitution.75  

Case Study 3: The “Crime Anticipation System” of the Dutch national 

police 
On 12 December 2012, the Dutch Police implemented a new way of organizing their work process 

called Intelligencegestuurd Politiewerk (Intelligence-Led Policing, from now on ILP) (Kop and 

Klerks 2009). ILP focuses on the implementation of technologies for the collection and 

operationalization of information about criminal activity for the management of material and 

personnel of the police force (Perry 2013; Mantello 2016). ILP is a development that started in 

the UK and the US at the end of the last century. It was significantly sped up after the 9/11 attacks 

due to increased technological possibilities and a perceived urgency to predict crime ahead of 

time (Beck 2009). The attractiveness of datafied solutions to the management of policing lies in 

its perceived potential to be accurate, cheap, and, therefore, very efficient (Lum and Koper 2015, 

260). When looking at ILP within police organizations, ILP is often understood as a “force 

 

 

75 The translated text of Article 1 reads: “All persons in the Netherlands shall be treated equally 

in equal circumstances. Discrimination on the grounds of religion, belief, political opinion, race 

or sex or on any other grounds whatsoever shall not be permitted”. 
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multiplier” because – in a time of budget cuts and technological development – intelligence is 

perceived as a cheap way of optimizing the policing practices of police forces (Stroshine 2015, 

230). From a perspective of police practices, together with other policing strategies, ILP has been 

a mobilizer to make police forces work in a more proactive manner. It is suggested that crime can 

be reduced by targeting underlying problems upfront instead of waiting until a crime has been 

committed or a report has been made (Nix 2015, 275–88). In this fashion, the ideal modus 

operandi of the police force evolves from reactive to proactive policing (Brayne 2021, 58–60). 

Such proactive policing implies ways to forecast or predict future criminal behaviour and creates 

a need for a category of technologies and practices colloquially referred to as “predictive 

policing”.  

The implementation of ILP and its “predictive policing” technologies in the Dutch context was 

met with some resistance. An often-heard critique during testing was that intelligence should 

have a more supporting role instead of a leading one (Meesters, Kortekaas, and Tragter 1999, 

421; Mali, Bronkhorst-Giesen, and Den Hengst 2017, 41; Mali 2020). It was, therefore, no surprise 

that in a pilot Dutch police officers felt that CAS interfered with their own agency in making 

decisions in their daily work practice and had significant doubts about how such a system could 

support them in their rather diverse set of tasks (Drenth and van Steden 2017). These sentiments 

are seen as exemplary of the Dutch police culture, which is said to place much value on the 

expertise and experience of police officers themselves. In an effort to encourage more positive 

connotations and influence the willingness of police personnel to adopt ILP, the term ILP was 

translated as intelligencegestuurd politiewerk, or “intelligence-driven police work” instead of the 

more active “intelligence-led policing” in order to imply more human agency (Kop and Klerks 

2009, 4). In their “doctrine ILP,” police researchers recognize that leaving room for police 

expertise to enrich data and results obtained by data-driven systems not only results in more 

comprehensive intelligence but also helps in persuading reluctant police officers of the benefits 

of the new approach.  

In parallel, the formerly regionally organized police teams were merged into one centrally 

organized National Police Corps Netherlands (NPC) (Strategische Beleidsgroep Intelligence 2008). 

This was necessary for the effective implementation of the Dutch variation of ILP. This merger 

enabled a centrally organized national police database, basisvoorziening informatie (basic 

information provision, from now on BVI) by mandating standards for the collection, 

aggregation, and storage of operational and crime-related data. Taken together, the ILP doctrine 

and the centralized formation of the Dutch National Police Force created the conditions for a 

more extensive datafication of policing practice. In the middle of these developments, which 

happened roughly between 2000 and 2010, the Dutch police started some experiments by 

extending systems that were only monitoring certain phenomena, such as numbers of burglaries 

per neighbourhood, with forecasting possibilities (Mali, Bronkhorst-Giesen, and Den Hengst 
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2017). These developments together eventually led to the formation of the 

“Criminaliteitsanticipatiesysteem”(Crime Anticipation System or CAS), which is seen as a logical 

development within the larger context of ILP as implemented by the NPC (Mali, Bronkhorst-

Giesen, and Den Hengst 2017, 16).  

CAS is envisioned as the heart of the Dutch approach to ILP, and its goal is both to predict more 

at-risk areas in a city and, as a result, help the police to work more efficiently (Mali, Bronkhorst-

Giesen, and Den Hengst 2017, 91). Despite non-conclusive results both in terms of efficiency (see 

Mali, Bronkhorst-Giesen, and Den Hengst 2017; Mali 2020) and in terms of user-experience of 

police officers, CAS was made available to all police teams in The Netherlands in May 2017. At 

the end of 2017, at least 110 base teams out of a total of 167 in 6 out of 10 districts had 

incorporated CAS in their working routine (Willems 2017). It could, therefore, be seen as a 

significant factor in determining where and how the Dutch police would perform their 

surveillance and patrols.  

Data and Infrastructures 

The workflow of Intelligence Led Policing, as practiced by the NPC, is envisioned as a cyclical 

process (see Figure 32) in which “signals” are captured in “data”, “data” is provided with a context 

and turned into “information”, which in turn, when combined with other information, can be 

interpreted as “knowledge” (Kop and Klerks 2009, 8–9). When the available “knowledge” is 

combined with experience and operationalized into a plan, it is considered “intelligence” 

(ibidem). “Intelligence” leads to “action”, which in turn results in new “signals” (ibidem). Given 

the cyclical nature of the process, the analysis could be started anywhere in the cycle. However, 

because of the topic and focus of this dissertation, I take the data and its structure as my starting 

point.  

CAS predicts crimes through statistics based on three data sources: BVI (Central Crime Database), 

GBA (Municipal Administration), and CBS (Demographics from Statistics Netherlands) (Mali, 

Bronkhorst-Giesen, and Den Hengst 2017, 177–80). The first type of information is socio-

economic data from CBS. This data focuses on people’s ages, incomes, and the number of social 

benefits receivers in an area. The second type of data comes from the Basisvoorziening 

Informatie (basic information provision, BVI), which hosts information that is gathered by the 

police force itself and focusses on crimes, locations, and known criminals. The third type of data 

comes from the Municipal Administrations (BAG). The data from this source consists of streets 

and addresses, which are not used as predictors, but as a structure for the map on 

which predictions are made. In addition, it often functions as a basis for CBS and BVI data (see 

Figure 33), since BAGs also consists of basic information about all Dutch citizens such as, for 

example, social security number, age, and race-ethnic origins. 
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Figure 32: Cycle of information in the CAS data assemblage as shown in (Kop and Klerks 2009, 8). Translation from bottom to top: 
Signals → Data → Information → Knowledge → Intelligence → Action  

 
Figure 33: Interconnections between different databases used for CAS 

Thus, with its connections to BAG, CBS, and BVI, CAS is embedded in a national and institutional 

data infrastructure. It should be noted that the CBS, GBA, and BVI databases were not made with 

CAS in mind, but rather the other way around. CAS repurposes the data collected for statistical 

and bureaucratic purposes, and is, therefore, tied to the same categorization structures and 

formats these data have. As I have shown in Chapter 1, CBS statistics were created within a 

specific national and historical context producing specific definitions and categorizations relating 
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to the migration background, welfare status etc. of people. Similarly, BVI data emerged within a 

specific organizational context; an organization with longstanding ideas about the relation 

between crime and personal characteristics—including race-ethnicity—of people.76 Both CBS and 

BVI data are recontextualized in CAS through this process of combination.  

The different numbers that constitute the basis of the CAS prediction are called indicators, which 

in the context of this dissertation can be understood as synonymous with proxies. As explained 

by Theodore Porter, an indicator 

typically cannot measure the very thing of interest, but in its place something whose 

movements show a consistent relationship to that thing. Since its purpose is merely to 

indicate as a guide to action, ease of measurement is preferred to meaning or depth. 

(Porter 2015, 34) 

Similarly, in CAS, indicators are an approximation; they are derivative of reality by definition. 

Since “crime risk” in itself is a construction, a virtuality that has not actualized yet, it cannot be 

measured directly and, therefore, has to be inferred on the basis of secondary indicators. The 

best indicators for such an inference are indicators that are themselves measurable and have 

shown that they predictably relate to the phenomenon of interest. In the choice of indicators, 

the police holds itself to three standards: (1) indicators have to be technically compatible with 

the data warehouse of CAS and fit the 125 x 125 meter square structure, (2) indicators have to 

be tactically relevant to increase their predictive value and acceptance of results, and (3) the 

police should be legally allowed to use the indicators in question (Mali, Bronkhorst-Giesen, and 

Den Hengst 2017, 30). While these standards might seem to be logical and suitable rules to 

adhere to, they also show that the selection of data is based first on availability and compatibility, 

then on relevance, and finally on legality. Justifiability on other grounds, such as, for example, 

ethics, equity, or scientific proof, for relations between specific indicators and crime, do not seem 

to be part of the decision model in the evaluation of CAS in 2016.  

An additional point that is often overlooked when reviewing the creation process of a data system 

is that the data used for the system is seldom explicitly gathered for that purpose. Ideally, when 

creating a tool, programmers determine which data would be best to have for the predictions or 

evaluations that they would like to create. If possible, this data is then gathered in order to make 

ways of measuring and the data format fit the intended goals while simultaneously ensuring that 

possible biases and errors will be avoided whenever possible. Due to time and budget 

constraints, this ideal workflow is rarely put into practice, and programmers are often working 

 

 

76 See the paragraph titled From “Known Offenders” to “Suspects” in this chapter for a discussion of this 
organizational discourse. 
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with data that already happens to be part of existing bureaucratic practice, often collected with 

entirely different intentions. Such exhaust data are “inherently produced by a device or system, 

but are usually a byproduct of the main function rather than the primary output” (Kitchin 2014b, 

7). In the case of the police, for example, BVI is a database in which information from a collection 

of different national and international databases77 is made available for police officers and 

analysts to be searched via a system that is referred to as BVI-IB (Andersson Elffers Felix 2014, 

10). Searches can be done via a variety of different search terms related to, for example, license 

plates, ID numbers, names, etc. Information is added to these databases on the basis of historical 

work processes and what officers in the past found sufficiently relevant to enter into these 

databases. Both the information available, as well as the structure in which it is available, are not 

necessarily ideal for the purposes of prediction but rather the best compromise in terms of cost 

and accessibility. In the following sections, I will discuss the different data sources and how they 

are implemented in CAS. 

The first available source of data for the CAS systems is GBA, a municipal database in which all 

inhabitants of a municipality are registered with their addresses and zip codes. This information 

is used to create a map on which risk scores are visualized. This map is divided into blocks of 125 

x 125 meters, a size which was determined through a process of trial and error by halving squares 

each time, starting from 1000 x 1000 meters. 125 x 125 meters proved to be a good compromise 

between precision and practicality. Too big a square would be unworkable for patrolling officers; 

too small a square would have a low hit rate and render it useless in the operationalization of 

crime predictions (Willems 2017). After plotting the squares on a map, all ‘empty’ squares, such 

as squares without houses or companies, and squares consisting of only water, forest, or 

farmland, are removed. Then of each square, it is determined to which zip code it belongs and 

which addresses fall within its borders.  

Next, historical crime data from the BVI database, consisting of addresses, locations, and 

time/date of recent incidents of a specific type, are added. For accurate predictions, it is 

necessary to have a relatively precise time of previous incidents. For pickpocketing and mugging, 

the time is usually quite precise since victims are usually aware of when these take place. For 

burglary, however, it is often much harder to determine since victims are often not home or not 

awake during the incident. Since BVI only works with exact times a rather than with a time 

 

 

77 While it is not the main subject of this chapter, it should be noted that CAS, or even ILP in the Netherlands, does 
not exist in isolation from developments in other countries. For example, the city of Berlin (Germany) has 
implemented a system that is similar to CAS (see A. Meijer, Lorenz, and Wessels 2021). Furthermore, given the ways 
in which national and international databases are already connected, a more international approach to predictive 
policing might emerge in the future. 
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window, the time exactly in the middle of a time window is registered in the database (Willems 

2017). In practice, this usually is the time between leaving and returning home, or between falling 

asleep and waking up. It is unclear whether or not this affects the outcomes of the predictions. 

Another limitation of CAS is the number of incidents of a given type that happen within a 

delimited timeframe. Incidents that do not happen very often, such as murders, or incidents that 

are not always reported, such as rape or the sale of fake drugs, cannot be predicted accurately 

within a spatiotemporal system. CAS is, therefore, only suitable in targeting relatively minor 

criminal offenses that happen relatively often in the broader scope of police tasks. A similar focus 

can be found in BVI and, as I will discuss in the next section, the chosen demographic data from 

CBS. 

Because CAS is operating in an assemblage that emphasizes locations and times, it was 

specifically made for the prediction of crimes that can be tied to a particular place and time, such 

as burglary, pickpocketing, mugging, dealing drugs, etc. It is not made to predict or identify 

incidents that are less explicitly tied to locations, such as most types of white collar crime, like 

fraud, extortion, etc. While these different types of crimes are also increasingly investigated and 

fought through digital means (see for example Olsthoorn 2016), these are not the scope of this 

chapter. It should, however, be noted that, while the popular phrase “predictive policing” could, 

in theory, signify the computationally aided prediction of any type of crime, in practice, it usually 

refers to practices in which a computer system is used to manage police officers on patrol in 

fighting relatively minor crimes that happen relatively often. As a result, predictive policing 

assemblages are usually aimed at a specific socially, and economically disadvantaged 

demographic that happens to overlap with the people that commit frequent, minor criminal acts 

the data system can quantify easily in terms of location and time.  

Demographic Indicators 

In order to make predictions about locations, CAS makes use of open demographic data provided 

by CBS (see Figure 34). After determining the zip code of which a square is part, aggregated 

information regarding that zip code area is incorporated in the risk score of a square. CBS 

indicators 1, 2, 3, and 4 refer to the number of inhabitants, men, women, and households in an 

area. Indicators 5, 7, 8, 9, 10, and 11 refer to the composition of the households, the average 

number of people in a household, any children living at that address, one- or two-parent 

household. Indicators 11 and 12 refer to the property values in an area and how many properties 

are currently empty. The next three indicators (14, 15, and 16) are about the number of people 

that receive an income, including social benefits, and the total income in an area.  

Given the size of the squares, the system functions most optimally in urban areas; in rural areas, 

the number of people and households might not be statistically valid. In addition, a predisposition 

can be seen towards more normative shapes of families since the system distinguishes between 



145 
 

single-parent and two-parent households and economic factors. This preoccupation of CAS with 

household composition gives the impression that the police consider both criminals and/or 

victims more likely to be a part of what is often described as a “broken home.” Because of the 

indicator regarding the recipients of social benefits, it seems as if people with lower socio-

economic status have a higher likelihood of criminal behaviour or victimhood, as the other socio-

economic end of the spectrum is not part of the system (i.e., there is no indicator mentioning the 

number of millionaires). 

Nr. Explanation 

1 Number of inhabitants in the zip code area 

2 Number of men in the zip code area 

3 Number of women in the zip code area 

4 Number of households in the zip code area 

5 Average size of households in the zip code area 

6 Number of non-Western “allochtonen” in zip code area (removed before 2017) 

7 Number of one-person households in the zip code area 

8 Number of one-parent households in the zip code area 

9 Number of multiple person households without children in the zip code area 

10 Number of two-parent households in the zip code area 

11 The average age in the zip code area 

12 The housing stock in the zip code area 

13 Average property value in the zip code area 

14 Number of income recipients 

15 Number of social benefits recipients in the zip code area 

16 Fiscal monthly income in the zip code area 
Figure 34: Indicators used in CAS, acquired from CBS. 

The final indicator that should be mentioned is indicator number 6 (see Figure 34), which consists 

of the number of what was then called niet-Westerse allochtonen, or people with a non-Western 

migration background. The police removed this indicator from CAS in 2017. For this part of CAS, 

the system was tied to the already existing CBS data infrastructure. This means that most 

statistics were created within the “allochtoon”/”autochtoon” dichotomy. What is striking in CAS 

2015 is not only the presence of an indicator for the number of “niet-Westerse allochtonen,” but 

also the absence of an indicator for “Westerse allochtonen” or “autochtonen.” In CAS 2017, the 

indicator regarding “niet-Westerse allochtonen” was removed from the systems. While no 

official reason was provided for this change, literature on the relationship between migration 

background and crime does make several suggestions. 

First, race-ethnic origins could be unsuitable as a predictor for crime. A 2014 study on the 

criminal behavior of youth aged 12-18 in the Dutch city of Rotterdam could not find a relationship 



 
 

146 
 

between race-ethnic origins and criminal behavior but instead found that the specific 

neighborhoods where people lived were a determining factor (see Driessen, Duursma, and 

Broekhuizen 2014). Second, the race-ethnic origins could not be of any predictive value since 

possible suspects are still implicitly woven in the system through the other indicators, making it 

unnecessary to have race-ethnicity in the list of indicators explicitly. CAS 2017 could still be race-

ethnically biased while no longer explicitly taking into account the race-ethnic origins of people 

living in a neighbourhood, implicitly, through the other demographic indicators that relate to 

income and family composition, and the location-based approach. After 2016, when more 

specific indicators regarding household composition, income, and known offenders were added, 

indicators regarding race-ethnic origins might have been rendered obsolete, either because race-

ethnicity does not predict crime or because race-ethnicity is entwined to a large extent with 

other, better predictors also present in CAS—i.e., these other indicators could, when taken 

together, be a proxy for race-ethnicity. In this sense, the indicator regarding origins in CAS 2015, 

at the very least, indicates the ways of thinking of police officers pre-2015, something I will 

address in more depth in the next paragraph on BVI and its relation to the choices made by police 

officers in the street. 

Another implication of the understanding of crime as a phenomenon through an algorithmically 

calculated combination of different indicators in CAS is that it works in an inherently 

intersectional way. The concept of intersectionality points at the way in which various identity 

characteristics overlap and, as a result, shape specific experiences of oppression (see Crenshaw 

1990). In the case of policing in general, and CAS in particular, race-ethnicity and class are used 

in conjunction with each other and, therefore, create and worsen the oppression of people that 

are disadvantaged both in terms of race-ethnicity and socio-economic status. This “transcoded 

form of intersectionality” (Cheney-Lippold 2017, 78) plays an important role in the construction 

of “crime risk” as an indicator, and as I will show in the next section, is in a constant feedback 

loop with less technologically advanced biases in the work practice of the Dutch police.  

From “Known Offenders” to “Suspects” 

All indicators extracted from the BVI database refer to data about previously convicted criminals 

or so-called “known offenders.” For each square in CAS, first, the distance to the home of the 

closest “known offender” is calculated (see Figure 35, indicator 1). The remaining two indicators 

refer to the number of known offenders active within the past six months that live within 500 

and 1000 meters of a square respectively. In the indicator list of CAS 2017, the term “known 

offenders” has been replaced with the term “suspects” for categories that still bear the same 

definition. Although the label still refers to precisely the same category, the word “suspect” has 

a distinctly different meaning than the label “known offender.” Legally speaking, the word 

“suspect” is reserved for people of whom “a reasonable suspicion of guilt to a criminal offense is 

assumed through facts and circumstances” (CBS 2018a, translation by the author). This 
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classification is, therefore, not valid before a crime has been committed. One could even question 

whether or not the use of these indicators is in conflict with the principle of letting someone start 

over with a clean slate after punishment and rehabilitation. 

Nr. Explanation 

1 Distance in km of the address of the closest known offender (suspect) of an incident who 

has been active in the past six months 

2 Number of known offenders (suspects) of an incident who have been active in the past 

six months and that live within a 500-meter radius 

3 Number of known offenders (suspects) of an incident who have been active in the past 

six months and that live within a 1000-meter radius 
Figure 35: BVI indicators used for each CAS square. 

By analyzing data mentioned in the BVI-section of CAS, we can see how the police understand 

criminal behavior and which contextual aspects are regarded as important or influential to this 

criminal behaviour. By discussing recent anthropological and ethnographic work in the section 

about ethnic profiling, I will argue that the indicators used to predict crime in CAS are not new 

discoveries but rather datafied continuities and combinations of indicators that police officers 

have used in their work on the street for a long time.  

Workflow 

The predictions made by CAS are based on the types of data that have been discussed in the 

previous paragraphs. These indicators, maps, and time frames are first transformed into a 

visualized prediction by the CAS algorithm. In a second step, they are interpreted and ‘enriched,’ 

a process of adding information, by data officers. In this section, I will discuss these two steps 

and explain how they are embedded in the CAS assemblage. 

CAS visualizes results in a standardized way for all police departments throughout The 

Netherlands. The system constructs so-called heat maps—maps illustrating which places have a 

higher risk for high-impact crimes. These heat maps show blocks that are left blank when the risk 

is either low or nonexistent; similar to the case of Leefbaarometer discussed in the previous 

chapter, the colour codes become darker when the calculated risk of a crime increases. Different 

colours correspond to different crimes (see Figure 36). Only the top three percent of high-risk 

areas will be colour-coded to relate the number of coloured fields to the capacities of a police 

force. Tagging more than three percent of coloured areas would be unworkable for the average 

police district. In addition to the heatmap, CAS provides a simple line-graph where the x-ax shows 

time (of a single day or week) and the y-ax shows the likelihood of a high-impact crime 

happening. The graph that shows time and risk is relatively easy to read, but this might come at 

a cost. Because of the aforementioned problem to determine the time and date of a burglary, 

the police use an average time in their report. When a burglary victim leaves their home at 8 A.M. 
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and comes home at 6 P.M., the crime report will state that the burglary happened at 1 P.M. 

(Willems 2017). Eventually, the graph in CAS may not show a reliable prediction for when the risk 

is high for a crime such as burglary, but more when the risk is higher of “people being halfway 

through their workday.” Because CAS functions as a black box, the information officers using CAS, 

who do not have the option to look up the data used in the construction of this graph, can 

therefore not reflect on which correlations cause CAS to make particular predictions, even when 

they would consider this relevant.  

  

Figure 36: Picture of the interface of CAS. Colour code for risk factors: red = burglary; green = street robbery; blue = disturbance 
by youth; pink = bicycle/scooter theft. 

The second visualization within CAS is a grid map (see Figure 36), which is often used in other 

predictive policing systems. As stated before, the squares with the highest opacity represent the 

areas with the highest risk for a particular crime to take place, less opaque squares have medium 

risk, and nearly transparent squares have a low but mentionable risk. The only specifics or filters 

a user of CAS can add within the grid map visualization is a type of crime. This map will then only 

show the predicted amount of risk for that selected type of crime. A user cannot, for example, 

select a square or a crime and receive more in-depth information about the factors which are 

most important in determining the prediction. In other words, the user cannot see if a risk is 

predicted on the basis of a stable variable or because of a more changeable or unstable variable, 

such as the presence of a known offender. Especially in the early stages of CAS, often the same 

three percent of squares would light up, leaving the impression that some combination of 

undeterminable factors was causing the risk always to be high for specific areas. 

The role of the data officer is to use the visualizations in CAS as a starting point, and from there, 

to try to explore and retrieve the background of the risks in certain areas (Doeleman et al. 2019). 

Data officers are able to use other databases or sources from within police departments. At the 

end of their search, they come up with possible explanations for specific risks. In a way, they 
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enrich the results presented by CAS because they do not only use the results from CAS or 

information from the BVI but also use their contextual knowledge about the area and their 

expertise on crime to look for possible causational effects. In addition, they can add 

unpredictable events that are not part of CAS, such as football matches of the cities home team 

or music festivals, and determine autonomously to what extent this influences the prediction. It 

should be added that the function of visualizing large amounts of data is to make information 

more accessible and readable for people. This is also the function of the graph and the grid map 

within CAS. Processing and calculating all the variables and data as quickly as CAS can, would, 

after all, be impossible for a police officer. However, data visualizations are inherently simplified, 

and some elements are left out or become obscure (Drucker 2011; Kennedy and Hill 2018). Trying 

to understand something as complex as crime by consulting a simple visualization could be 

challenging and is prone to a loss of nuance and misinterpretation (for examples from the Los 

Angeles Police Department, see Brayne 2021, 56–73). The NPC argues that giving data officers 

little extra information with the visualization and specifics of the predictions made by CAS works 

more efficiently. The idea is that since data officers have to rely on their own 

expertise/experience rather than being closely guided by the results of CAS, they are stimulated 

to research identified risk areas in a more open-minded way. Data officers, therefore, do not see 

why a square is coloured, and are forced to investigate this themselves, for example, by checking 

if crimes have occurred in that area recently or whether something else has been going on 

(Doeleman et al. 2019). 

One could conclude through this analysis that the CAS interface stimulates users to search for 

additional information from different databases and sources to enrich the predictions and maps 

made by CAS. The visualization of results within CAS is kept simple, and the numbers of options 

given to users to explore these visualizations are small. In other words, the Dutch police have 

consciously chosen to keep this system relatively uncomplicated for users, not providing much 

additional information on high-risk areas. Therefore, we should not merely consider the ideal 

work process of the data officer but always consider the emerging risks of police employees 

skipping the time-consuming process of data enrichment. The very availability of the system, 

combined with affordances and limitations that keep its users in the dark on purpose, create the 

temptation of uncritical use of predictions. It should be noted that the larger context of the 

current discussions on issues of work pressure (see Torre et al. 2011, 29–33), the shortage of 

personnel within the Dutch National Police (see NOS 2017; R. Meijer 2017), and the interaction 

of these developments with datafied practices is beyond the scope of this investigation. 

However, recent research indicates that people working in algorithm-assisted jobs, when in 

doubt, and, more importantly, under time pressure, tend to trust an algorithm more than their 

own expertise (see for example, Eubanks 2018 on the “Alegheny algorithm”). Police officers, 

policymakers, and researchers should, therefore, be advised to continue to pay attention to how 

various algorithmically aided work processes are translated from policy into daily practices. In 
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the next section, I will discuss research on how race-ethnicity is operationalized in the daily work 

practices of Dutch police officers. 

CAS in the Context of Ethnic Profiling in the Netherlands 
The relevance of race-ethnicity in Dutch policing practices has been a controversial topic for a 

rather long time. Reports about possible discriminatory behaviour of police officers can be found 

from at least as early as 1978 (see Esmeijer and Luning 1978). However, until today evaluation 

reports still cannot give any conclusive evidence for or against the existence of discriminatory 

practices. One of the limiting factors in the possibility for investigations into racial profiling in the 

context of Dutch policing is the lack of a structural effort to gather information about reasons for 

police to stop, search, and arrest a person, combined with data about that person’s appearance 

or migration background. Furthermore, since Dutch researchers generally feel an uneasiness 

concerning the concept of race 78 and, therefore, tend to avoid it, the use of “race” and skin 

colour in profiling practices is often defined in terms of “ethnicity”, making it easier for 

organizations working with this term to deny working with racial categories. As a result, studies 

about discriminatory policing practices in the Netherlands usually frame this in terms of “ethnic 

profiling” (see for example Amnesty International 2013, 5). To understand the organizational and 

cultural context in which CAS has been implemented, we should, therefore, take into account the 

available recent research on the topic of “ethnic profiling”. In this section I will discuss recent 

anthropological and ethnographic studies from Sinan Çankaya and Paul Mutsaers, as well as 

police evaluation reports, and reports from NGO’s such as Amnesty International. 

In his extensive ethnographic fieldwork, cultural anthropologist Sinan Çankaya joined police 

officers on patrol and observed their decision-making process (Çankaya 2012; 2015). He found 

out that what he calls “street-level bureaucrats” use three physical categorizations to determine 

whether or not to stop and interrogate someone (see Figure 37). The characteristics of what 

Çankaya calls the “biological body” and the “disobedient body” can be seen as real-life parallels 

of the demographic information of CBS and the “known offenders” data from the BVI. Police 

officers match this information with the time and location to determine whether or not there is a 

mismatch and a need for action (Çankaya 2012, 74–76). In addition, Çankaya found that race-

ethnicity plays an important role both in decision making during patrols and in the self-

identification of the police force as white and autochtoon (see Çankaya 2015; Gowricharn and 

Çankaya 2017). When we take the work practice and organizational culture of the police, as 

described by Çankaya, into account, it becomes clear that CAS closely resembles the datafied 

 

 

78 Further discussion on this uneasiness can be found in Chapter 1 in the paragraph about racialization. 
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extension of the physical practice of profiling, which includes personal characteristics that relate 

to race-ethnicity. 

 
Figure 37: Part of the decision-making process of Dutch police officers (Çankaya 2012, p. 78) 

The findings of Sinan Çankaya are corroborated by several other studies of scholars, NGO’s and 

the police themselves. In a report on the risks of “proactive” policing, Amnesty International 

(2013) advises the Dutch government against proactive policing policies, which according to 

them, increase the likelihood of ethnic profiling. Van der Leun and van der Woude (2011, 444–

45) come to a similar conclusion in their investigation into the increased interest of the police in 

preventing crime. The increased possibilities for police officers to use their discretionary powers 

could come at a cost. Discretionary powers allow officers to make their own decisions without 

any necessity for substantiation, meaning they do not need to follow any protocol or rules in 

their decisions to stop and search an individual. In theory, this increases the risk of personal, and 

by extension, organizational biases against stigmatized minority groups (Eijkman 2010; van der 

Woude and van der Leun 2013). In follow-up research, empirical data showed no evidence of 

ethnic profiling (van der Leun et al. 2014). The researchers do, however, recognize that, due to a 

large number of migrants in two of their three neighborhood measurements, “migration 

background is not a distinguishing characteristic” (van der Leun et al. 2014, 41). This might 

indicate that police officers do not single out people individually, but rather target people with a 

migration background as a group. In a 2021 report, however, after comparing data about self-

reported criminal behaviour and statistical information about the ethnicity of crime suspects, 

sociologists Willemijn Bezemer and Arjen Leerkes (2021) concluded that—after controlling for 

criminal behaviour—youth with a migration background was between 2 and 3 times more likely 

to be a suspect in a criminal investigation. To clarify, this means that for the same behaviour, 

youth with a Dutch background is between 2 and 3 times less likely to be suspected of a crime. 
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Bezemer and Leerkes clearly state that this is most likely caused by ethnic discrimination, but are 

unable, due to methodological limitations, to comment on whether police officers or concerned 

members of the public calling in disturbances are the main source for this discrepancy (Bezemer 

and Leerkes 2021, 75).  

Furthermore, while working with the police in The Netherlands, anthropologist Paul Mutsaers 

(2015) found that migrant groups were often deemed “target groups” and identified that they 

were often treated differently from people with a Dutch background in similar situations. For 

example, during routine checks in an “average” Dutch neighborhood where 6% of the population 

had a migration background, people who forgot their drivers' license were allowed to call their 

spouses to bring it over and got away with a warning. In a lower-class neighbourhood in which 

about half of the people had a migration background, a zero-tolerance policy was applied, and 

even people with broken bicycle lighting were fined (Mutsaers 2015, 43). The definition of 

migrants as a “target group,” combined with a less lenient approach in terms of punishment, are 

ways in which people with a migration background show up more in crime statistics and 

conversely end up in computer systems as targets, “suspects,” and “high risk.”  

Popular and political discourses are partly complicit in shaping crime statistics. Referencing 

Fabienne Brion (2004; 2005), van der Leun et al. explain that crime databases are not suited for 

the investigation of crime statistics, since they are the “result and product of official discourse” 

(van der Leun et al. 2010, 111). Therefore, the share of those statistics that should be ascribed to 

migrants too, is not only the result of the supposed criminality of particular groups in society, but 

just as well reflects the significance of race-ethnicity in how police understand crime. Because 

the police organization, individual police officers, and CAS are largely aligned in the basis for their 

decision-making processes, to speak of the risks of creating feedback loops that place 

marginalized people at a disadvantage is rather euphemistic. The organizational focus on 

economically disadvantaged people and the practice of race-ethnic profiling combined with 

datafied risk management can quite literally be understood as “cumulative disadvantage”(Gandy 

2016). Cumulative disadvantage creates and reinforces differences in the quality of life of 

different groups. Discrimination in this sense automatically creates inequality which builds upon 

itself, hence creating cumulative disadvantage (Gandy 2016, 55). 

Predictive Policing and Technologically Mediated Racialization 
As I have shown in the previous sections, race-ethnicity has played an—often tacit—role in the 

ways in which police personnel was managed and police officers make their judgments on the 

streets. In addition, at the inception of CAS, race-ethnicity was explicitly made part of the 

indicators that were used to predict crime. However, while the indicator “percentage of non-

Western allochtonen” was removed from the CAS system in 2017, the data system is still in 

interaction with the other parts of the CAS assemblage. The removal of one indicator, therefore, 
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did not mean that the process of racialization mediated by the CAS assemblage was eliminated 

then and there. Unfortunately, official information about how policing practices that include CAS 

relate to race-ethnicity and whether or not these practices still feature forms of technologically 

mediated racialization is absent. However, despite the absence of structured information about 

ethnic profiling in the work practice of Dutch police officers we can conclude that, to speak in 

algorithmic terms, the combination of CAS and the organizational culture of the Dutch police are 

1) at risk of racial and ethnic profiling practices, and 2) lack proper institutional structures to 

prevent racial and ethnic profiling.  

On an instrumental level (i.e. approaching a system in terms of its purpose and efficiency), CAS 

was explicitly connecting crime to race-ethnicity in the period before 2017. It did so by employing 

one category in particular, “percentage of non-Western allochtonen,” as an indicator in its 

assessment of the risk of burglary, robbery, and other “high impact crimes” committed in areas 

of a city. In doing so, CAS used the race-ethnic category as the digital variant of a stereotype, 

increasing the chance of people with a non-Western migration background of being subjected to 

surveillance while decreasing the chance of people with a Western or Dutch migration 

background to be subjected to a similar treatment. When looking merely at CAS as an individual 

data system, the removal of race-ethnic categorizations in the iterations of CAS after 2017 seems 

to reduce the risk of a datafied form of ethnic profiling. However, by considering CAS in relation 

to the available research on the prevalence of ethnic profiling by Dutch police officers, it becomes 

clear that race-ethnicity as a factor can easily seep into the calculations of a system like CAS.  

On an epistemological level (i.e. considering a system as a knowledge producing agent with a 

particular perspective), I have shown that CAS does not exist apart from cultural and societal 

norms. As Lisa Gitelman emphasizes in the title of her edited volume “Raw data is an oxymoron” 

(Gitelman 2013), all data is situated in a particular history, context, and institutional form, which 

together make up what is seen as relevant, irrelevant, subjective, or objective. The misconception 

here is that data-driven systems are based on data that includes everything and/or is exhaustive. 

As Rob Kitchin (2014a, 4) states clearly: 

Big Data may seek to be exhaustive, capturing a whole domain and providing full resolution, 

it is both a representation and a sample, shaped by the technology and platform used, the 

data ontology employed and the regulatory environment. (Kitchin 2014a, 4) 

This is also the case with the data selection in CAS. Choices of certain data sets are made on the 

basis of technical compatibility, tactical relevance, and legal grounds. This creates a significant 

reduction in the number of available indicators that were severely limited in their coverage of 

real-world phenomena to begin with. While the chosen indicators might be relatively good in 

relation to what is available, the choice is, nevertheless, always shaped by existing 

categorizations, bureaucratic practices, and epistemic culture.  
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In addition, one could add that the selection criteria still lack any ethical consideration and 

consideration of what happens once data are entered into a predictive system. With reference 

to legal scholar Lior Jacob Strahilevic (2008a; 2008b) and statistical epidemiologist Sander 

Greenland (2002), communication scholar Oscar H. Gandy (2016, 62–65) argues that some 

indicators, such as race or ethnicity, could best not be used in predictive systems, not because 

they are bad predictors, but because it would be unethical to use non-causal factors. While race-

ethnic indicators were removed from CAS in 2017, it could be argued that this line of reasoning 

also applies to other indicators, such as, for example, the number of welfare recipients in an area. 

Not only would the intersectional nature of algorithmic calculations turn other indicators into 

proxies for race-ethnicity, they could and would themselves become new human characteristics 

available for “purposes of racial signification” (Omi and Winant 2015). This shows one of the 

fundamental criticisms of predictive policing and other forms of “statistical discrimination” 

(Gandy 2016), as the discussion should not be about this or that data point, but rather about 

what the process of predictive policing does to those data. In this understanding, as explained by 

the media scholar Joshua R. Scannell, it is impossible to remove race from policing, because “race 

is an originary policing technology, just as policing is a bedrock racializing technology” (Scannell 

2019, 108). It is the process of technologically mediated racialization that can, and will, turn any 

human characteristic that it can process into a data point that is available for racial signification.  

A similar argument against predictive policing is made by Peter Mantello about what he calls “the 

precrime assemblage”: 

Rather than creating more equitable and fair law enforcement practices and judicial 

processes, the precrime assemblage judges persons not as individuals but rather as 

numerical signifiers—placing them in actuarial categories based on what others have done 

in the past. (Mantello 2016, 9) 

The use of target groups or “actuarial categories” and population characteristics or “numerical 

signifiers” in data-driven systems hide “racial, religious, and often socio-economic disparities 

behind a veneer of scientific impartiality” (Mantello 2016, 8). This means that a system without 

data about population characteristics is not automatically neutral or fair for people with different 

migration backgrounds. As Lum and Isaac show in their analysis of the PredPol algorithm, a 

system that only uses the three data points crime type, location, and time, still produces a racially 

biased prediction (Lum and Isaac 2016). Similarly, CAS is built upon an existing bureaucratic 

infrastructure of NPC, which includes the cultural norms of the organization and its officers. As a 

result, CAS will only be as equal towards all Dutch inhabitants as the data and infrastructure it is 

built on and as the work practice of the police officers that are managed by it.  

Unfortunately, currently available research, especially on the practice of police officers is not 

undecidedly positive (see Çankaya 2015; Mutsaers 2015). Unlike the race-ethnicity of convicted 



155 
 

criminals, quantitative information about the attitudes of police officers towards people with a 

non-Dutch migration background is not structurally measured. Despite numerous reports by 

human rights organizations (see Amnesty International 2013; Controle Alt Delete 2019) and the 

results of qualitative studies about this topic (Çankaya 2012; 2015; Mutsaers 2015), information 

on the scope and ubiquity of ethnic profiling done by the Dutch police, is, still, inconclusive (see 

van der Leun et al. 2014; Molina Espeleta et al. 2021). A recent noteworthy effort to have all 

police officers file reports on their interactions with citizens in a dedicated app failed because 

registrations are not mandatory, and most police officers do not see the urgency or feel the need 

to register such information (see Molenaar et al. 2020). The current practices of the Dutch police 

with regards to race-ethnic matters are, therefore, rather opaque, and the lacuna in knowledge 

makes it hard to hold this organization accountable for its actions.  

Furthermore, on an ontological level (i.e. considering a system in terms of its world and life 

creating capabilities), the lack of information risks the creation of unequal treatment. First, 

people committing the same crimes could end up having very different chances of getting caught, 

which would further feed the system with biased information. Second, when crime becomes 

racialized, particular behaviour becomes suspicious for racial reasons rather than criminal ones. 

A well-known historical example of this is the concept of “mugging,” which became reserved for 

robberies committed by black youth in London in the 1980s (Hall et al. 1978). Stuart Hall and his 

colleagues showed how the prioritization of “muggings” by the London police was just as much 

guided by the skin colour of the delinquents as by the severity of the crimes (Hall et al. 1978, 

325). It should be understood that this does not merely lead to unequal treatment of criminals 

but, more importantly, to the attachment of racial meaning to particular crimes. If only robberies 

committed by black people are considered muggings, and mugging would be quantified by a 

predictive policing system, we would end up with a system that is racially biased without any 

explicit reference to race. Due to the lack of information available about how CAS works and 

interacts with police officers in the street, there is currently no way of knowing whether CAS 

features datafied variants of racial stereotypes and/or datafied variants of behavioural concepts 

that are invested with racial meaning.  

The lack of accountability of the Dutch police in matters that relate to race-ethnicity creates a 

situation in which race-ethnicity is a tacit presence woven into the fabric of the predictive policing 

assemblage. By refraining from making this possibility less likely, the police acts as if the risk of 

producing race-ethnic bias is one worth taking. Since predictive systems make their predictions 

through the operationalization of the apparent unequal distribution of criminal behaviour in 

society, risking this possibility is especially unfair. Instead of aiming to solve the unequal 

distribution of crime, predictive policing assemblages are aimed at exploiting this inequality. As 

explained by digital media scholar Wendy Hui Kyong Chun, by considering the unequal spatial 
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and social distribution of people a naturally occurring form of homophily, digital systems 

introduce 

normativity within a supposedly nonnormative system by presuming that consensus stems 

from similarity; and it makes segregation the default. In valorizing “voluntary” actions, it 

erases historical contingencies, institutional discrimination, and economic realities. (Chun 

2021, 92)  

In short, in order to function,  predictive policing assemblages normalize and need inequality. In 

that sense, predictive policing practices are at odds with any initiative that tries to decrease 

inequality. After all, if an initiative, such as welfare redistribution, results in an equal distribution 

of criminal behaviour, risk profiles become random and, hence, less effective. Arguments such as 

these clearly show how questions with regard to “efficiency” cannot be separated from questions 

with regard to justice and equality. In other words an increase in “efficiency” most likely points 

at increased inequality, rather than at a “better” algorithmic system. In a society that claims to 

strive for equal opportunities, the “efficiency” of a datafied policing assemblage is, therefore, 

something that should be avoided, since it is most likely entangled with an increasingly unequal 

society.  

Conclusion 
In this chapter, I have discussed yet another case in which race-ethnically categorized data made 

available by CBS were appropriated by a governmental institution. I have shown that, while these 

data have since been removed from CAS, the possibility for technologically mediated racialization 

to occur, remains intact. By looking at CAS as part of a predictive policing assemblage that 

includes the practices of patrolling officers, we can see that CAS is at the mercy of the ethical and 

racial awareness of the people that work with it. Given the anthropological and ethnographic 

evidence about the organizational culture of the Dutch police (Çankaya 2015; Mutsaers 2015), 

the CAS assemblage should explicitly not get the benefit of the doubt when it comes to ethnic 

profiling. Furthermore, as I have argued, the specific process through which predictive policing 

assemblages produce meaning about the human characteristics they quantify, is in itself a 

racializing process. Systems such as CAS are not only “using” race-ethnicity, or “reporting on” 

race-ethnicity; they create specific configurations of race-ethnicity that are intimately tied to data 

technologies in a specific cultural context. 

To counteract, or prevent, detrimental effects of predictive policing technologies for 

marginalized groups, we need more thorough processes of accountability pertaining to policing 

in general, and datafied policing in particular. The most striking part in the case of CAS is not so 

much the available information about it, but rather what is not available. Even if we consider CAS 

without reference to possible ethnic profiling, scientific evidence for the usability, accuracy, and 

efficiency of predictive policing seems rather hard to come by, not in the least because of some 
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rather tricky methodological issues that still need to be addressed. When attempting to prevent 

crime from happening, it is difficult to know if one is effective. After all, after a quiet night of 

patrolling without any burglaries taking place, no one knows if the prediction of burglary was 

right or wrong—if crime is prevented, nothing happens; if the prediction is wrong, nothing 

happens. On the contrary, if police officers do catch a burglar, it is hard to know if the predictive 

system was right or lucky. It is, therefore, not surprising that a review of known empirical studies 

of predictive policing systems published before April 2017 did not find any evidence for or against 

the efficiency of predictive policing and did not find any evidence for or against discriminatory 

tendencies of such systems (see A. Meijer and Wessels 2019). The 2017 evaluation report on 

predictive policing practice with CAS did come to similar conclusions as the researchers note that 

they were unable to find any indications that predictive policing leads to decreasing crime or a 

decreasing rise in crime (see Mali, Bronkhorst-Giesen, and Den Hengst 2017, 41). Despite these 

conclusions, CAS is still in use at the time of writing i.e. at the end of 2021.  

What does stand out in the 2017 evaluation of CAS is that the NPC and even the researchers 

seem to be driven by techno-positive and determinist visions. For example, in their discussion of 

the accuracy of CAS, researchers state that the hit rate of 13,5 percent is 4,5 times better than a 

random distribution (Mali, Bronkhorst-Giesen, and Den Hengst 2017, 40). While this might seem 

a good number, especially for a recently developed system, this is not a valuable measurement. 

It is not the comparison with a random distribution that is interesting, but rather the comparison 

with more traditional ways of working. Here, I assume that before the introduction of CAS, the 

police were not just patrolling randomly, but rather used their intuition, and possibly less 

technologically advanced forms of statistical planning. Furthermore, the writers of this report 

state, on the one hand, that they could not find any evidence that predictive policing leads to 

diminishing crime rates, and, on the other, that they do not question if predictive policing should 

be introduced, but rather how the police should do this (Mali, Bronkhorst-Giesen, and Den 

Hengst 2017). Meanwhile, the conclusions of this report are filled with words like “potential,” 

“opportunities,” and “enthusiasm,” where we would want to read “evidence” and “proof” and 

“results.” The report states literally that all performance indicators that were measured, namely 

the number of burglaries, the total number of reported crimes, and the number of mutations 

added to the system by police officers, did not show any effect that could be attributed to CAS 

(Mali, Bronkhorst-Giesen, and Den Hengst 2017, 41) It is, therefore, somewhat surprising that 

while the pilot of the new system concludes that “the subjective perception (…) seems to deviate 

from the more objective findings” (Mali, Bronkhorst-Giesen, and Den Hengst 2017, 41, 

translation by the author), CAS was rolled out nationally only a few months after the publication 

of this report without major changes to its design. As such, CAS is functioning as an assumed self-

fulfilling prophecy that, as of yet, still needs to prove itself. 
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Thus, convincing evidence for the efficiency and usability of CAS is still lacking. Moreover, policy 

goals, benchmarks, or performance indicators are also lacking.79 This makes it very hard to prove 

or disprove that CAS is a valuable addition to the working practice of the Dutch police, which in 

turn also leads to questions about the legitimacy of the decision to implement the system 

nationally (see Rienks and Schuilenburg 2020, 45–46). Combined with the lack of quantitative, 

statistical, and empirical knowledge about the prevalence of ethnic profiling, the lack of 

accountability about CAS creates a situation in which there is no way to know how the police in 

particular, and Dutch society in general, benefit from the implementation of ILP and CAS. 

Whether or not doubts about new systems are legitimate should be of great concern to the Dutch 

police since the very existence of such doubts already delegitimizes their practice and potentially 

creates mistrust in the police. It is, therefore, of the utmost importance that the police create 

suitable checks and balances that can guarantee that this powerful organization can be held 

accountable in case of accidents and misuse. One straightforward way in which the police could 

improve its accountability would be to have clear ethical and methodological guidelines for the 

assessment of new policies, technologies, weapons, and associated working practices. In 

addition, before future testing, it could be decided which results would be considered a success, 

and could possibly lead to the implementation of new tools and practice, and which results would 

lead to redesign and more testing. In addition, certain principles, such as, for example, equity, 

should be part of the design process from the start. After all, technologies equipped with tasks 

as important as aiding in keeping people safe, equality should not merely be an afterthought, but 

instead, a guiding principle. 

  

 

 

79 This was pointed out by the Dutch MP Beukering-Huijbregts of the D66 party in the Parliament’s Lower House and 
confirmed by the Minister of Justice, Grapperhaus (see Grapperhaus, Dekker, and Broekers-Knol 2020, question 
131). 
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Chapter 6: Conclusions and Recommendations 

In this dissertation, I have not only investigated how race-ethnicity is known and used, but also 

how it is produced in relation to governmental data technologies in the Netherlands. I proposed 

to understand the process of what I termed technologically mediated racialization through three 

different approaches: instrumental, epistemological, and ontological. In this concluding chapter, 

I will first answer the main research questions. In the second part of these conclusions, I will 

discuss how debates that are currently going on in most societies that are implementing digital 

technologies in governmental processes, in particular Dutch society, can benefit from the results 

of this research. The current situation of data technologies used in governmental practices, and 

especially the routine use of race-ethnic categories in them, calls for tools aiding in the 

prevention of algorithmically generated racist outcomes, and guidelines for ethical and anti-racist 

uses of categories in situations where they can benefit marginalized groups.  

Systems aimed at benefitting people from marginalized groups is an important topic that I have 

not touched upon in this dissertation. Removing race-ethnic categories can be 

counterproductive, as it would hinder applications aimed at providing possibilities for affirmative 

action. The solution for this apparent paradox can be found in the idea of strategic essentialism, 

a well-theorized concept in in feminist and postcolonial theory, that points at the possibility for 

allowing temporary epistemic inaccuracy in order to strive for the achievement of an anti-racist 

and anti-sexist goal. Thinking through this concept in cases where identity characteristics are 

used in datafied systems might aid in creating situated anti-racist classifications suitable for the 

specific goals for which they are invented. Strategic essentialism is, therefore, a promising 

concept not only for research into race-ethnic classification, but also in policy practice, as an aid 

in pursuing ethical and anti-racist datafied practices. I will show how my analytical process in this 

investigation of technologically mediated racialization - from instrumental use, through 

epistemological critique, to ontological deconstruction - can be inverted and used in the planning, 

evaluation, and design processes of current and future governmental practices that are aided by 

data technologies. In the final part of this chapter, I will discuss several possible future research 

directions that can be derived from the results of this investigation.  

Findings 
When I wrote the proposal for this research between the summer of 2016 and the spring of 2017, 

I did not foresee that during the course of this investigation all the labels of classifications that 

are object of this dissertation would be changed, and the problematic clusters of migration 

backgrounds formerly termed “Westers” and “niet-Westers” would be abolished. The reader 

should, therefore, be aware that while the research questions invite answers that explain a fixed 

situation, in reality the objects of investigation are moving targets. I will, therefore, try not only 

to give answers that pertain to the previous period of about 5 years, but also point at the 



 
 

160 
 

theoretical findings that will remain relevant and pertinent, regardless of future categories and 

labels. For reasons of clarity and readability, I will first answer the sub-questions of this 

investigation before turning to the main research question. In what follows, I will discuss the sub-

questions in the order they were posited in the introduction to this dissertation.  

Categorization 

1. What are the origins of the Dutch race-ethnic categorization system and how are 

its categories defined? 

At the end of 2021, the categorization system used by the Dutch government in general and CBS 

in particular was in a state of flux. Both the labeling practices and the clustering practices that 

had been the standard for the past few decades were being evaluated and replaced (see the 

reports by WRR, Bovens et al. 2016; 2021; R. Jennissen, Bovenkerk, and Engbersen 2021). I will, 

therefore, first reflect on the situation right before these changes were made, and then discuss 

the effects of the changes on the way in which knowledge about migration background is created 

by CBS.  

The main classifications of people that dominated discourses on migration, integration, and many 

other societal developments in the Netherlands were the categories “autochtoon” (for people 

with two parents born in the Netherlands) and “allochtoon” (for people who have at least one 

parent with a place of birth outside of the Netherlands). It should be noted that former colonial 

territories, such as Surinam, Indonesia, and the Dutch Antilles, count as outside the Netherlands 

in this system. Due to the increasingly stigmatizing connotations of the word “allochtoon”, it was 

decided in 2016 to replace the “allochtoon”/”autochtoon” dichotomy with the more neutral 

description of Nederlandse achtergrond, or Dutch background, and migratieachtergrond, or 

migration background. However, as clearly stated on the website of CBS at least until the end of 

2021, while the labels were replaced, their “definition did not change” (CBS 2019, translation by 

author). After all, the underlying human characteristic, the birthplace of parents, was not altered. 

In the context of datafication, this means that the functionality of the categories remains 

unchanged as well. As I will discuss further in the section on the third sub-question, this means 

that third party data systems did not have to change their algorithm, functionalities, or language 

either. The conceptualization of migration background as a data point, and as a human 

characteristic made available for racial signification, was not affected.  

The now abolished subdivision of the classifications “Westerse allochtonen” and “niet-Westerse 

allochtonen” was officially based on the “socio-economic and cultural similarities” of countries 

with the Netherlands. However this division does not consistently follow any specific 

characteristic of selection, such as geography, language, or status as a former colony. As 

explained in Chapter 3 and to a lesser extent in the introduction to this dissertation, the specific 
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way in which the clustering of different migration backgrounds happened can be understood as 

a racializing division. One tell-tale sign of the connection of these classifications with race are the 

words of the influential sociologist Hilda Verweij-Jonker, who stipulated that her choice of the 

collection of migration backgrounds in a report was based on a “striking appearance - especially 

the skin color” and on the “strange” and for Dutch people “incomprehensible” language that 

people spoke (Verweij-Jonker 1971, 7). This resulted in a cluster of categorizations in which the 

label “non-Western” was used from the 1990s onwards, for migration backgrounds of groups 

that were considered problematic in the Netherlands. Generally speaking, the label “Western” 

was used for migration backgrounds that fit the ideal type of the affluent, racially white, Christian 

person. The rather arbitrary application of these principles led to, for example, a different 

classification for the former colonies Indonesia, that was considered “Western”, and Surinam, 

that was considered non-Western.  

The abolishment of the adjectives “Western” and “non-Western” followed a different trajectory 

than the noun “allochtoon” did. In 2016, they were first replaced by “people with a Western 

migration background” and “people with a non-Western migration background”. In 2021, the 

subdivision was abolished entirely, after a report by the Scientific Council for Government Policy 

(WRR) explained that there is no scientific substantiation for it, even though the pair of concepts 

was still used often by researchers and civil servants (Bovens et al. 2021, 9). This is no minor 

verdict and it does raise the question why it was ever implemented.  

The implementation of the classifications in various policy directives and digital applications can, 

at least in part, be explained by the classifications having been the default structure for many 

different statistics about socio-economic phenomena. This default structure did not only 

manifest itself in public discourse about topics where researchers and civil servants felt the need 

to distinguish between different migration backgrounds, but also in the technical infrastructure 

made available to citizens, researchers, and journalists. While labels and clusters have undergone 

a transformation in the past several years, the way in which this information is made available is 

still very similar. In the answer to the next sub-question, I will address this technical infrastructure 

in more detail. 

Datafication 

2. How are race-ethnic categorization systems in the Netherlands datafied by 

government institutions? 

Like most information collected by CBS, race-ethnic information became increasingly datafied. 

The process of datafication is understood in this dissertation as the transformation of all aspects 

of life into quantifiable data (Mayer-Schönberger and Cukier 2013). In the case of CBS, the most 

significant changes in this regard happened during and after the census of 1970, when, for the 
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first time, counting no longer took place by visiting people in person, but by adding up the 

registrations of municipalities. This made the process of counting and processing data much 

easier and cheaper. Like all other information that was gathered from citizens, race-ethnicity 

became a data point, available to be matched with any socio-economic or cultural variable with 

which it can be paired.  

On an instrumental level, technological developments of the 80s and 90s, made it possible for 

CBS to also start sharing statistics with third parties by digital means. First, statistics were made 

available on physical data carriers, such as CD-Roms, and later via the internet. The creation of 

an API (application programming interface) created the possibility for third parties to create their 

own services, interfaces, and knowledge producing applications with CBS data. Another 

affordance of race-ethnic data available through an API, is that it is easier to combine it with 

other context-specific data. The uses of such data have become quite widespread, as can be seen 

from the case studies in Chapters 4 and 5, and in the recent scandal concerning SyRI (see van 

Schendel 2019) and the algorithmic system used by the Dutch Tax and Customs Administration 

in the “childcare benefits affair” (see Autoriteit Persoonsgegevens 2020).  

On an epistemological level, as can be seen from the case-studies in this dissertation, the 

datafication of race-ethnicity by an important Dutch institution such as CBS creates its own 

ethical problems, regardless of the ways in which people are categorized. Since CBS is viewed as 

an objective provider of information, the very availability of information legitimizes its use. 

Furthermore, the availability of information in a particular structure—whether it be through the 

“allochtoon”/”autochtoon” dichotomy or in any other way—creates the impression that this 

information is in itself neutral, independent of the ways in which it is reused. This neutral and 

objective appearance is reflected in the different applications in which race-ethnic information 

has been reused in different parts of the government, such as fraud detection, crime prediction, 

and the calculation of livability. This shows that governmental organizations treat race-ethnicity 

like any other datapoint made available for use, seemingly without being aware of the sensitive 

nature of information about migration background, and the risks associated with its use.  

Appropriation 

3. How are race-ethnically categorized data appropriated by governmental and 

non-governmental organizations? 

In theory, the availability of race-ethnically sorted open data makes it useful for many different 

purposes. The scope of this dissertation has been limited to a few specific cases that can be seen 

as archetypal situations in which data is repurposed. The first type of reuse is by rightwing 

politicians and media. As I have shown in earlier work with other colleagues, the interface of CBS 

allows for the customization of data selection and visualizations, a feature which is regularly used 
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by rightwing politicians to share socio-economic “facts” about the lives of people with a migration 

background (see Muis et al. 2019). The affordances of the CBS interface allow for a strategic 

selection of data to make a situation seem more alarming. Furthermore, the connection of race-

ethnicity with any other socio-economic phenomenon gives the illusion of a causal relation, 

where in most situations the only proven fact is a correlation.  

However, as I have shown in the case-study of the Allochtonenmeter, the options of the CBS 

interface are not limited to the static display of this or that table. The available open data allows 

for the creation of interactive stand alone applications. In the case of the Allochtonenmeter, a 

relatively simple search algorithm returns the percentage of “non-Western allochtonen” in a 

postal code area. Both the “Allochtoon-O-meter” once featured on the alt-right news site 

Geenstijl, and the independent Allochtonenmeter communicate their connection with ethno-

nationalist and racist discourse through their interface and accompanying explanations. It could 

be argued that, in a cruel way, the Allochtonenmeters are producing knowledge that is situated 

to some extent. At the very least, the applications are rather obvious in communicating their 

political affiliations and/or non-neutral position, and their only claim to objectivity is constructed 

by relating the information to the CBS infrastructure.  

In contrast, the communication of positionality is nowhere to be seen in government applications 

such as the Leefbaarometer. This application with a map of the Netherlands features several 

elements, such as the prominent government logo, and a professional and neutral-looking 

interface, that together communicate an impartial and objective view on reality. However, 

hidden underneath this sheen of objectivity are indicators and an algorithm that shows similar 

prejudices as the information presented in the Allochtonenmeters. First, while the 

Leefbaarometer comes of as a measurement of a particular objective phenomenon, it is actually 

a prediction of a situated socio-technical construction that is called “livability”. This “livability” is, 

amongst many other indicators, related to the migration backgrounds of people that live in an 

area. A structural penalty is given for the presence of people with a migration background and 

the only group not represented in the system is the group that does have an impact on the score: 

people with a Dutch background.  

To make matters worse, at the end of 2021, the explanations of the calculations on the website, 

still use the abolished and stigmatizing words “allochtoon” and “autochtoon”. Since the data on 

which the system is based, was updated in 2018, that is, after the imposed vocabulary change, 

the unchanged labels communicate a particularly ignorant attitude towards issues concerning 

race-ethnicity. This shows how merely changing labels of data in Open Data infrastructure—like 

the one provided by CBS, which is explicitly designed to create possibilities for the reuse and 

recontextualization of data—, is rather irrelevant in a datafied context, as this leaves the function 

and operationalization of particular data intact. In a datafied society, it is the racializing function 

of a category, and not so much a stigmatizing label, that does the most damage. Therefore, the 
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choice to replace labels in 2016, and not the definitions of racialized categories, changed nothing 

in processes of technologically mediated racialization.  

The case of the Crime Anticipation System of the Dutch National Police Corps shows how race-

ethnicity can play a role in the performance of a data assemblage, even when race-ethnic data is 

not explicitly embedded in a data system that is part of that assemblage. The interaction between 

a predictive system and the work practice of police officers can produce racializing outcomes, 

due to the possible presence of human prejudices that are not accounted for. While there is 

abundant social, ethnographic, and anthropological evidence that profiling based on race-

ethnicity does happen in the work practice of the Dutch police, there are still no systems or 

policies in place to structurally monitor the performance of the police in this matter. When such 

practice is combined with a predictive system, the assemblage as a whole is at risk of producing 

unfair outcomes for stigmatized groups of people in particular. 

The Practices and Consequences of the Datafication of Race-ethnicity 

Main question: What are the practices and consequences of the datafication of 

race-ethnic categories in the Netherlands? 

Through the infrastructural inversion that encompasses the history of race-ethnic categorization 

in Chapter 3, combined with the case studies in Chapters 4 and 5, I have shown that 

technologically mediated racialization is a distributed process that is enacted throughout the 

Dutch governmental data assemblage as a whole. However, CBS does play a central, 

infrastructural, role in this process by providing the technical and epistemological infrastructure 

that affords data and knowledge distribution. In doing so, it lays the ground work for a conception 

of Dutchness that is intimately tied to the technological infrastructure that mediates it. In the 

following three paragraphs, I will go through the implications of this technologically mediated 

racialization through the, by now, familiar three approaches. 

Through the instrumental approach, I have shown that the availability of race-ethnic data in the 

infrastructure of CBS in itself makes that it is conceived as a regular data point like any other. Like 

assigned sex, date of birth, and place of birth, the migration background of all Dutch people is 

routinely taken from municipal registrations and processed into many different statistics. These 

statistics are then made available by CBS for any person or organization that is interested in 

reading, recombining, and processing this information. As can be seen in the case studies of 

Chapters 4 and 5, as well as in the news about recent scandals concerning the discrimination of 

people with a migration background by various Dutch governmental agencies (see Uitermark, 

Hochstenbach, and van Gent 2017; van Schendel 2019; Autoriteit Persoonsgegevens 2020), the 

affordances for this reuse of data were actually implemented in various applications. In most 

situations, it is unclear why the explicit choice was made to include information about migration 
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background, and what this information has to add to the systems. In these situations, the 

instrumentalization of race-ethnicity amounts to the increasing racialization and stigmatization 

of people with a migration background in general, and people with a “non-Western” migration 

background in particular. Such an instrumentalization of race-ethnicity in algorithmic systems, 

therefore, inevitably leads to the production of race-ethnically biased results in situations that 

should otherwise be treated equally.  

On an epistemological level, the datafication of statistics based on race-ethnicity creates a 

situation in which applications built on the central infrastructure are encouraged to use the same 

categorizations and clustering as the larger infrastructure that it is connected to. Such a 

construction forces a standardized race-ethnic layer as a frame on a variety of different social 

phenomena, ranging from crime and livability to initiatives aimed at improving diversity and 

inclusion. From a usability, data, and infrastructural perspective this practice makes sense. After 

all, the possibilities for the recombination and reuse of data points is made much easier when all 

parts in an assemblage use the same technical standards and definitions. From a sociological 

perspective, however, forcing a standard frame on a variety of different social and cultural 

problems in a variety of different contexts might be rather ineffective as it structurally limits the 

scope of knowledge production to parameters often set years in advance, and very often set from 

the ideologically dominant perspective. As a result, the categorizations used are most suitable 

for racializing uses; that is, for practices with which the categories already have discursive 

connections, such as topics relating to integration, policing, and poverty. The Dutch Scientific 

Council for Government Policy (WRR) acknowledges this problem by stating that replacing the 

categorizations and clusters “autochtoon”, “allochtoon”, Westers, and niet-Westers” should 

ideally not be done with one generic system, but rather by “using a multiplicity of clusters and 

terms” (Bovens et al. 2016, 66, translation by the author) dependent on the social issue at hand. 

However, as I have shown in Chapter 4 and Chapter 5, this suggestion completely contradicts the 

ongoing project of the datafication of race-ethnicity that is currently undertaken by various Dutch 

governmental institutions. Since their process was, until recently, largely driven by an increasing 

generalization and infrastructuralization of standardized race-ethnic terminology. 

In an attempt to thwart the effects of the now racialized race-ethnic clusters of “autochtoon”, 

“Westerse allochtoon”, and “niet-Westerse allochtoon” the Dutch government decided to 

abolish the labels, without removing the categories and clusters. As I have shown in Chapter 4 in 

particular, this abolishment of labels in a datafied context amounts to a form of colonial 

aphasia—explained as “a loss of access that may verge on active dissociation” (Stoler 2016, 12)—

in two distinct ways. A first form of colonial aphasia can be found in the apparent hard break in 

racializing discourse that is effectuated by a vocabulary change. When such a vocabulary change 

is not combined with a change in categorization and clustering practice, racializing processes do 

not disappear, but become more difficult to address. When the “old” idiom becomes a forbidden 
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discourse, appeals for anti-racist policies that take into account particular racialized human 

characteristics, such as skin colour or migration background, start to sound rude and become 

more difficult to distinguish from racist discourse and conduct. While it is true that people should 

not be forced into race-ethnic categories by the government, we should recognize that making 

the discourse “not done” also makes it impossible to address ongoing discrimination in a society 

in which those race-ethnic identities are made real on a daily basis.  

A second form of colonial aphasia is caused by the datafication of race-ethnicity, which creates 

the possibility for the decontextualized use of race-ethnic data. Race becomes just one of many 

decontextualized datapoints about which correlation trumps causation. The labels given to 

datapoints at the beginning of the datafied pipeline are irrelevant further down the line of data 

processing. Not only are the specific datapoints that are used in an algorithm often obfuscated 

by the interface and visualizations that communicate the outcomes of a process, third parties 

that appropriate data for a new purpose can easily continue to use abolished vocabulary if they 

feel like it. Labels, classifications, and clusters should, therefore, not only be considered within 

their original context, but also in terms of the possible combinations that they can engage in 

through practices of datafication; the possibility of so-called context collapse80 should not merely 

be thought of as a possibility, but as a structuring principle and, therefore, as an inevitable aspect 

of datafication. This means that if a particular category becomes racialized, we should think about 

solutions that go much further than merely changing the label. In the final paragraph of this 

conclusion, I will address a few possible directions for future practice and policy concerning the 

datafication of race-ethnic categories.  

Through the ontological approach, I have shown how the datafication of race-ethnicity does not 

only aid knowledge about different people in the world in general and the Netherlands in 

particular, it produces the specific configurations in which those people exist, and are given the 

opportunity to exist. In this light, the configurations of “allochtoon” and “autochtoon” are, 

therefore, not only social constructs but sociotechnical data assemblages that can operate 

independent of vocabulary. In the data assemblage that currently produces race-ethnic identities 

in the Netherlands, the CBS data infrastructure plays a vital part. As it is not only the provider of 

default categorizations and clusters, but also the provider of the technical infrastructure 

necessary to distribute the default race-ethnic categorizations. This creates a particular condition 

of possibility, which I termed technicity of race in Chapter 1, through which its discourse on race-

ethnicity becomes a discourse network on race-ethnicity, capable of exchanging information and 

 

 

80 Context collapse is a concept often used in social media research that refers to “how people, information, and 
norms from one context seep into the bounds of another” (see Davis and Jurgenson 2014). 
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meanings with third party systems that directly shape the living conditions of people living in the 

Netherlands. 

Through the API of CBS, the labelling, categorizations, and clustering of its information becomes 

a default way of understanding various social phenomena in different contexts. While data 

science and statistics—in this case with the help of race-ethnic data—are usually only capable of 

producing knowledge in terms of correlations, in practice results are treated as causations, 

resulting in an unequal distribution of life chances of people living in the Netherlands. The 

resulting inequalities can be seen in the various recent scandals about data systems in Dutch 

media (see Uitermark, Hochstenbach, and van Gent 2017; van Schendel 2019; Autoriteit 

Persoonsgegevens 2020), as well as in the examples from Chapters 4 and 5. Due to the networked 

nature of the data assemblages that produced these inequalities, the responsibility for these 

instances of technologically mediated racialization should also be understood in a networked 

manner. The end users of information should be held accountable for their practices, but we 

should also address the affordances of the CBS infrastructure that, in part, made these practices 

possible. It is the CBS data infrastructure that makes Dutch citizens not only knowable as race-

ethnic human beings in a particular way, it makes us exist as race-ethnic human beings in a 

particular way. As such, we can understand contemporary Dutch race-ethnicities in particular, 

and racial formations in general as relational ontologies in which racial formations are always 

mediated by specific data technologies; each technology produces a racial ontology based on its 

historical and sociotechnical context and technological possibilities. 

When we take all three approaches to technologically mediated racialization together, we can 

see that the particular way in which new technologies are able to record and transport data about 

race-ethnicity or migration background is in no way random, and never a complete redefinition 

of what race, or race-ethnicity means in a given situation. Instead, new technologies both inherit 

existing racialized vocabulary, ideas, and infrastructures, and add on to them. In this light, we can 

see that the Dutch governmental data infrastructure is not merely a neutral information 

resource, but rather a link between racialized Dutch history and social conventions, and 

contemporary racialized government practice. As such, the Dutch datafied society seems to be 

structured by what could be called a Dutch Racial Contract. In his influential work on this concept 

Charles Mills explains how The Racial Contract, 

establishes a racial polity, a racial state, and a racial juridical system, where the status of 

whites and nonwhites is clearly demarcated, whether by law or custom. And the purpose 

of this state [is] specifically to maintain and reproduce this racial order, securing the 

privileges and advantages of the full white citizens and maintaining the subordination of 

nonwhites. (…) From the inception, then, race is in no way an ‘afterthought,’ a ‘deviation’ 

from ostensibly raceless Western ideals, but rather a central shaping constituent of those 

ideals. (Mills 1997, 13–14) 
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While the limited scope of this investigation does not warrant a conclusion about the Dutch state 

as a whole, it does suggest that race is not an “afterthought” in the construction of datafied 

bureaucratic technologies. When my findings are combined with existing recent works about 

Dutch discourses on race and identity (see, for example, Essed and Hoving 2014a; Wekker 2016; 

Boersma 2019; Vliet 2020), it becomes clear that the racializing Dutch governmental data systems 

and infrastructures are no “deviation” from an otherwise raceless Dutch culture. Furthermore, 

as shown by the childcare benefits scandal, and a welfare fraud detection system used in the 

municipality of Rotterdam81 that recently came to light, the case studies discussed in this 

dissertation are no exceptions at all, but rather exemplary of racial attitudes and values currently 

embedded in many Dutch governmental data systems and infrastructures. 

Governing Race-Ethnic Categorizations in a Datafied Society 
The results of this research clearly suggest that knowledge production about the relation 

between various societal phenomena and migration background, ethnicity, nationality, and race, 

should be organized in a better way. Furthermore, the results encourage us to think not only 

about categorization and clustering practices but also about the ways in which categorizations 

and clusters are impacted by their datafication. In the following section, I will point at directions 

in which we can think further about these topics. I will make a few suggestions for how choices 

regarding categorization, clustering, and datafied dissemination of race-ethnic categories can be 

made in a responsible manner. In this way, we are able to formulate how governmental 

institutions can create policies and practices for anti-racist value-driven datafied governance. 

Classification and Race-ethnic Determination/Self-Determination 

The case studies of this dissertation raise questions about the non-consensual manner in which 

people are assigned a migration background by the Dutch government and the normalization of 

the dissemination of such information via municipal registrations and CBS APIs. As a result of this 

combination, data points concerning migration background are available for processes of 

technologically mediated racialization regardless of the intentions for reuse. One of the ways in 

which people could be given more agency in this process is by making migration background or 

race-ethnicity a matter of choice. Similar to the increasing possibilities for people to change their 

assigned sex it should not be too difficult to create possibilities for people to communicate to 

which race-ethnic group or groups they feel they belong. This could be done either through the 

 

 

81 There is no academic work on this system yet, but the list of indicators used in this algorithm can be found in the 
attachments of a letter from Richard Moti, an alderman of the city of Rotterdam, that was made publicly available 
after a request from journalists (see Tromp, Delhaas, and Davidson 2021) 
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existing infrastructure that includes the municipal administration and CBS, or via a process of 

census taking as is the case in the United States.  

One of the benefits of the combination of race-ethnic self-determination and the possibility to 

choose multiple race-ethnic groups is that race-ethnic categories would be less essentialist and 

more suitable for monitoring processes of inclusion and exclusion. Opting for a combination of 

multiple migration backgrounds would allow for more detailed information about people and a 

more nuanced, less essentialist view on what is meant by particular categories. Furthermore, the 

main goal of the use of historically stigmatized categories should ultimately be their own 

abolishment; categories should work to make themselves obsolete. Allowing people to 

communicate those personal characteristics on the basis of which they feel discriminated against, 

provides more detailed and in-depth information about exclusionary processes. As such, self-

assigned categories are, at least in theory, more suitable for anti-racist and anti-discriminatory 

purposes.  

Clustering, Labeling, and Situatedness 

The use of state sanctioned, centralized, and datafied clusters and labels implies a distinct 

assumption about knowledge production and its perceived objectivity that does not take into 

account the social, cultural, and historical aspects that are entangled with the act of knowledge 

and world creation. As advised by WRR in 2016, we should, therefore, aim not for generalizable 

centralized categories, clusters and labels, but rather for categorization systems tailored to the 

problems they are trying to solve. For example, for an initiative monitoring racial discrimination 

on the basis of skin colour in hiring practices, a dataset based on migration background, or 

clusters on the basis of language, are an ill fit. Ideally, categorizations and clusters should, 

therefore, be as similar to the phenomenon being investigated as possible.  

Colonial or racializing connotations should be avoided in assigning labels to categories used in 

government statistics and policy. In the Netherlands, words like “blank” or “Western” have been 

largely abolished in the past decade for reasons that in the instrumental approach would fall to 

technologically mediated racialization. There is, however, more room from improvement. From 

an epistemological perspective, labels of categories should, ideally, avoid presenting as self-

evident, natural, or essentialist. This can be done by always drawing attention to the 

constructedness of any category by placing it between quotation marks and avoiding phrases 

such as “Daniel is a person with a migration background”. Instead, the act of categorization could 

be made explicit by stating that in the context of a particular research question or policy initiative 

people with certain characteristics are categorized as “people with a migration background.” 

Such a use of categorizations makes clear that research questions, situations, and categorizations 

are entangled entities that should not crossover to other domains without careful consideration. 
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Through an active and continuous focus on contextualization, it becomes possible to anticipate 

and counter the decontextualization inherent in datafication. 

To aid in practices like these, in 2021, the Dutch Council for Government Policy (WRR) suggested 

four criteria to test the suitability of categories and clusters: 1) legitimacy; they should aid in a 

legitimate goal, 2) functionality; they should aid in achieving this goal, 3) subsidiarity; the goal 

can not be achieved by other means, 4) proportionality; benefits of categorization and clustering 

should outweigh drawbacks (see R. Jennissen, Bovenkerk, and Engbersen 2021, 14). While the 

advice emphasizes that these considerations should be made for specific situations and research 

questions, it does imply that the abovementioned criteria can be considered objectively. The 

problem with this assumption is that it does not take into account that Dutch society is not a level 

playing field, but rather an environment with various inequalities built in. As a result, perspective 

matters when assessing a new system for its legitimacy, functionality, subsidiarity, and 

proportionality. Especially when envisioned “benefits” and “drawbacks” are not carried equally 

by people from different race-ethnic groups. To account for such differences, we need a way to 

consider situatedness in categorization systems and their applications; perspective matters in 

knowledge production, and even more when such knowledge is disseminated in a datafied 

manner. 

Datafication and Accountability - Reversing the Order 

As I have shown in the previous chapters, the path governmental data technologies take follows 

the order in which I presented the different analytical approaches to technologically mediated 

racialization. First comes instrumentalism, in which a government agency decides to implement 

a data technology with the idea to make its conduct more “data-driven” and therefore, as is the 

assumption, more “efficient”. As shown in the cases of the Leefbaarometer and the Crime 

Anticipation System, these ideas are largely driven by the rather technological solutionist “Big 

Data” discourse. In the next, epistemological, step, data is selected and combined on the basis of 

availability and sociocultural ideas about relevance. As shown, relevance and availability often 

overlap; when race-ethnic data is available, it is assumed to be relevant, and when race-ethnic 

data is considered relevant, it is usually available. In a final, more ontological step, racializing data 

systems are implemented, despite negative results or absence of proof for efficiency.82  

 

 

82 It should be noted that this does not only happen when data about race-ethnicity is involved. Other well-known 
examples of questionable governmental data-driven applications are Covid-19 contact tracing apps, of which the 
development was largely driven by technological solutionist discourse, rather that proof of function or efficiency 
(see L. Taylor 2021). 
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What is striking about the many racializing systems that have been implemented in practices of 

governance, fraud detection, and policing, is that they seem not to be consciously driven by 

ethical considerations or particular values, but rather by their sheer technological possibility. By 

taking the phrase “data-driven” rather literally, the produced values produce and reproduce 

race-ethnic inequalities. If we, as a society, want to turn this around, we have to quite literally 

reverse the order and work from ontology, via epistemology, towards an instrument. Only in this 

way can we replace technological solutionism, with anti-racist, ethnical, and value-driven 

governance. 

Step 1: Ontology – What kind of world do we aim for? 

The ontological approach to race and data can be understood as a process of worldmaking. 

Working towards a future society where skin colour, migration background, and nationality are 

no longer influential factors for the life chances of groups and individuals, requires a vision of 

what such a world could look like. Article 1 of the Dutch constitution could be a suitable guiding 

principle in this process:  

All persons in the Netherlands shall be treated equally in equal circumstances. 

Discrimination on the grounds of religion, belief, political opinion, race or sex or on any 

other grounds whatsoever shall not be permitted. (Ministerie van Binnenlandse Zaken en 

Koninkrijksrelaties 2002, 5) 

When we consider this article in Dutch law together with the main argument of this dissertation, 

it should be evident that race-ethnic data should never be used for policing, fraud detection, and 

surveillance practices, since such data can only reproduce existing racializing processes.  

However, as addressed earlier (see Chapter 1), race-ethnic data can also be helpful in working 

towards a more equal future. Take for example the Barometer Culturele Diversiteit, or Barometer 

Cultural Diversity (BCD), an application created by CBS that measures the diversity in migration 

background of the personnel of large organizations (see van Schie forthcoming). This system was 

made on the basis of the very same infrastructure as the other case studies in this dissertation, 

including the racializing vocabulary of “western” and “non-Western”. Through the 

epistemological approach, we would conclude that the knowledge produced by BCD is haunted 

by the same histories of racism and colonialism discussed in this dissertation. Furthermore, the 

BCD conceptualization of diversity—solely in terms of migration backgrounds—is rather narrow. 

Through an ontological approach, however, we can see that there are reasons why the use of 

racialized categories in systems monitoring “diversity” might be warranted. The clustered 

migration backgrounds signified by the orientalist and colonial designations of “Western” and 

“non-Western” distinguish quite precisely the ideological demarcations between non-

stigmatized migration backgrounds and stigmatized migration backgrounds in the context of the 

Netherlands. While it might seem counterintuitive, these clusters of categories, ideally with new 
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labels, are rather fitting for the task for which the BCD was created: measuring how people from 

historically stigmatized groups are doing in large organizations. The practice of using stigmatized 

categories and vocabulary in an attempt to subvert their effects is referred to in feminist and 

postcolonial discourses as the already mentioned “strategic essentialism” (see Eide 2016). In the 

words of postcolonial scholar Gayatri Spivak: “You pick up the universal that will give you the 

power to fight against the other side, and what you are throwing away by doing that is your 

theoretical purity” (Spivak in Spivak and Harasym 2014, 12). Such a pragmatic use of essentialism 

should, however, be treated with care, and only temporarily, to prevent the reification and 

naturalization of categories one eventually wants to get rid of. 

 While anti-racist data systems, such as the abovementioned BCD, do produce race-ethnicity in a 

way that follows the colonial and racist logic inherited by the categories they use, they do so in a 

way that aims to destroy the effects of these categories in organizations in the future. 

Nevertheless, it does remain important to realize that the results of BCD imply that the 

representation of people with different migration backgrounds should eventually reflect 

numbers that correspond with the values of institutions that truly value inclusion and diversity; 

it implies both change in organizational culture and the implementation of policies and initiatives 

to enact that change. To achieve such a future, we need clear values, a vision, a horizon to work 

towards.  

Step 2: Epistemology—What Do We Need to Know? 

After appropriate values and goals are set by an organization, the next step to consider is what 

knowledge and perspectives are needed to achieve the aims that are being pursued. As a rule-

of-thumb, it is advisable to refrain from using race-ethnic categorization in most investigations 

or policy situations where race-ethnicity is not already part of the research question. However, 

when an organization wants to know whether the representation of race-ethnic minority groups 

in their personnel reflects the percentages of these groups in the local population, it does make 

sense to try to gather data about the specific differences that seem to hinder people. Ideally, 

such investigations incorporate differences along multiple axes, since the intersection of 

different identity characteristics, such as race, gender, sexuality can result in specific forms of 

discrimination (see Crenshaw 1990).  

Definitions of categories should be clearly defined and always be chosen in relation to the 

research questions. It is advised to continue to make explicit that categories are in no way natural 

or self-evident, for example by making the word “category”, or an equivalent, part of all 

descriptions. In some cases, it might even be possible to simply number categories or clusters 

rather than make their labels adhere to discriminatory or stigmatizing mainstream terms. 

Furthermore, normative categorizations can better be avoided. For example, the categorization 

system used by CBS distinguishes between people with a “Dutch background” and with a 
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“migration background”. While it might seem like a minor detail, this phrasing already suggests 

that in the case of a Dutch background, migration does not play a role. If we want to limit 

normative assumptions, it would make sense to begin to consider the Netherlands as just one 

migration background like any other, and only use this category in situations where its use is 

warranted.  

Finally, it should be noted that most questions about oppression can usually be answered best 

by the people that are directly affected by it. When representation of a particular group in an 

organization is lacking this is usually not accidental, but rather the result of particular policies or 

a particular organizational culture. Finding out about the numbers of people through a datafied 

application does not explain anything about the reasons for inequality. In our research questions 

we should aim to not only find out what the current situation is, but also what the underlying 

forces are that create this situation. For example, in the case of fighting crime, creating a 

predictive policing system on the basis of personal characteristics does nothing to understand 

why people with those characteristics are at a higher risk to become a victim or perpetrator. In 

such instances, categorizations are not working towards their own obsolescence, but are, rather, 

exploiting societal inequalities. While these practices are often justified on the basis of an 

assumed “efficiency”, they are in stark contrast with the abovementioned first article of the 

Dutch constitution. On the basis of my findings in this dissertation, it has, therefore, become my 

strong conviction that such an exploitation of societal inequalities should have no place in 

contemporary datafied governance.  

Step 3: Instrumentality – Picking the Right Tools for the Job 

When it is clear what kinds of knowledge are necessary in light of the envisioned goals, it is time 

to choose the appropriate technologies to produce this knowledge. In some cases, a data system 

or interactive map might be the best possible approach. In other situations, however, 

questionnaires or interviews might do. Take for example the previously mentioned case of the 

Dutch police. It has been well-reported since the 1980s that the police organization has problems 

with the recruitment and retention of police officers with a migration background (see de Ruijter 

1998; Hart-Kemper and Nas 1998; Broekhuizen, Raven, and Driessen 2007). The reasons for these 

processes, which are considered to be a combination of work place discrimination, 

microaggressions and institutional racism, have been well investigated, and more importantly, 

without reference to any datafied methods (see Broekhuizen, Raven, and Driessen 2007; 

Mutsaers 2014; Çankaya 2017; Gowricharn and Çankaya 2017). When BCD was used to 

investigate the race-ethnic make-up of the Dutch national police in 2017, it again became clear 

that people with a “non-Western” migration background were well represented at the different 

police academies, but that they tended to quit working for the police in their first few years of 

service at a disproportionate rate compared to people with a Dutch migration background (see 

CBS 2017a). As a result of this, the police started an investigation into the reasons for this 
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discrepancy (see Politie Nederland 2020), seemingly disregarding the scholarly work that already 

exists about this topic. In this case, BCD did not add anything to the existing knowledge about the 

race-ethnic make up of the police, and more importantly, mere numbers cannot provide any 

solutions as I already explained. The point I am trying to make with this example is that in many 

policy situations that relate to race-ethnicity, ethnographic and other qualitative work can be 

much more informative than any datafied methods can be. Organizations should, therefore, 

always seriously consider whether the creation of a data system fits the knowledge and vision 

they aim for.  

A final, very important step in cases where a datafied method is chosen as a fitting solution for a 

problem, is testing whether it works. While this might seem rather self-evident, the cases of the 

Rotterdam Act/Leefbaarometer combination, and CAS show that proof for claims of efficiency is 

skipped rather easily when policymakers have a strong belief in future accomplishments. At this 

point it should be mentioned that the data and algorithm used in the childcare benefits scandal 

too, was not only problematic because of its bias towards people with a migration background 

and/or a dark skin colour, but also because the process did not work. The victims in this case 

were not only accused of fraud, but importantly, wrongfully accused of fraud. Efficiency and 

accuracy of algorithmic systems should, therefore, never simply be assumed, but always tested 

for requirements that are set in advance. In the case of failure, systems should be redesigned and 

tested again. In this way systems can only be rolled out when necessary requirements are met, 

or, when they are not met, when sufficient reasons are given for its assumed trustworthiness. 

The reason for finishing a process by choosing and testing instruments is that, when the proper 

order is followed, the systems and solutions being tested are anti-racist systems. In this way it 

becomes much more difficult to accidentally implement working solutions for policy problems 

that are featuring one or more forms of technologically mediated racialization. Only by 

systematically working through the different levels will we be able to have fruitful political 

discussions about how to create an equal and just datafied society in the Netherlands and provide 

the conditions for people of all migration backgrounds, nationalities, and other axes of difference 

to take part in it.  

Further Research on Technologically Mediated Racialization 
Although I developed my conceptual framework of technologically mediated racialization for the 

analysis of race-ethnicity in data systems and infrastructures in the Netherlands, I strongly feel 

that it is suitable for the investigation of different technologies, infrastructures, and contexts as 

well. In the following paragraphs, I will outline some promising directions in which this research 

can be taken, and for which the groundwork is already being laid in critical data studies, 

postcolonial studies, and related disciplines. 
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First, in this dissertation, all case studies were connected to the same race-ethnic data ontology 

based on migration background. Another direction that could be explored with the concept of 

technologically mediated racialization is into data systems that take other human characteristics 

as their main focal point. For example, in a case like the DNA-portraits discussed in the 

introduction, race-ethnicity is constructed on the basis of genomics. As I briefly showed, this 

construction of Dutchness is not only connected to age-old discourses on blood, soil, and nation. 

DNA as a human trait available to be racialized only exists in relation the technologies that make 

it visible (see also M’charek and van Oorschot 2020). In this sense, the existence of DNA-

technology has an ontological imperative on a specific situated possibility for the construction of 

race. This technicity of race creates different possibilities for racialization than the race-ethnic 

categorization system investigated in the case studies of this dissertation. In a similar fashion, 

many other human characteristics are routinely used to construct and reify historically racialized 

differences between people. Technologies like fingerprinting, facial recognition, and gait 

recognition all measure physical characteristics of people and are mediating processes of 

racialization (see, for example, Pugliese 2007; Browne 2015; Vukov 2016; Leurs and Shepherd 

2017; Madianou 2019). In each of these cases, technologically mediated racialization takes on a 

situated form that depends on the affordances of the technologies used, their purposes, and 

their geographic location. Investigating such cases through the three approaches to 

technologically mediated racialization may aid in a better understanding not only of the effects 

of racializing technologies, but also of the mediating process for which those technologies are 

selected. 

A second possible direction of research is the comparison of similar technologies in different 

geographical and national contexts to highlight the relevance of their context and situatedness. 

Where the ontological approach might focus on the mediated racializing process in a somewhat 

technologically determinist way, the comparison of similar technologies in different contexts 

might highlight the socially constructed nature of the ways in which the technologies acquire 

their meaning and purpose. The combination of technologies in a different national and 

geographical context might also allow for comparisons that show not only the sociotechnical 

differences between contexts, but also their similarities. In contrast to the widely shared belief 

in the Netherlands that racism is mostly “an American problem” (Özdil 2014), the colonial 

histories and conceptions of race of countries like the United States, the Netherlands, France, 

and South Africa show many connections and overlaps (Stoler 1995; 2009; 2016). This raises the 

question if and how these histories and racial formations translate and interact differently with 

data technologies in these local contexts. 

A third possible direction of research is into how the instrumental, epistemological, and 

ontological approaches to technologically mediated racialization can aid in better understanding 

the ways in which race-ethnic categorizations can be used for anti-racist and decolonial purposes. 
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Since the case studies in this dissertation were selected for their racializing use of race-ethnic 

categories, they tended to feature racialization at all levels of analysis. However, preliminary 

research (see van Schie, forthcoming) seems to indicate that in systems for the purpose of 

monitoring diversity or affirmative action, results might differ depending on the approach. It 

could be argued, that for purposes of anti-discrimination and affirmative action, strategic 

essentialism is a viable option. The ontological dimension of this strategy would not lie in the 

supposed reality of the essentialist categories, but, rather, in the future one is attempting to 

create. Ideally, eventually, Dutch organizations will become the meritocracies they are already 

pretending to be. Striving for such a goal can hardly be called racist, even if a system uses 

categories that would be considered forms of racialization in situations like policing of fraud 

detection. I would, therefore, argue that whether the use of race-ethnic categories should be 

considered a form of racialization depends strongly on the future it is helping to realize. While 

BCD does produce race-ethnicity in a way that follows the colonial and racist logic inherited by 

the categories it uses, it does so in a way that aims to paint a picture of the current state of affairs 

so that affirmative action can be taken based on the results. The categories used in BCD are there 

to make themselves obsolete, which is an entirely different purpose than that of categories used 

in systems such as the Leefbaarometer and the Crime Anticipation System from Chapters 4 and 

5.  

Finally, academics should invest in finding out how to implement research findings in policy 

practice by doing experiments and collaborations with government institutions and other 

societal partners. Inspiring work is already being done by institutes such as Data & Society in New 

York as well as the Data Justice Lab at the University of Cardiff. Furthermore, much closer to 

home, the Utrecht Data School produced the Data Ethics Decision Aid (DEDA), a tool that civil 

servants can use in the planning and design phase of any project that involves data (see Franzke, 

Muis, and Schäfer 2021), and the Impact Assessment Human Rights and Algorithms (IAMA), 

another tool that specifically checks whether or not an algorithmic system aligns with basic 

human rights. While the implementation of tools such as DEDA and IAMA is currently largely 

dependent on the willingness of individual civil servants, policymakers, and institutions, we 

should work towards a situation in which the use of tools like these are standard practice. Only 

by avoiding arbitrariness, can we, as a society, ensure that human rights are not an afterthought 

but a guiding principle in the operationalization of race-ethnic categories and algorithms. In this 

way, I hope that governments in general and Dutch governmental institutions in particular are 

able to work towards a more accountable and just datafied society that values all people equally. 
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Summary in English 

In the Netherlands, data about the spatial distribution of Dutch citizens structured on the basis 

of their “migration background” is available in governmental open data sets. In this dissertation, 

such data are called “race-ethnic” for the combined racial and ethnonationalist connotations of 

the categorizations and labels. Race-ethnic data are used by various governmental institutions to 

calculate crime risk, liveability scores for neighbourhoods, real estate value, welfare fraud risk, 

and many other variables that are deemed necessary in the governance of Dutch neighbourhoods 

and cities. I will argue that the appropriation of race-ethnic data for new purposes enables a 

process of racialization, understood as the selection of “particular human features for purposes 

of racial signification” (Omi and Winant 2015, 110). To understand how processes of racialization 

are not only historically and socially determined, but also result from specific technologies, I 

propose the concept of technologically mediated racialization (TMR).  

TMR can be understood in an instrumental, epistemological, and ontological way. The 

instrumental approach to TMR focuses mainly on the content of a system. It invites questions 

about the definitions of race that are used, and about the type of datafied policy situation in 

which race is operationalized. The epistemological approach to TMR invites us to situate 

knowledge production through data and algorithms and show how this process is interwoven 

with culture, history, and ideology. The final, ontological approach to TMR asks questions about 

the relation of a data system to the world it is creating. Through this approach, we understand 

race in terms of a relational ontology that is dependent, not on biology or culture, but on the 

technologies that mediate its construction. In this understanding, race functions as a technicity; 

the situated racial formations produced by datafied technologies create specific social, 

technological, and cultural possibilities.  

I use the instrumental, epistemological, and ontological approaches to TMR in the investigation 

of the development of past technologies used for counting and clustering people in the Dutch 

census between 1899 and 2011. I show how race-ethnic categorization is intimately tied to 

sociocultural ideas about which human characteristics matter, as well as to the available 

technologies to record, store, and distribute that information. I will trace the historical 

connection between contemporary Dutch categories and clusters, such as “person with a 

migration background”, and older categories and clusters, such as “niet-Westerse allochtoon”, 

and “vreemdeling”. This will allow me to show that contemporary categorization practices are 

still informed by Dutch colonial history and migration history. As a result, label changes are both 

unable to solve racializing practices, and, simultaneously, make historical connections between 

race-ethnic categories and colonial history harder to access. This process can be understood as a 

form of colonial aphasia: “a loss of access that may verge on active dissociation” (Stoler 2016, 

12). 
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In my first two case studies, I show how race-ethnic categories are made available by the data 

infrastructure of Statistics Netherlands (CBS) and are used in data applications such as the 

Allochtoon-o-meter of the alt-right weblog Geenstijl, and the Leefbaarometer of the Dutch 

Ministry of the Interior. Where the Allochtoon-o-meter only provides percentages of people with 

a “Western” and “non-Western” migration background depending on the postal code it is given, 

the Leefbaarometer features a full map of the Netherlands that visualizes “liveability”, a measure 

that is partly based on the percentages of people with various migration backgrounds. While 

these two systems seem very different, at least in terms of their politics, these data applications 

inherit the same embedded perspective and normative assumptions about Dutchness already 

present in the data infrastructure of CBS. Therefore, the results of these applications are no 

accidental instances of TMR but rather materializations of a technicity of race that was already 

embedded in both the available technologies and related race-ethnic categories. Furthermore, 

especially in the case of the Leefbaarometer, the colonial and racialized connotations of the 

provided information have become obscured as a result of the decontextualizing nature of the 

process of datafication, worsening the aforementioned colonial aphasia. 

My third case study, the Crime Anticipation System (CAS), a predictive policing system of the 

Dutch National Police, shows how even a system that does not use any explicit race-ethnic 

categories can produce TMR. In a data assemblage that includes both CAS, a system that aims to 

exploit information about societal inequalities to achieve operational “efficiency”, and an 

organizational culture that has only minimal protections against ethnic profiling, racialized and 

racializing results are no accident but an inherent feature of the system. 

In the conclusions, I show how the order of the three approaches to TMR—from instrumental 

use, through epistemological critique, to ontological deconstruction—can be inverted and used 

in the planning, evaluation, and design processes of current and future governmental practices 

that are aided by data technologies. In this way, I hope that the results of this investigation are 

not only aiding in the production of knowledge within the scholarly fields of critical data studies 

and postcolonial studies, but also in guiding the Netherlands along a process towards a more 

accountable and just datafied society that values all people equally. 
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Samenvatting in het Nederlands 

De dataficatie van ras-etniciteit: Een onderzoek naar technologisch gemedieerde racialisatie in 

datasystemen en -infrastructuren van de Nederlandse overheid 

In Nederland zijn data over de geografische verdeling van Nederlandse burgers op basis van hun 

migratieachtergrond beschikbaar in Open Data van de overheid. In deze dissertatie worden 

dergelijke gegevens ras-etnische data genoemd vanwege de raciale en etno-nationalistische 

connotaties van de categorieën die worden gebruikt. Ras-etnische gegevens worden gebruikt 

door verschillende overheden voor het berekenen van risico’s op criminaliteit, 

leefbaarheidsscores van wijken, huizenprijzen, risico’s op bijstandsfraude, en vele andere zaken 

die belangrijk worden geacht voor het besturen van Nederlandse wijken, dorpen, en steden. Ik 

beargumenteer dat het gebruiken van ras-etnische data voor nieuwe doeleinden een proces van 

racialisatie in gang zet. Racialisatie kan worden begrepen als “de selectie van specifieke 

menselijke eigenschappen voor raciale betekenisgeving” (Omi en Winant 2015, 110; vertaling 

door de auteur). Om te begrijpen hoe processen van racialisatie niet alleen historisch en sociaal 

zijn gedetermineerd, maar ook het resultaat zijn van specifieke technologieën, stel ik het begrip 

technologisch gemedieerde racialisatie (TMR) voor.  

TMR kan worden begrepen op een instrumentele, epistemologische, en ontologische manier. De 

instrumentele opvatting van TMR focust met name op de inhoud van een datasysteem. Met deze 

opvatting bevraag ik de gehanteerde definities van ras-etniciteit, en de (gedataficeerde) 

beleidscontext waarin ras-etnische categorieën worden geoperationaliseerd. Met de 

epistemologische opvatting van TMR situeer ik de productie van kennis door data en algoritmes, 

waardoor de nadruk kan worden gelegd op de manieren waarop kennisproductie is verweven 

met cultuur, geschiedenis en ideologie. De ontologische opvatting van TMR stelt vragen over de 

relatie tussen een datasysteem en de wereld die het systeem helpt creëren. Met deze opvatting 

begrijpen we ras-etniciteit als een relationele ontologie die niet afhankelijk is van biologie of 

cultuur, maar van de technologieën die de constructie van ras-etniciteit mediëren. Hierdoor 

functioneert ras als techniciteit; gesitueerde raciale formaties die worden geproduceerd door 

datatechnologieën creëren specifieke sociale, technologische, en culturele praktijken en 

mogelijkheden voor ontwikkeling. 

Ik gebruik de instrumentele, epistemologische en ontologische opvattingen van TMR in een 

onderzoek naar de ontwikkeling van technologieën die in het verleden werden gebruikt voor het 

tellen en categoriseren van mensen in de Nederlandse volkstellingen tussen 1899 en 2011. Ik laat 

zien dat ras-etnische categorisatie nauw verweven is zowel met socioculturele ideeën over welke 

menselijke eigenschappen Nederlandse overheden relevant achten, als met de technologieën die 

beschikbaar zijn voor de verzameling, opslag, en distributie van deze informatie. Ik bespreek de 
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connectie tussen huidige Nederlandse ras-etnische categorieën, zoals “persoon met een 

migratieachtergrond”, en oudere categorieën, zoals “niet-Westerse allochtoon” en 

“vreemdeling”. Dit maakt het mogelijk om te laten zien hoe huidige categorisatiepraktijken nog 

steeds beïnvloed worden door de Nederlandse koloniale geschiedenis en migratiegeschiedenis. 

Hierdoor zijn wijzigingen in vocabulaire, zoals de afschaffing van het woord “allochtoon”, niet in 

staat om racialiserende praktijken te voorkomen. Tegelijkertijd maakt de invoering van nieuwe 

labels het lastiger om te communiceren hoe ras-etnische categorieën gerelateerd zijn aan de 

Nederlandse koloniale geschiedenis. Dit proces kan worden begrepen als een vorm van koloniale 

afasie: “een verlies van toegang die neigt naar actieve dissociatie” (Stoler 2016, 12; vertaling door 

auteur). 

In mijn eerste twee casestudies laat ik zien hoe ras-etnische categorieën beschikbaar worden 

gemaakt in de data-infrastructuur van het Centraal Bureau voor de Statistiek (CBS) en worden 

gebruikt in applicaties zoals de Allochtoon-o-meter van de alt-right website Geenstijl, en de 

Leefbaarometer van het Ministerie van Binnenlandse Zaken. Waar de Allochtoon-o-meter alleen 

percentages van mensen met een “Westerse” of “niet-Westerse” migratieachtergrond 

produceert, heeft de Leefbaarometer een volledige kaart van Nederland met een visualisatie van 

“leefbaarheid”, een indicator die deels wordt berekend op basis van de percentages van mensen 

van verschillende migratieachtergronden. Ondanks dat deze twee systemen zeer verschillende 

politieke doeleinden lijken te hebben, nemen ze beide het perspectief en de inherente normen 

van de data-infrastructuur van het CBS over. Daardoor kan de technologisch gemedieerde 

racialisatie, geproduceerd door beide applicaties, niet worden gezien als incidenteel, maar 

eerder als materialisatie van een techniciteit van ras-etniciteit die al aanwezig was in de 

beschikbare technologieën en ingebedde categorieën. Daarbij worden met name in de 

Leefbaarometer de koloniale en geracialiseerde connotaties van de gebruikte data verdoezeld 

door de decontextualiserende werking van dataficatie, waardoor de eerdergenoemde koloniale 

afasie wordt versterkt. 

Met mijn derde casestudie over het Criminaliteitsanticipatiesysteem (CAS) van de Nederlandse 

Politie laat ik zien hoe zelfs een systeem dat geen gebruik maakt van expliciete ras-etnische 

categorieën TMR kan produceren. In de data assemblage die bestaat uit zowel CAS, een systeem 

dat informatie over sociale ongelijkheid tracht te exploiteren om meer efficiëntie te bereiken, en 

een organisatiecultuur waarin er minimale bescherming is tegen etnisch profileren, komen 

geracialiseerde en racialiserende resultaten niet per ongeluk tot stand, maar dergelijke 

resultaten een inherent onderdeel van het ontwerp.  

In de conclusie van mijn onderzoek laat ik zien hoe de volgorde van de drie opvattingen van 

TMR—van instrumenteel gebruik, via epistemologische kritiek, naar ontologische 

deconstructie—kan worden omgekeerd en worden gebruikt bij het plannen, evalueren, en 
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ontwerpen van huidige en toekomstige beleidsprojecten waarin data en algoritmes een rol 

spelen. Ik hoop dat de resultaten van dit onderzoek op die manier niet alleen bijdragen aan 

kennisproductie binnen de velden critical data studies en postcolonial studies, maar ook aan het 

begeleiden van Nederlandse overheden in het proces richting een eerlijke en transparante 

gedataficeerde samenleving waarin iedereen die in Nederland woont, gelijk wordt behandeld en 

gewaardeerd.  
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