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Abstract

Consider a Hamiltonian action of a compact connected Lie group on a symplectic manifold \((M, \omega)\). Conjecturally, under suitable assumptions there exists a morphism of cohomological field theories from the equivariant Gromov-Witten theory of \((M, \omega)\) to the Gromov-Witten theory of the symplectic quotient. The morphism should be a deformation of the Kirwan map. The idea, due to D. A. Salamon, is to define such a deformation by counting gauge equivalence classes of symplectic vortices over the complex plane \(\mathbb{C}\).

The present memoir is part of a project whose goal is to make this definition rigorous. Its main results deal with the symplectically aspherical case. The first one states that every sequence of equivalence classes of vortices over the plane has a subsequence that converges to a new type of genus zero stable map, provided that the energies of the vortices are uniformly bounded. Such a stable map consists of equivalence classes of vortices over the plane and holomorphic spheres in the symplectic quotient. The second main result is that the vertical differential of the vortex equations over the plane (at the level of gauge equivalence) is a Fredholm operator of a specified index.

Potentially the quantum Kirwan map can be used to compute the quantum cohomology of symplectic quotients.
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CHAPTER 1

Motivation and main results

1.1. Quantum deformations of the Kirwan map

Let \((M, \omega)\) be a symplectic manifold without boundary and \(G\) a compact connected Lie group with Lie algebra \(g\). We fix a Hamiltonian action of \(G\) on \(M\) and an (equivariant) momentum map \(\mu : M \to g^*\). Throughout this memoir, we make the following standing assumption:

**Hypothesis (H):** \(G\) acts freely on \(\mu^{-1}(0)\) and the momentum map \(\mu\) is proper.

Then the symplectic quotient \((\overline{M} := \mu^{-1}(0)/G, \overline{\omega})\) is well-defined, smooth and closed (i.e., compact and without boundary). The **Kirwan map** is a canonical ring homomorphism

\[
\kappa : H^*_G(M) \to H^*(\overline{M}).
\]

Here \(H^*\) and \(H^*_G\) denote cohomology and equivariant cohomology with rational coefficients, and the product structures are the cup products. F. Kirwan proved [Kir] that this map is surjective. Based on this result, the cohomology ring \(H^*(\overline{M})\) was described in different ways by L. C. Jeffrey and F. Kirwan [JK, Theorem 8.1], S. Tolman and J. Weitsman [TW, Theorem 1], and many others.

The present memoir is concerned with the problem of “quantizing” the Kirwan map, which was first investigated by R. Gaio and D. A. Salamon. Assuming symplectic asphericity and some other restrictive conditions, in [GS, Corollary A'] these authors constructed a ring homomorphism from \(H^*_G(M)\) to the (small) quantum cohomology of \((\overline{M}, \overline{\omega})\), which intertwines the Gromov-Witten invariants of the symplectic quotient with the symplectic vortex invariants. Their result is based on an adiabatic limit in the symplectic vortex equations. It was used by K. Cieliebak and D. A. Salamon in [CS, Theorem 1.3] to prove that given a monotone linear symplectic torus action on \(\mathbb{R}^{2n}\) with minimal first equivariant Chern number at least 2, the quantum cohomology of \((\overline{M}, \overline{\omega})\) is isomorphic to the Batyrev ring.

The result by Gaio and Salamon motivates the following conjecture. We denote by \(QH^*_G(M, \omega)\) the equivariant quantum cohomology. By this we mean the \(\mathbb{Q}\)-vector space of all maps \(\alpha : H^2_T(M, \mathbb{Z}) \to H^*_G(M)\) satisfying an equivariant version of the Novikov condition, together with a product counting holomorphic maps from \(S^2\) to the fibers of the Borel construction for the action of \(G\) on \(M\).\(^2\) The Novikov condition states that for every number \(C \in \mathbb{R}\) there are only finitely many classes \(B \in H^2_T(M, \mathbb{Z})\), such that \(\alpha(B) \neq 0\) and \(\langle \omega - \mu, B \rangle \leq C\). Here \([\omega - \mu] \in H^2_G(M)\) denotes the cohomology class of the two-cocycle \(\omega - \mu\) in the Cartan model.

---

\(^1\)Momentum maps are often called moment maps by symplectic geometers. However, the first term seems more appropriate, since the notion generalizes the linear and angular momenta appearing in classical mechanics.

\(^2\)For the definition of this product see [Gi, GiK, Kim, Lu, Ru].
The space $\text{QH}_*^G(M,\omega)$ is naturally a module over the equivariant Novikov ring $\Lambda_*^G$. We denote by $\text{QH}^*(\overline{M},\overline{\omega})$ the quantum cohomology of $(\overline{M},\overline{\omega})$ with coefficients in this ring. A map
\begin{equation}
\varphi : H_*^G(M,\mathbb{Z}) \to \text{Hom}_\mathbb{Q} (H_*^G(M), H^*(\overline{M}))
\end{equation}
satisfying the equivariant Novikov condition\(^4\), induces a $\Lambda_*^G$-module homomorphism
\begin{equation}
\varphi_* : \text{QH}_*^G(M,\omega) \to \text{QH}^*(\overline{M},\overline{\omega}), \quad (\varphi_* \alpha)(B) := \sum \varphi(B_1) \alpha(B_2),
\end{equation}
where the sum is over all pairs $B_1, B_2 \in H_*^G(M,\mathbb{Z})$ satisfying $B_1 + B_2 = B$. We denote by $c_i^G(M,\omega) \in H_*^G(M,\mathbb{Z})$ the first $G$-equivariant Chern class of $(TM,\omega)$, and by
\begin{equation}
N := \inf \{ \langle c_i^G(M,\omega), B \rangle \mid B \in H_*^G(M,\mathbb{Z}) : \text{spherical} \cap \mathbb{N} \} \in \mathbb{N} \cup \{\infty\},
\end{equation}
the minimal equivariant Chern number. We call $(M,\omega,\mu)$ semipositive iff there exists a constant $c \in \mathbb{R}$ such that
\begin{equation}
\langle [\omega - \mu], B \rangle = c \langle c_i^G(M,\omega), B \rangle,
\end{equation}
for every spherical class $B \in H_*^G(M,\mathbb{Z})$, and if $c < 0$ then $N \geq \frac{1}{2} \dim \overline{M}$.

1. Conjecture (Quantum Kirwan map, semipositive case). Assume that $(H)$ holds and that $(M,\omega,\mu)$ is convex at $\infty$\(^6\) and semipositive. Then there exists a map $\varphi$ as in (1.1), satisfying the equivariant Novikov condition, such that the induced map $\varphi_*$ as in (1.2) is a surjective ring homomorphism, and
\begin{align}
\varphi(0) &= \kappa, \\
\langle [\omega - \mu], B \rangle &\leq 0, \quad B \neq 0 \implies \varphi(B) = 0.
\end{align}

Once proven, this conjecture will give rise to a recursion formula for $\text{QH}^*(\overline{M},\overline{\omega})$ in terms of $\text{QH}_*^G(M,\omega)$ and $\varphi$.\(^5\) As noticed in [NWZ], without the semipositivity condition, the conjecture likely needs to be modified as follows:

2. Conjecture (Quantum Kirwan map, general situation). Assume that $(H)$ holds, and that $(M,\omega,\mu)$ is convex at $\infty$. Then there exists a morphism of cohomological field theories (CohFT’s) from the equivariant Gromov-Witten theory of $(M,\omega)$ to the Gromov-Witten theory of $(\overline{M},\overline{\omega})$.

For the notion of a morphism between two CohFT’s $V$ and $W$ see [NWZ]. Such a morphism consists of a sequence of $S_n$-invariant multilinear maps
\begin{equation}
\psi^n : V^{\times n} \times H^*(\overline{M}_{n,1}(\lambda)) \to W, \quad n \in \mathbb{N}_0 := \mathbb{N} \cup \{0\},
\end{equation}

\(^3\)This ring consists of all maps $\lambda : H_*^G(M,\mathbb{Z}) \to \mathbb{Q}$ satisfying an equivariant version of the Novikov condition, analogous to the one above. The product is given by convolution.

\(^4\)This condition is analogous to the one above.

\(^5\)In this memoir $N := \{1,2,\ldots\}$ does not include 0.

\(^6\)This means that there exists an $\omega$-compatible and $G$-invariant almost complex structure $J$ on $M$, such that the quadruple $(M,\omega,\mu, J)$ is convex at $\infty$ in the sense explained before Theorem 3 below.

\(^7\)The recursion is over the set
\begin{equation}
\left\{ \left[ \sum_{i=1}^k B_i \right] \mid (\omega - \mu)_i, B_i \in H_*^G(M,\mathbb{Z}) : \varphi(B_i) \neq 0 \text{ or } GW^G_{B_i} \neq 0, i = 1, \ldots, k \right\},
\end{equation}
where $GW^G_{B_i}$ denotes the 3-point genus 0 equivariant Gromov-Witten invariant of $(M,\omega)$ in the class $B_i$. 
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satisfying relations involving the composition maps of $V$ and $W$. Here $\overline{M}_{n,1}(\mathbb{A})$ denotes the moduli space of stable $n$-marked scaled lines. Furthermore, the action of the symmetric group $S_n$ is by permutations of the first $n$ arguments of $\psi^n$. The map $\psi^1$ plays the role of $\varphi$, as in Conjecture 1. The map $\psi^0$ measures how much $\psi^1$ fails to be a ring homomorphism. Once proven, Conjecture 2 will give rise to a recursion formula for the Gromov-Witten invariants of $(\overline{M},\omega)$ in terms of the equivariant Gromov-Witten invariants of $(M,\omega)$ and the morphism $(\psi^n)_n$.

The present memoir is part of a project whose goal is to prove Conjectures 1 and 2.\footnote{Further relevant results will appear elsewhere, including [Zi4, Zi5].} The approach pursued here was suggested by D. A. Salamon.\footnote{Private communication.} The idea is to construct the morphisms appearing in the conjectures by counting symplectic vortices over the complex plane $\mathbb{C}$. In a first step, we will consider the (symplectically) aspherical case. This means that

\begin{equation}
\int_{S^2} u^* \omega = 0, \quad \forall u \in C^\infty(S^2, M).
\end{equation}

In this case the equivariant quantum cup product is induced by the ordinary cup product on $H^*_G(M)$.

1.2. Symplectic vortices, idea of the proof of existence of a quantum Kirwan map

To explain the idea of the proofs of Conjectures 1 and 2, we recall the symplectic vortex equations: Let $J$ be an $\omega$-compatible and $G$-invariant almost complex structure on $M$, $\langle \cdot, \cdot \rangle_g$ an invariant inner product on $g$, $(\Sigma, j)$ a Riemann surface, and $\omega_\Sigma$ a compatible area form on $\Sigma$.\footnote{This means that $j$ and $\omega_\Sigma$ determine the same orientation of $\Sigma$.} For every smooth (principal) $G$-bundle $P$ over $\Sigma$ we denote by $A(P)$ the affine space of smooth connection one-forms on $P$, and by $C^\infty_G(P,M)$ the set of smooth equivariant maps from $P$ to $M$. Consider the class

\begin{equation}
\begin{aligned}
\tilde{B} &:= \tilde{B}_\Sigma := \{ w := (P,A,u) \mid P \text{ smooth } G\text{-bundle over } \Sigma, \\
A &\in A(P), \ u \in C^\infty_G(P,M) \}. 
\end{aligned}
\end{equation}

The symplectic vortex equations are the equations

\begin{align}
\bar{\partial}_{J,A}(u) &= 0, \\
F_A + (\mu \circ u) \omega_\Sigma &= 0
\end{align}

for a triple $(P,A,u) \in \tilde{B}$. To explain these conditions, note that the pullback bundle $u^* TM \to P$ descends to a complex vector bundle $(u^* TM)/G \to \Sigma$.\footnote{The complex structure on this bundle is induced by the almost complex structure $J$.} For every $x \in M$ we denote by $L_x : g \to T_x M$ the infinitesimal action, corresponding to the action of $G$ on $M$. With this notation, $\bar{\partial}_{J,A}(u)$ means the complex antilinear part of $d_A u := du + L_u A$, which we think of as a one-form on $\Sigma$ with values in $(u^* TM)/G \to \Sigma$. In (1.9) we view the curvature $F_A$ of $A$ as a two-form on $\Sigma$ with values in the adjoint bundle $g_P := (P \times g)/G \to \Sigma$.\footnote{Here $G$ acts on $g$ in the adjoint way.} Furthermore, identifying $g^*$ with $g$ via $\langle \cdot, \cdot \rangle_g$, we view $\mu \circ u$ as a section of $g_P$. The vortex equations (1.8,1.9) were discovered by K. Cieliebak, A. R. Gaio, and D. A. Salamon [CGS], and
independently by I. Mundet i Riera [Mu1, Mu2]. A solution of these equations is called a \((\text{symplectic})\) vortex.

Two elements \(w, w' \in \tilde{B}\) are called \((\text{gauge})\) equivalent iff there exists an isomorphism \(\Phi : P' \to P\) of smooth \(G\)-bundles (which descends to the identity on \(\Sigma\)), such that
\[
\Phi^*(A, u) := (A \circ d\Phi, u \circ \Phi) = (A', u').
\]
In this case we write \(w \sim w'\). We define
\[
\mathcal{B} := \mathcal{B}_\Sigma := \tilde{B}/\sim.
\]
The equations (1.8,1.9) are invariant under equivalence. We call an element \(W \in \mathcal{B}\) a vortex class iff it consists of vortices. We define the energy density of a class \(W \in \mathcal{B}\) to be
\[
e_W := e_w := \frac{1}{2}(|d_A u|^2 + |F_A|^2 + |\mu \circ u|^2),
\]
where \(w := (P, A, u)\) is any representative of \(W\). Here the norms are induced by the Riemannian metrics \(\omega_\Sigma(\cdot, j\cdot)\) on \(\Sigma\) and \(\omega(\cdot, J\cdot)\) on \(M\), and by \(\langle \cdot, \cdot \rangle\). This definition does not depend on the choice of \(w\). Vortex classes are absolute minimizers of the \((\text{Yang-Mills-Higgs})\) energy functional
\[
E : \mathcal{B} \to [0, \infty], \quad E(W) := \int_\Sigma e_W \omega_\Sigma
\]
in a given second equivariant homology class. We define the image of a class \(W \in \mathcal{B}\) to be the set of orbits of \(w(P)\), where \((P, A, u)\) is any representative of \(W\). This is a subset of the orbit space \(M/G\).

Consider now the complex plane \(\Sigma := \mathbb{C}\), equipped with the standard area form \(\omega_\Sigma := \omega_0\). Let \(W \in \mathcal{B}_\mathbb{C}\) be a vortex class of finite energy, such that the image of \(W\) has compact closure. Then \(W\) naturally carries an equivariant homology class \([W] \in H_2^G(M, \mathbb{Z})\). (See Section 3.1.) Let \(B \in H_2^G(M, \mathbb{Z})\). We denote by \(\mathcal{M}_B\) the set of vortex classes \(W\) representing the class \(B\), and by \(EG \to BG\) a universal \(G\)-bundle. There are natural evaluation maps
\[
ev_z : \mathcal{M}_B \to (M \times EG)/G, \quad \overline{ev}_\infty : \mathcal{M}_B \to \overline{M}
\]
at \(z \in \mathbb{C}\) and \(\infty \in \mathbb{C} \cup \{\infty\}\). We denote by \(\overline{PD} : H_*(\overline{M}) \to H^*(\overline{M})\) the Poincaré duality map.

To prove Conjecture 1, heuristically, we define
\[
\varphi : H_2^G(M, \mathbb{Z}) \to \text{Hom}_\mathbb{Q} (H_2^G(M), H^*(\overline{M})),
\]
\[
\langle \varphi(B) \alpha, \overline{b} \rangle := \int_{\mathcal{M}_B} \overline{ev}_0 \alpha \sim \overline{ev}_\infty \overline{PD}(\overline{b}),
\]
\footnote{In the case \(G := S^1 \subseteq \mathbb{C}\) acting on \(M := \mathbb{C}\) by multiplication, and \(\Sigma := \mathbb{C}\), the corresponding energy functional was introduced previously by V. L. Ginzburg and L. D. Landau [GL], in order to model superconductivity. More generally, in the case \(M := \mathbb{C}^n\) and \(G\) a closed subgroup of \(U(n)\), the functional appeared in physics in the context of \textit{gauged linear sigma models}, starting with the work of E. Witten [Wi].}
\footnote{See [CGS, Proposition 3.1]. Here we assume that \(\Sigma\) is closed, and vortices in the given homology class exist.}
\footnote{In this case a vortex may be viewed as a map \((\Phi, \Psi, u) : \mathbb{C} \to g \times g \times M\), see Remark 6 below.}
\footnote{with respect to the quotient topology on \(M/G\)}
for $B \in H^G_2(M, \mathbb{Z})$, $\alpha \in H^*_G(M)$, and $\overline{b} \in H_*(\overline{M})$. Under the hypotheses of Conjecture 1, this map is “morally” well-defined and satisfies the conditions of the conjecture: If $J$ is chosen as in the definition of convexity below, then there exists a compact subset of $M/G$ containing the image of every finite energy vortex class $W \in \mathcal{B}_C$ whose image has compact closure. This ensures that for every $B \in H^G_2(M, \mathbb{Z})$, the space $\mathcal{M}_B$ can be compactified by including holomorphic spheres in $\overline{M}$ and in the fibers of the Borel construction $(M \times EG)/G$. In the transverse case, it follows that the “boundary” of $\mathcal{M}_B$ has codimension at least 2. This makes the map $\varphi$ “well-defined”. It satisfies the equivariant Novikov condition as a consequence of the compactification argument, conservation of the equivariant homology class in the limit (see [Zi1, Zi4]), and the identity

$$E(W) = \langle [\omega - \mu], [W] \rangle.$$

This holds for every vortex class $W \in \mathcal{B}_C$ of finite energy, such that the image of $W$ has compact closure. The identity also implies conditions (1.4,1.5).

The ring homomorphism property for the induced map $Q_\kappa := \varphi_*$ follows from an argument involving two marked points on the plane $C$ that either move together or infinitely apart. The semipositivity assumption ensures that in the limit there is no bubbling of vortex classes over $C$ without marked points. In contrast with holomorphic planes, such vortex classes may occur in stable maps in top dimensional strata, even in the transverse case. This is due to the fact that vortices over $C$ “should not be rotated”, which is explained below.

Surjectivity of $Q_\kappa$ will be a consequence of surjectivity of the Kirwan map $\kappa$, and the equivariant Novikov property.

The idea of the proof of Conjecture 2 is to define $Q_\kappa^1 := Q_\kappa$ as above, and for general $n \in \mathbb{N}_0$, $Q_\kappa^n$ in a similar way, using $n$ marked points.

The “quantum Kirwan morphism” $(Q_\kappa^n)_{n \in \mathbb{N}_0}$ will intertwine the genus 0 symplectic vortex invariants with the Gromov-Witten invariants of $(\overline{M}, \omega)$. This will follow from a bubbling argument for a sequence of vortex classes over the sphere $S^2$, equipped with an area form that converges to $\infty$. The goal of the present memoir is to establish bubbling (i.e., “compactification”) and Fredholm results for vortices over $C$ in the aspherical case. Together with a transversality result (see [Zi5]), the Fredholm result will provide a natural structure of an oriented manifold on the set $\mathcal{M}_B$. Furthermore, the bubbling result will imply that the map

$$(ev_0, \overline{ev}_\infty) : \mathcal{M}_B \to (M \times EG)/G \times \overline{M}$$

is a pseudocycle. This will give a rigorous meaning to the integral (1.14). The ring homomorphism property and the relations defining a morphism of CohFT’s will be a consequence of the bubbling result and a suitable gluing result.

---

18The equality follows from [CGS, Proposition 3.1] with $\Sigma := S^2 \cong \mathbb{C} \cup \{\infty\}$ and a smoothening argument at $\infty$.

19This corresponds to the adiabatic limit studied by Gaio and Salamon in [GS]. The new feature here is that in the limit, vortex classes over $C$ may bubble off.

20as defined in [MS2, Definition 6.5.1]
1.3. Bubbling for vortices over the plane

To explain the first main result of this memoir, we assume that \((M, \omega)\) is aspherical, i.e., condition (1.6) is satisfied.\(^{21}\) We denote by \((1.15)\)

\[
\tilde{M} := \{(P, A, u) \in \tilde{B}_C \mid (1.8, 1.9)\}, \quad \mathcal{M} := \tilde{M}/\sim
\]

the class of all vortices over \(\mathbb{C}\) and the set of equivalence classes of such vortices. The latter is equipped with a natural topology.\(^{22}\) Consider the subspace of all classes in \(\mathcal{M}\) with fixed finite energy \(E > 0\). There are three sources of non-compactness of this space: Consider a sequence \(W_\nu \in \mathcal{M}, \nu \in \mathbb{N}\), of classes of energy \(E\). In the limit \(\nu \to \infty\), the following scenarios (and combinations) may occur:

**Case 1.** The energy density of \(W_\nu\) blows up at some point in \(\mathbb{C}\).

**Case 2.** There exists a number \(r > 0\) and a sequence of points \(z_\nu \in \mathbb{C}\) that converges to \(\infty\), such that the energy density of \(W_\nu\) on the ball \(B_r(z_\nu)\) is bounded above and below by some fixed positive constants.

**Case 3.** The energy densities converge to 0, i.e., the energy is spread out more and more.

In case 1, by rescaling \(W_\nu\) around the bubbling point, in the limit \(\nu \to \infty\), we obtain a non-constant \(J\)-holomorphic map from \(\mathbb{C}\) to \(M\). Using removal of singularity, this is excluded by the asphericity condition. In case 2, we pull \(W_\nu\) back by the translation \(z \mapsto z + z_\nu\), and in the limit \(\nu \to \infty\), obtain a vortex class over \(\mathbb{C}\). Finally, in case 3, we “zoom out” more and more. In the limit \(\nu \to \infty\) and after removing the singularity at \(\infty\), we obtain a pseudo-holomorphic map from \(S^2\) to the symplectic quotient \(\mathcal{M} = \mu^{-1}(0)/G\).

Hence in the limit, passing to a subsequence, we expect \(W_\nu\) to converge to a new sort of stable map, which consists of vortex classes over \(\mathbb{C}\) and pseudo-holomorphic spheres in \(\mathcal{M}\). Here an important difference to Gromov-convergence for pseudo-holomorphic maps is the following: Although the vortex equations are invariant under all orientation preserving isometries of \(\Sigma\), only translations on \(\mathbb{C}\) should be allowed as reparametrizations used to obtain a vortex class over \(\mathbb{C}\) in the limit. Hence we should disregard some symmetries of the equations. The reasons are that otherwise the reparametrization group does not always act with finite isotropy on the set of simple stable maps, and that there is no suitable evaluation map on the set of vortex classes, which is invariant under rotation.\(^{23}\)

We are now ready to formulate the first main result. Here we say that \((M, \omega, \mu, J)\) is *convex at \(\infty* if there exists a proper \(G\)-invariant function \(f \in C^\infty(M, [0, \infty))\) and a constant \(C \in [0, \infty)\), such that

\[
\omega(\nabla_v \nabla f(x), J v) - \omega(\nabla_v Jf(x), v) \geq 0, \quad df(x)JL_x \mu(x) \geq 0,
\]

for every \(x \in f^{-1}([C, \infty))\) and \(0 \neq v \in T_xM\). Here \(\nabla\) denotes the Levi-Civita connection of the metric \(\omega(\cdot, J \cdot)\). This condition reduces to the existence of a

\(^{21}\)The general situation is discussed in Remark 17 in Section 2.1.

\(^{22}\)It is induced by the \(C^\infty\)-topology on compact subsets of \(\mathbb{C}\).

\(^{23}\)See Remarks 22 and 33 in Sections 2.2 and 2.4.
plurisubharmonic function in the case in which \( G \) is trivial. It is satisfied e.g. if \( M \) is closed, and for linear actions on symplectic vector spaces.\textsuperscript{24}

3. Theorem (Bubbling). Assume that hypothesis (H) is satisfied, \((M, \omega)\) is aspherical, and \((M, \omega, \mu, J)\) is convex at \( \infty \). Let \( k \in \mathbb{N}_0 \), and for \( \nu \in \mathbb{N} \) let \( W_\nu \in \mathcal{M} \) be a vortex class and \( z_\nu^0, \ldots, z_\nu^k \in \mathbb{C} \) be points. Suppose that the closure of the image of each \( W_\nu \) is compact, and

\[
E(W_\nu) > 0, \quad \forall \nu \in \mathbb{N}, \quad \sup_{\nu \in \mathbb{N}} E(W_\nu) < \infty.
\]

Then there exists a subsequence of \((W_\nu, z_\nu^0 := \infty, z_\nu^1, \ldots, z_\nu^k)\) that converges to some genus 0 stable map \((W, z)\) consisting of vortex classes over \( \mathbb{C} \) and pseudo-holomorphic spheres in \( \overline{\mathcal{M}} \), with \( k + 1 \) marked points. (See Definitions 15 and 20 in Chapter 2.\textsuperscript{25})

The proof of this result combines Gromov compactness for pseudo-holomorphic maps with Uhlenbeck compactness. It relies on work [CGMS, GS] by K. Cieliebak, R. Gaio, I. Mundet i Riera, and D. A. Salamon. The idea is the following. In order to capture all the energy, we “zoom out rapidly”, i.e., rescale the vortices so much that the energies of the rescaled vortices are concentrated near the origin in \( \mathbb{C} \). Now we “zoom back in” in such a way that we capture the first bubble, which may either be a vortex class over \( \mathbb{C} \) or a \( J \)-holomorphic sphere in \( \mathcal{M} \). In the first case we are done. In the second case we “zoom in” further, to obtain a finite number of vortices and spheres that are attached to the first bubble. Iterating this procedure, we construct the limit stable map.

The proof involves generalizations of results for pseudo-holomorphic maps to vortices: a bound on the energy density of a vortex, quantization of energy, compactness with bounded derivatives, and hard and soft rescaling. The proof that the bubbles connect and no energy is lost between them, uses an isoperimetric inequality for the invariant symplectic action functional, proved in [Zi2], based on a version of the inequality by R. Gaio and D. A. Salamon [GS].

Another crucial point is that when “zooming out”, no energy is lost locally in \( \mathbb{C} \) in the limit. This relies on an upper bound on the “momentum map component” of a vortex, due to R. Gaio and D. A. Salamon.

1.4. Fredholm theory for vortices over the plane

The space of gauge equivalence classes of symplectic vortices can be viewed as the zero set of a section of an infinite dimensional vector bundle. Formally, the second main result of this memoir states that in the case \( \Sigma = \mathbb{C} \) the vertical differential of this section is Fredholm when seen as an operator between suitable weighted Sobolev spaces. We will first state the result and then interpret it in this way.

Statement of the Fredholm result. Consider the case \( \Sigma = \mathbb{C} \) and \( \omega_{\mathbb{C}} := \omega_0 \). Let \( p > 2 \) and \( \lambda \) be real numbers.\textsuperscript{26} We define the set \( B^p_\lambda \) as follows. For a

\textsuperscript{24}See [CGMS, Example 2.8]. Here the standing assumption that \( \mu \) is proper is used.

\textsuperscript{25}The reasons for introducing the additional marked points \( z_\nu^0 = \infty \) are explained in Remark 21 in Section 2.2.

\textsuperscript{26}In this memoir, \( p \) and \( \lambda \) always refer to finite values, unless otherwise stated.
measurable function $f : \mathbb{R}^n \to \mathbb{R}$ we denote $\|f\|_p := \|f\|_{L^p(C)} \in [0, \infty]$ and define the $\lambda$-weighted $L^p$-norm of $f$ to be

$$\|f\|_{p,\lambda} := \|(1 + |\cdot|^2)^{\frac{\lambda}{2}} f\|_p \in [0, \infty].$$

We define $\tilde{B}^p_{\text{loc}}$ to be the class consisting of all triples $(P, A, u)$, where $P \to C$ is a $G$-bundle of class $W^{2,p}_{\text{loc}}$, $A$ a connection (one-form) of class $W^{1,p}_{\text{loc}}$, and $u : P \to M$ a $G$-equivariant map of class $W^{1,p}_{\text{loc}}$. We call two elements $w, w' \in \tilde{B}^p_{\text{loc}}$ $p$-equivalent if there exists an isomorphism $\Phi : P' \to P$ of $G$-bundles of class $W^{1,p}_{\text{loc}}$ (descending to the identity on $C$), such that $\Phi^*(A, u) = (A', u')$. In this case we write $w \sim_p w'$.

We define

$$\tilde{B}^p_A := \{ w := (P, A, u) \in \tilde{B}^p_{\text{loc}} \mid \text{compact}, \|\sqrt{e_w}\|_{p,\lambda} < \infty \},$$

$$\tilde{B}^p_{\Sigma} := \tilde{B}^p_A / \sim_p,$$

where the energy density $e_w$ is defined as in (1.11).

Let $W \in B^p_A$. We define normed vector spaces $X^p_{W,A}$ and $X^p_{W,\Pi}$ as follows. Let $E$ be a real vector bundle over $C$. We denote by $A^1(E)$ the bundle of alternating $i$-forms on $C$ with values in $E$. If $E$ is a complex vector bundle, then we denote by $A^{0,1}(E)$ the bundle of anti-linear one-forms on $C$ with values in $E$. We denote by $\Gamma^1_{\text{loc}}(E)$ and $\Gamma^{1,1}_{\text{loc}}(E)$ the spaces of its $L^p_{\text{loc}}$ and $W^{1,p}_{\text{loc}}$-sections, respectively. We fix $w := (P, A, u) \in \tilde{B}^p_A$, and denote by

$$g_P := (P \times \mathfrak{g})/G \to \Sigma, \quad TM^u := (u^*TM)/G \to C$$

the adjoint bundle and the quotient of the pullback bundle $u^*TM \to P$. Let $\zeta := (\alpha, v) \in \Gamma^{1,1}_{\text{loc}}(A^1(g_P) \oplus TM^u)$. We denote $d_A \alpha := d\alpha + [A \wedge \alpha]$ and by $\nabla^A$ the connection on $TM^u$ induced by the Levi-Civita connection $\nabla$ of $\omega(\cdot, J)$ and $A$, and we abbreviate $\nabla^A \zeta := (d_A \alpha, \nabla^A v)$. We define the weighted norm

$$\|\zeta\|_{w, p, \lambda} := \|\zeta\|_\infty + \|\nabla^A \zeta\| + |d\mu(u)v| + |\alpha|\|_{p,\lambda} \in [0, \infty].$$

The norms are taken with respect to $\omega(\cdot, J)$, the standard metric on $C$, and $\langle \cdot, \cdot \rangle_{g_P}$. We denote by $\ast$ the Hodge star operator with respect to the standard metric on $C$, and by

$$d_A^* = - \ast d_A \ast : \Gamma^1_{\text{loc}}(A^1(g_P)) \to \Gamma^p_{\text{loc}}(g_P)$$

the formal adjoint of the twisted differential $d_A$. For $x \in M$ we denote by $L^*_x : T_x M \to \mathfrak{g}$ the adjoint map of the infinitesimal action of $G$ on $M$ at $x$, with respect to the Riemannian metric $\omega(\cdot, J)$ and the inner product $\langle \cdot, \cdot \rangle_g$. The collection $(L^*_x)_{x \in M}$ induces a map $L^*_w$ from the space of sections of $TM^u$ to the space of sections of $g_P$. We define

$$L^*_w : \Gamma^1_{\text{loc}}(A^1(g_P) \oplus TM^u) \to \Gamma^p_{\text{loc}}(g_P), \quad L^*_w(\alpha, v) := -d_A^* \alpha + L^*_w v,$$

$\text{27}$ By definition, $P$ is a topological $G$-bundle over $C$, equipped with an atlas of local trivializations whose transition functions lie in $W^{2, p}_{\text{loc}}$. Every such bundle is trivializable, but we do not fix a trivialization here.

$\text{28}$ See definition (A.63) in Appendix A.7.

$\text{29}$ As explained in the next subsection, the map $L^*_w$ is the formal adjoint for the infinitesimal action of the gauge group on the product of the spaces of connections and equivariant maps from $P$ to $M$.\[\text{\(\ast\)}\]
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(1.20) \[ \tilde{\mathcal{X}}_{w,\lambda}^p := \{ \zeta \in \Gamma^{1,p}_{loc}(A^1(P) \oplus TM^u) \mid L_w^*\zeta = 0, \|\zeta\|_{w,\lambda,p} < \infty \}, \]

(1.21) \[ \tilde{\mathcal{Y}}_{w,\lambda}^p := \{ \zeta' \in \Gamma^{p,1}_{loc}(TM^u) \oplus A^2(P) \mid \|\zeta'\|_{p,\lambda} < \infty \}, \]

(1.22) \[ \mathcal{X}_w^p,\lambda := \bigcup_{w \in W} \tilde{\mathcal{X}}_{w,\lambda}^p / \sim_p, \]

(1.23) \[ \mathcal{Y}_w^p,\lambda := \bigcup_{w \in W} \tilde{\mathcal{Y}}_{w,\lambda}^p / \sim_p. \]

Here the equivalence relations in (1.22,1.23) are defined similarly to the \( p \)-equivalence relation on \( \mathcal{B}_{\lambda}^p \). Since the energy-density is invariant under the gauge transformations, the gauge group of \( P \) \(^{30}\) of class \( W_{loc}^{2,p} \) naturally acts on the set

(1.24) \[ \mathcal{B}^p_{\lambda}(P) := \{ (A,u) \mid (P,A,u) \in \mathcal{B}^p_{\lambda} \}. \]

Assume that \( \lambda > 1 - 2/p \). Then this action is free.\(^{31}\) Therefore, \( \mathcal{X}_w^p,\lambda \) is naturally a normed vector space, which can canonically be identified with \( \tilde{\mathcal{X}}_{w,\lambda}^p \), for any representative \( w \) of \( W \). Similarly, \( \mathcal{Y}_w^p,\lambda \) is naturally a normed vector space, which may be identified with \( \tilde{\mathcal{Y}}_{w,\lambda}^p \), for any representative \( w \) of \( W \).

Consider the operator

(1.25) \[ D_{w,\lambda}^p : \mathcal{X}_w^p,\lambda \to \mathcal{Y}_w^p,\lambda \]

(1.26) \[ D_{w,\lambda}^p[w;\alpha,u] := \left[ (\nabla^A v + L_u^A\alpha)^{0,1}_{dA\alpha + \omega d\mu(u)} (d_A u)^{1,0} \right]. \]

Here the brackets \( [\cdots] \) denote equivalence classes. Formally, this is the vertical differential of a section of a Banach space bundle over a Banach manifold, whose zeros are the gauge equivalence classes of vortices. (For explanations see the next subsection.) Recall that \( c_1^G(M,\omega) \in H_2^G(M,\mathbb{Z}) \) denotes the equivariant first Chern class of \((M,\omega)\). The second main result of this memoir is the following.

4. Theorem (Fredholm property). Let \( p > 2, \lambda \in \mathbb{R} \), and \( W \in \mathcal{B}^p_{\lambda} \) (defined as in (1.17)). Assume that \( \dim M > 2 \dim G \). Then the following statements hold.

(i) If \( \lambda > 1 - 2/p \) then the normed vector spaces \( \mathcal{X}_w^p,\lambda \) and \( \mathcal{Y}_w^p,\lambda \) (defined as in (1.22,1.23)) are complete.

(ii) If \( 1 - 2/p < \lambda < 2 - 2/p \) then the operator \( D_{w,\lambda}^p \) (defined as in (1.25,1.26)) is well-defined and Fredholm of real index

(1.27) \[ \text{ind} D_{w,\lambda}^p = \dim M - 2 \dim G + 2 \langle c_1^G(M,\omega),[W] \rangle, \]

where \([W]\) denotes the equivariant homology class of \( W \) (see Section 3.1).

The contraction appearing in formula (1.27) can be interpreted as a certain Maslov index. (See Proposition 62 in Section 3.1.) The condition \( 1 - 2/p < \lambda < 2 - 2/p \) in part (ii) of this result captures the geometry of finite energy vortices over \( \mathbb{C} \). (See Remark 9 below.) The condition \( \lambda < 2 - 2/p \) is also needed for the map \( D_{w,\lambda}^p \) to have the right Fredholm index. (See Remark 10.) The definition of the space \( \mathcal{X}_w^p,\lambda \) naturally parallels the definition of \( \mathcal{B}^p_{\lambda} \). (See Remark 11.) Note that some naive choices for the domain and target of the operator \( D_{w,\lambda}^p \) do not work. (See Remark 12.)

\(^{30}\)I.e., the group of transformations on \( P \)

\(^{31}\)See Lemma 121 in Appendix A.7.
The proof of Theorem 4 is based on a Fredholm result for the augmented vertical differential and the existence of a bounded right inverse for \( L_{\infty} \). (See Theorems 63 and 64 in Section 3.2.1.) The proof of Theorem 63 has two main ingredients. The first one is the existence of a suitable complex trivialization of the bundle \( A^1(\mathfrak{g}_P) \oplus TM^u \). For \( R \) large, \( z \in \mathbb{C} \setminus \mathcal{B}_R \) and \( p \in \pi^{-1}(z) \subseteq P \) such a trivialization respects the splitting

\[
(1.28) \quad T_{u(p)}M = (\text{im}L^C_{w(p)})^\perp \oplus \text{im}L^C_{w(p)},
\]

where \( L_x^C : \mathfrak{g} \otimes \mathbb{C} \to T_xM \) denotes the complexified infinitesimal action, for \( x \in M \). The second ingredient are two propositions stating that the standard Cauchy-Riemann operator \( \partial_z \) and a related matrix differential operator are Fredholm maps between suitable weighted Sobolev spaces. These results are based on the analysis of weighted Sobolev spaces carried out by R. B. Lockhart and R. C. McOwen \cite{Lo1, Lo2, Lo3, LM1, LM2, McO1, McO2, McO3}. A crucial analytical ingredient is a Hardy-type inequality (Proposition 91 in Appendix A.4).

**Motivation, a formal setting.** To put the Fredholm result into context, let \((\Sigma, j)\) be a connected smooth Riemann surface, equipped with a compatible area form \( \omega_\Sigma \). Recall the definitions (1.7,1.10) of \( \mathcal{B}, \mathcal{B} \). Consider the subclass \( \mathcal{B}^* \subseteq \mathcal{B} \) of triples \((P, A, u)\) for which there exists a point \( p \in P \), such that the action of \( G \) at the point \( u(p) \in M \) is free. We define

\[
\mathcal{B}^* := \mathcal{B}^*/\sim,
\]

where \( \sim \) is defined as before the definition (1.10). Formally, \( \mathcal{B}^* \) may be viewed as an infinite dimensional manifold, since for every smooth \( G \)-bundle \( P \) over \( \Sigma \), the natural action of the gauge group \( \mathcal{G}_P = C^\infty_\mathbb{C}(P, G) \) on the “infinite dimensional manifold”

\[
(1.29) \quad \mathcal{B}^*_P := \{(A, u) \mid (P, A, u) \in \mathcal{B}^* \}
\]

is free. Furthermore, the set of vortex classes may be viewed as the zero set of a section of a vector bundle \( \mathcal{E} \) over \( \mathcal{B}^* \), with infinite dimensional fiber, as follows. Consider the “vector bundle” \( \tilde{\mathcal{E}} := \tilde{\mathcal{E}}_\Sigma \) over \( \mathcal{B}^* \), whose fiber over a point \( w = (P, A, u) \in \mathcal{B}^* \) is given by

\[
(1.30) \quad \tilde{\mathcal{E}}_w := \Gamma \left( A^{0,1}(TM^u) \oplus \mathcal{A}^2(\mathfrak{g}_P) \right).
\]

The bundle \( \mathcal{E} := \mathcal{E}_\Sigma \) over \( \mathcal{B}^* \) is now defined to be the quotient of the bundle \( \tilde{\mathcal{E}} \rightarrow \mathcal{B}^* \) under the natural equivalence relation lifting the relation \( \sim \) on \( \mathcal{B}^* \). Finally,

\[
S : \mathcal{B}^* \rightarrow \mathcal{E}
\]

is defined to be the section induced by

\[
\tilde{S} : \mathcal{B}^* \rightarrow \tilde{\mathcal{E}}, \quad \tilde{S}(A, u) := (\bar{\partial}_{J,A}(u), F_A + (\mu \circ u)\omega_\Sigma).
\]

Heuristically, \( \mathcal{E} \) is an infinite dimensional vector bundle over \( \mathcal{B}^* \), and \( S \) is a smooth section of \( \mathcal{E} \). The zero set \( S^{-1}(0) \subseteq \mathcal{B}^* \) consists of all vortex classes over \( \Sigma \). Assume that \( W \in S^{-1}(0) \). Then formally, there is a canonical map \( T : T_{(W,0)}\mathcal{E} \rightarrow \mathcal{E}_W \), where \( \mathcal{E}_W \subseteq \mathcal{E} \) denotes the fiber over \( W \). We define the vertical differential of \( S \) at \( W \) to be the map

\[
(1.31) \quad d^V S(W) = T dS(W) : T_W \mathcal{B}^* \rightarrow \mathcal{E}_W.
\]

\[32\text{Here } \Gamma(\mathcal{E}) \text{ denotes the space of smooth sections of a vector bundle } E \rightarrow \Sigma.\]
Heuristically, if this map is Fredholm and surjective, for every \( W \in S^{-1}(0) \), then the zero set \( S^{-1}(0) \) is a smooth submanifold of \( B^* \). The dimension of a connected component of this submanifold equals the Fredholm index of \( d^V S(W) \), where \( W \) is any point in the connected component.

At a formal level, in the case \( \Sigma = \mathbb{C} \), equipped with \( \omega_\Sigma = \omega_0 \), the vertical differential (1.31) coincides with the operator \( \mathcal{D}^\lambda_W \), which was defined in (1.25,1.26) and occurred in the Fredholm result, Theorem 4. To see this, let \( W \in B^* \). We interpret \( T_W B^* \) as a quotient, as follows. Let \( P \) be a smooth \( G \)-bundle over \( \Sigma \), and \( (A,u) \in \mathcal{B}_P^* \). Denoting \( w := (P,A,u) \), the infinitesimal action at the point \( (A,u) \), corresponding to the action of \( \mathcal{G}_P \) on \( \mathcal{B}_P^* \), is given by

\[
L_w : \text{Lie}(\mathcal{G}_P) = \Gamma(g_P) \to T_{(A,u)} \mathcal{B}_P^* = \Gamma(A^1(g_P) \oplus TM^u), \quad L_w \xi = (-d_A \xi, L_u \xi),
\]

where \( d_A \xi := d \xi + [A, \xi] \). Defining

\[
\tilde{X}_w := T_{(A,u)} \mathcal{B}_P^*/\text{im}L_w,
\]

we may identify

\[
T_W B^* = \mathcal{X}_W := \left( \prod_{w \in W} \tilde{X}_w \right) / \sim,
\]

where \( \sim \) denotes the natural lift of the equivalence relation on \( \mathcal{B}_P^* \). Assume formally that \( \mathcal{B}_P^* \) and \( \text{Lie}(\mathcal{G}_P) \) are equipped with a \( \mathcal{G}_P \)-invariant Riemannian metric and a \( \mathcal{G}_P \)-invariant inner product, respectively. For \( (A,u) \in \mathcal{B}_P^* \), we denote by \( L_w^* : T_{(A,u)} \mathcal{B}_P^* \to \text{Lie}(\mathcal{G}_P) \) the adjoint map of \( L_w \). Then by (1.32), we may identify

\[
\tilde{X}_w = \ker L_w^* \subseteq \Gamma(A^1(g_P) \oplus TM^u).
\]

Using this and (1.33,1.30), the vertical differential (1.31) at \( W \in S^{-1}(0) \) agrees with the map

\[
\left( \prod_{w \in W} \ker L_w^* \right) / \sim \to \left( \prod_{w \in W} \Gamma(A^{0,1}(TM^u) \oplus A^2(g_P)) \right) / \sim,
\]

given by (1.26), in the case \( \Sigma = \mathbb{C} \) and \( \omega_\Sigma = \omega_0 \). Here on either side, \( \sim \) denotes a natural lift of the equivalence relation on \( \mathcal{B}_P^* \).

1.5. Remarks, related work, organization, and acknowledgments

Remarks.

5. Remark (Vortices as triples). In some earlier work (e.g. [CGS] and [Z11]), the \( G \)-bundle \( P \) was fixed and the vortex equations were seen as equations for a pair \( (A,u) \) rather than a triple \( (P,A,u) \). The motivation for making \( P \) part of the data is twofold:

When formulating convergence for a sequence of vortex classes over \( \mathbb{C} \) to a stable map, one has to pull back the vortices by translations of \( \mathbb{C} \). (See Section 2.2.) If the principal bundle is fixed and vortices are defined as pairs \( (A,u) \) solving (1.8,1.9), then there is no natural such pullback. However, there is a natural

\[\text{pullback for pairs } (A,u) \text{, using the trivialization. However, this approach is unnatural, since it depends on the choice of a trivialization.}\]

\[\text{However, in [MT] I. Mundet i Riera and G. Tian took the viewpoint of the present memoir.}\]
pullback if the bundle is made part of the data for a vortex. More generally, it is possible to pull back vortex triples \((P, A, u)\) by a Kähler transformation of a Riemann surface equipped with a compatible area form.

Another motivation is the following: If the area form or the complex structure on the surface \(\Sigma\) vary, then in the limit we may obtain a surface \(\Sigma'\) with singularities. It does not make sense to consider \(P\) as a bundle over \(\Sigma'\). One way of solving this problem is by decomposing \(\Sigma'\) into smooth surfaces, and constructing smooth \(G\)-bundles over these surfaces. Hence the \(G\)-bundle should be viewed as a varying object.

Once \(P\) is made part of the data, it is natural to consider equivalence classes of triples \((P, A, u)\in\mathcal{M}\) (as defined in (1.15)), rather than the triples themselves. One reason is that all important quantities, like energy density and energy, are invariant (or equivariant) under equivalence. Note also that the bubbling and Fredholm results are more naturally stated for equivalence classes of vortices. Viewing the equivalence classes as the fundamental objects also matches the physical viewpoint that the “gauge field”, i.e., the connection \(A\), is physically relevant only “up to gauge”. □

6. Remark. Let \(\Sigma\) be the plane \(\mathbb{C}\), equipped with the standard area form \(\omega_0\), and consider the trivial \(G\)-bundle \(P_0:=\mathbb{C}\times G\). Then the solutions \((A, u)\) of the vortex equations (1.8,1.9) on \(P_0\) bijectively correspond to solutions \((\Phi, \Psi, f)\in C^\infty(\mathbb{C}, g\times\mathfrak{g}\times\mathcal{M})\) of the equations
\[
\begin{align*}
\partial_s f + L_f \Phi + J(f)(\partial_t f + L_f \Psi) &= 0, \\
\partial_s \Psi - \partial_t \Phi + [\Phi, \Psi] + \mu(f) &= 0.
\end{align*}
\]
Here we denote by \(s\) and \(t\) the standard coordinates in \(C=\mathbb{R}^2\), and in the second equation we identify the Lie algebra \(\mathfrak{g}\) with its dual via the inner product \(\langle \cdot, \cdot \rangle_{\mathfrak{g}}\). The correspondence maps such a triple \((\Phi, \Psi, f)\) to \((A, u)\), where \(A\) denotes the connection on \(P_0\) defined by
\[
A_{(z,g)}(\zeta, g\xi) := (\Phi(z) dz + \Psi(z) dt) \zeta + \xi, \quad \forall \zeta \in T_z\mathbb{C}, \ \xi \in \mathfrak{g}, \ z \in \mathbb{C}, \ g \in G,
\]
and the map \(u : P_0 \to M\) is given by \(u(z, g) := g^{-1}f(z)\). The group \(C^\infty(\mathbb{C}, G)\) acts on the set \(\mathcal{M}_0\) of solutions of (1.34,1.35) by
\[
h^*(\Phi, \Psi, f) := \left( h^{-1} \partial_s h + \text{Ad}_h^{-1}\Phi, h^{-1} \partial_t h + \text{Ad}_h^{-1}\Psi, h^{-1}f \right),
\]
where we denote the adjoint representation of an element \(g \in G\) by \(\text{Ad}_g : g \to \mathfrak{g}\). This group naturally corresponds to the gauge group \(C^\infty_G(P_0, G)\), and its action to the action \(g^*(A, u) := (g^{-1}dg + \text{Ad}_{g^{-1}}A, g^{-1}u)\).

Since every \(G\)-bundle over \(\mathbb{C}\) is trivializable, it follows that the quotient of \(\mathcal{M}_0\) by the action of \(C^\infty(\mathbb{C}, G)\) bijectively corresponds to the quotient \(\mathcal{M} = \mathcal{M}/\sim\), consisting of gauge equivalence classes of triples \((P, A, u)\) of solutions of (1.8,1.9). Hence the results of the present memoir can alternatively be formulated in terms of solutions of the equations (1.34,1.35). However, the intrinsic approach using equations (1.8,1.9) seems more natural. □

7. Remark (Asphericity). Without the asphericity condition one needs to include holomorphic spheres in the fibers of the Borel construction in the definition of a stable map. In this situation, to compactify the space of vortices over \(\mathbb{C}\) with
an upper energy bound, one needs to combine the proof of Theorem 3 with the analysis carried out by I. Mundet i Riera and G. Tian in [Mu1, MT], or by A. Ott in [Ott].

8. REMARK (Quotient spaces). The space $\mathcal{X}^{p,\lambda}_W$ occurring in Theorem 4 is a quotient of a disjoint union of normed vector spaces. It is canonically isomorphic to the space $\mathcal{X}_W^{p,\lambda}$, for every representative $w$ of $W$. Similar statements hold for $\mathcal{Y}^{p,\lambda}_W$. The description of the spaces $\mathcal{X}^{p,\lambda}_W$ and $\mathcal{Y}^{p,\lambda}_W$ as such quotients may look unconventional, however, it seems natural, since it does not involve any choice of a representative of $W$.

Alternatively, one could phrase the Fredholm result in terms of the spaces $\mathcal{X}_W^{p,\lambda}$ and $\mathcal{Y}_W^{p,\lambda}$. However, in view of the last part of Remark 5, this seems less natural than the present formulation.

9. REMARK (Decay condition and vortices). The condition $\|\sqrt{\varepsilon w}\|_{p,\lambda} < \infty$ in the definition (1.16) of $B^p_\lambda$ and the requirement $1 - 2/p < \lambda < 2 - 2/p$ in Theorem 4(ii) capture the geometry of finite energy vortices over $\mathbb{C}$, in the following sense. Let $w = (P, A, u) \in B^p_\lambda$ be a finite energy vortex such that $u(P)$ has compact closure. (Here $B^p_\lambda$ is defined as at the beginning of Section 1.4.) Then for every $\varepsilon > 0$ there exists a constant $C$ such that $c_u(z) \leq C|z|^{-4+\varepsilon}$, for every $z \in \mathbb{C} \setminus B_1$. This follows from Theorem 99 in Appendix A.5 and [Zi2, Corollary 1.4].

It follows that $w \in B^p_\lambda$ if $\lambda < 2 - 2/p$. This bound is sharp. To see this, let $\lambda \geq 2 - 2/p$ and $M := S^2$, equipped with the standard symplectic form $\omega_s$, complex structure $J := i$, and the action of the trivial group $G := \{1\}$. Consider the inclusion $u : \mathbb{C} \times \{1\} \cong \mathbb{C} \to S^2 \cong \mathbb{C} \cup \{\infty\}$. Since this map is holomorphic, the triple $(\mathbb{C} \times \{1\}, 0, u)$ is a finite energy vortex whose image has compact closure. It does not lie in $B^p_\lambda$.

On the other hand, every $w \in B^p_\lambda$ has finite energy whenever $p > 2$ and $\lambda > 1 - 2/p$.35 The latter condition is sharp. To see this, consider $M := \mathbb{R}^2, \omega := \omega_0, G := \{1\}, J := i$. We choose a smooth map $u : \mathbb{C} \times \{1\} \cong \mathbb{C} \to \mathbb{R}^2$, such that

$$u(z) = \left(\cos \left(\sqrt{\log |z|}\right), \sin \left(\sqrt{\log |z|}\right)\right), \quad \forall z \in \mathbb{C} \setminus B_2.$$  
Then the triple $(\mathbb{C} \times \{1\}, 0, u)$ lies in $B^p_\lambda$ for every $p > 2$ and $\lambda \leq 1 - 2/p$. However, it has infinite energy.36

10. REMARK (Index). The condition $\lambda < 2 - 2/p$ in part (ii) of Theorem 4 is needed for the map $D^{p,\lambda}_W$ to have the right Fredholm index. Namely, let $\lambda > 1 - 2/p$ be such that $\lambda + 2/p \not\in \mathbb{Z}$, and $W \in B^p_\lambda$. Then the proof of Theorem 4 shows that $D^{p,\lambda}_W$ is Fredholm with index equal to

$$(2 - k)(\dim M - 2 \dim G) + 2\langle c^G(M, \omega), [W] \rangle,$$

where $q := 2p/(p - 2)$. The first estimate is H"older’s inequality and the second one follows from a calculation in radial coordinates.

35This follows from the estimates

$$\|\sqrt{\varepsilon w}\|_2 \leq \|\sqrt{\varepsilon w}(\cdot)^\lambda\|_p \|\langle \cdot \rangle^{\lambda}\|_q, \quad \|\langle \cdot \rangle^{\lambda}\|_q < \infty,$$

where $q := 2p/(p - 2)$. The first estimate is Hölder’s inequality and the second one follows from a calculation in radial coordinates.

36In the present setting, a simpler example of an infinite energy triple $w = (P, A, u)$ satisfying $\sqrt{\varepsilon w} \in L^p_\lambda$ for every $p > 2$ and $\lambda \leq 1 - 2/p$, is $w := (\mathbb{C} \times \{1\}, 0, u)$, where $u(z) := \left(\sqrt{\log |z|}, 0\right)$, for every $z \in \mathbb{C} \setminus B_2$. However, the closure of the image of such a map $u$ is non-compact, since it contains the set $[1, \infty) \times \{0\}$. Therefore, $u$ does not lie in $B^p_\lambda$ for any $p$ and $\lambda$. 
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where $k$ is the largest integer less than $\lambda + 2/p$. In particular, the index changes when $\lambda$ passes the value $2 - 2/p$.

Note also that the condition $\lambda > 1 - 2/p$ is needed, in order for the homology class $[W]$ to be well-defined. (See Remark 55 in Section 3.1.) \hfill \square

11. Remark (Weighted Sobolev spaces and energy density). The definition of the space $\mathcal{A}^p_{\alpha,\lambda}$ naturally parallels the definition (1.17) of $B^p_{\alpha,\lambda}$. Namely, by linearizing with respect to $A$ and $u$ the terms $d_A u$, $F_A$ and $\mu \circ u$ occurring in the energy density $e_w$, we obtain the terms $\nabla^A \xi \cdot d\mu(u)v$ and $L_n \alpha$. These expressions occur in $\| \xi \|_{w,p,\lambda}$ (defined as in (1.18)), except for the factor $L_n$ in $L_n \alpha$.\(^{37}\) The expression $\| \xi \|_{\infty}$ is needed in order to make $\| \cdot \|_{w,p,\lambda}$ non-degenerate. \hfill \square

12. Remark (Sobolev spaces and 0-th order terms). Consider the situation in which the norm (1.18) is replaced by the usual $W^{1,p}$-norm, and the norm $\| \cdot \|_{p,\lambda}$ (defining $\mathcal{Y}^p_{\alpha,\lambda}$) is replaced by the usual $L^p$-norm. Then in general, the map defined by (1.26) does not have closed image, and hence it is not Fredholm. Note also that the 0-th order terms $\alpha \mapsto (L_n \alpha)^{0,1}$ and $v \mapsto \omega_0 d\mu(u)v$ in (1.26) are not compact (neither with respect to $\mathcal{A}^p_{\alpha,\lambda}$ and $\mathcal{Y}^p_{\alpha,\lambda}$, nor with respect to the usual $W^{1,p}$- and $L^p$-norms). The reason is that the embedding of $W^{1,p}(\mathbb{C})$ (for $p > 2$) into the space of bounded continuous functions on $\mathbb{C}$ is not compact. Because of these terms, the map (1.26) is not well-defined between spaces that look like the standard weighted Sobolev spaces in “logarithmic” coordinates $\tau + i\phi$ (with $e^{\tau + i\phi} = z \in \mathbb{C} \setminus \{0\}$).

This is in contrast with the situation in which $\Sigma$ is the infinite cylinder $\mathbb{R} \times S^1$, equipped with the standard complex structure and area form. In that setting, the splitting (1.28) is unnecessary, and standard weighted Sobolev spaces in “logarithmic” coordinates $\tau$ can be used. In the relative setting, with the cylinder replaced by the infinite strip $\mathbb{R} \times [0, 1]$, this was worked out by U. Frauenfelder [Fr1, Proposition 4.7]. The proof of the Fredholm result then relies on results [RoSa, Sa] by J. Robbin and D. A. Salamon.\(^{38}\)

Related work.
Quantum Kirwan maps. The history of Conjectures 1 and 2 is as follows. Assume that (H) holds, $(M, \omega)$ is aspherical, $(M, \omega, \mu)$ is convex at $\infty$ and monotone, and $H^{\ast}_G(M)$ is generated by classes of degrees less than $2N$, where $N$ is the minimal equivariant Chern number (defined as in (1.3)). In this case R. Gai and D. A. Salamon [GS] proved that there exists a ring homomorphism from $H^{\ast}_G(M)$ to the quantum cohomology of $(\bar{M}, \bar{\omega})$ that agrees with the Kirwan map on classes of degrees less than $2N$, see [GS, Corollary $A'$]. The idea of the proof of this result is to fix an area form $\omega_{\Sigma^2}$ on $S^2$ and to relate symplectic vortices for the area form $C_0 \omega_{\Sigma^2}$ with pseudo-holomorphic spheres in $\bar{M}$, for sufficiently large $C > 0$. The authors noticed that in general, this correspondence does not work, since in the limit $C \to \infty$, vortices over $\Sigma$ may bubble off. Accordingly, the calculation of the quantum cohomology of monotone toric manifolds in [CS], which is based on [GS], does not extend to the situation of a general toric manifold. This follows from examples by H. Spielberg [Sp1, Sp2].

Based on these observations, Salamon suggested to construct a ring homomorphism from $H^{\ast}_G(M)$ to the quantum cohomology of $(\bar{M}, \bar{\omega})$, by counting symplectic

\(^{37}\) It follows from hypothesis (H) and Lemma 84 in Appendix A.3 that this factor is irrelevant.

\(^{38}\) In that setting, the index of the operator equals a certain spectral flow.
vortices over the plane $\mathbb{C}$, provided that $(M, \omega)$ is aspherical and $(M, \omega, \mu)$ is convex at $\infty$. This homomorphism should intertwine the symplectic vortex invariants and the Gromov-Witten invariants of $(\overline{M}, \omega)$. This gave rise to the Ph.D.-thesis [Zi1], which served as a basis for the present memoir. There it is observed that in the definition of convergence for vortices over $\mathbb{C}$ to a stable map, only translations should be allowed as reparametrizations used to obtain a vortex component in the limit. C. Woodward realized that with this restriction, vortices over $\mathbb{C}$ without marked points may appear in the bubbling argument used in the proof of the ring homomorphism property of the quantum Kirwan map. (This may happen even in the transverse case.) As a solution, he suggested to interpret the quantum Kirwan map as a morphism of cohomological field theories. (See [NWZ] and Conjecture 2 above.) On the other hand, under the semipositivity introduced above, the vortices without marked points can be excluded in the transverse case. This gave rise to Conjecture 1.

In his recent article [Wo] C. Woodward developed these ideas in an algebraic geometric setting. He defined a quantum Kirwan map in the case of a smooth projective variety with an action of a complex reductive group. (See [Wo, Theorem 1.3].) Theorem 3 of the present memoir is used in the proof of that result to show properness of the Deligne-Mumford stack of stable gauged maps in $(M, \omega)$ of genus 0. (See [Wo, Theorem 5.25].)

In [GW1] E. Gonzalez and C. Woodward used Woodward’s definition to calculate the quantum cohomology of a compact toric orbifold with projective coarse moduli space. Furthermore, in [GW2] they used it to formulate a quantum version of Kalkman’s wall-crossing formula.

**Bubbling and Fredholm results for vortices.** Assume that $\Sigma$ is closed, (H) holds, and $M$ is symplectically aspherical and equivariantly convex at $\infty$. In this case, in [CGMS, Theorem 3.4], K. Cieliebak et al. proved compactness of the space of vortex classes with energy bounded above by a fixed constant. In the case in which $M$ and $\Sigma$ are closed, in [Mu1, Theorem 4.4.2] I. Mundet i Riera compactified the space of bounded energy vortex classes with fixed complex structure on $\Sigma$. Assuming also that $G := S^1$, this was extended by I. Mundet i Riera and G. Tian in [MT, Theorem 1.4] to the situation of varying complex structure. That work is based on a version of Gromov-compactness for continuous almost complex structures, proved by S. Ivashkovich and V. Shevchishin in [IS].

In [Ott, Theorem 1.8] A. Ott compactified the space of bounded energy vortex classes in a different way, for a general Lie group and closed $M$ and $\Sigma$, the last with fixed complex structure. He used the approach to Gromov-compactness by D. McDuff and D. A. Salamon in [MS2]. In the case in which $\Sigma$ is an infinite strip, equipped with the standard area form and complex structure, the compactification was carried out in a relative setting by U. Frauenfelder in [Fr1, Theorem 4.12]. (See also [Fr2].)

In [GS] R. Gaio and D. A. Salamon investigated the vortex equations with area form $C_\omega \Sigma$ in the limit $C \to \infty$. Here $\Sigma$ is a closed surface equipped with a fixed area form $\omega_\Sigma$. They proved that three types of objects may bubble off: a holomorphic sphere in $\overline{M}$, a vortex over $\mathbb{C}$, and a holomorphic sphere in $M$. (See the proof of [GS, Theorem A].)

\[39\] As explained in Remark 22 in Section 2.2, the reason for this is that the evaluation of a vortex class at a point in $\mathbb{C}$ is not invariant under rotations.
For a closed Riemann surface $\Sigma$, in [CGMS] K. Cieliebak et al. proved that the augmented vertical differential of the vortex equations is Fredholm. In [Fr1, Proposition 4.7] U. Frauenfelder established a similar result in a relative setting for the infinite strip, equipped with the standard area form.

Other related work. In [VW] S. Venugopalan and C. Woodward establish a Hitchin-Kobayashi correspondence for symplectic vortices over the plane $\mathbb{C}$.

Organization of this memoir. This memoir is organized as follows. Chapter 2 contains the bubbling analysis for vortices over the plane $\mathbb{C}$. In Section 2.1 we define the notion of a stable map consisting of vortex classes over $\mathbb{C}$, pseudoholomorphic spheres in $\overline{M}$, and marked points. In Section 2.2 we formulate convergence of a sequence of vortex classes over $\mathbb{C}$ to such a stable map. Stable maps and convergence are explicitly described in the Ginzburg-Landau setting in Section 2.3. Section 2.4 covers an additional topic, which will be relevant in a future definition of the quantum Kirwan map. The main result of Section 2.5 is that given a sequence of rescaled vortices with uniformly bounded energies, there exists a subsequence that converges up to gauge, modulo bubbling at finitely many points. Section 2.6 contains a result that tells how to find the next bubble in the bubbling tree, at a bubbling point of a given sequence of rescaled vortices. Based on these results, the bubbling result, Theorem 3, is proven in Section 2.7. Section 2.8 contains the proof of the result characterizing convergence in the Ginzburg-Landau setting.

Chapter 3 contains the Fredholm theory for vortices over the plane $\mathbb{C}$. In Section 3.1 the equivariant homology class of an equivalence class of triples $(P,A,u)$ is defined, and the contraction appearing in formula (1.27) is interpreted as a certain Maslov index. Section 3.2 contains the proof of the Fredholm result, Theorem 4.

In the appendix we recollect some auxiliary results, which are used in the proofs of the main results.
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CHAPTER 2

Bubbling for vortices over the plane

In this chapter, stable maps consisting of vortex classes over the plane \( \mathbb{C} \), holomorphic spheres in the symplectic quotient, and marked points, are defined, and the first main result of this memoir, Theorem 3, is proven. This result states that given a sequence of vortex classes over \( \mathbb{C} \), with uniformly bounded energies, and sequences of marked points, there exists a subsequence that converges to some stable map. We also describe stable maps and convergence in the simplest interesting example, the Ginzburg-Landau setting.

2.1. Stable maps

Let \( M, \omega, G, g, (\cdot, \cdot)_g, \mu, J \) be as in Chapter 1. Our standing hypothesis (H) implies that the symplectic quotient

\[
(\overline{M} = \mu^{-1}(0)/G, \overline{\omega})
\]

is well-defined and closed. The structure \( J \) induces an \( \overline{\omega} \)-compatible almost complex structure on \( \overline{M} \) as follows. For every \( x \in M \) we denote by \( L_x : g \to T_xM \) the infinitesimal action at \( x \). We define the horizontal distribution \( H \subseteq T(\mu^{-1}(0)) \) by

\[
H_x := \ker d\mu(x) \cap \text{im} L_x^\perp, \quad \forall x \in \mu^{-1}(0).
\]

Here \( \perp \) denotes the orthogonal complement with respect to the metric \( \omega(\cdot, J\cdot) \) on \( M \). We denote by \( \pi : \mu^{-1}(0) \to \overline{M} := \mu^{-1}(0)/G \) the canonical projection. We define \( \overline{J} \) to be the unique isomorphism of \( T\overline{M} \) such that

\[
\overline{J} d\pi = d\pi J \text{ on } H. \tag{2.1}
\]

We identify \( \mathbb{C} \cup \{\infty\} \) with \( S^2 \). The (Connectedness) condition in the definition of a stable map below will involve the evaluation of a vortex class at the point \( \infty \in S^2 \). In order to make sense of this, we need the following. We denote by \( Gx \) the orbit of a point \( x \in M \). Let \( P \) be a smooth (principal) \( G \)-bundle over \( \mathbb{C}^2 \) and \( u \in C_G^\infty(P, M) \) a map. We denote by \( M/G \) the orbit space of the action of \( G \) on \( M \), and define

\[
\overline{u} : \mathbb{C} \to M/G, \quad \overline{u}(z) := Gu(p),
\]

where \( p \in P \) is an arbitrary point in the fiber over \( z \). For \( W \in \mathcal{B} \) we define

\[
\overline{u}_W := \overline{u}, \tag{2.2}
\]

where \( w = (P, A, u) \) is any representative of \( W \). This is well-defined, i.e., does not depend on the choice of \( w \). Recall the definition (1.15) of \( M \), and that by the image

\[1\]Such a \( J \) exists and is unique, since the map \( d\pi \) is an isomorphism from \( H \) to \( T\overline{M} \), and \( J \) preserves \( H \).

\[2\]Such a bundle is trivializable, but we do not fix a trivialization here.
of a class \( W \in \mathcal{M} \) we mean the set of orbits of \( u(P) \), where \( (P,A,u) \) is any vortex representing \( W \). We define the set
\[
\mathcal{M}_{<\infty} := \{ W \in \mathcal{M} \mid \text{image}(W) \text{ compact}, E(W) < \infty \}.
\]

13. **Proposition** (Continuity at \( \infty \)). If \( W \in \mathcal{M}_{<\infty} \) then the map \( \bar{u}_W : \mathcal{C} \to M/G \) extends continuously to a map \( f : S^2 \to M/G \), such that \( f(\infty) \in \overline{M} = \mu^{-1}(0)/G \).

**Proof of Proposition 13.** This follows from the estimate (2.62) with \( R = \infty \) in Proposition 45 (Section 2.6 below).

14. **Definition.** We define the *evaluation map* \( \varpi \) to be the map from the disjoint union of \( C^0(S^2,M/G) \times S^2 \) and \( \mathcal{M}_{<\infty} \times \{ \infty \} \) to \( M/G \), given as follows. For \( (\bar{u},z) \in C^0(S^2,M/G) \times S^2 \) we define
\[
\varpi_z(\bar{u}) := \varpi(\bar{u},z) := \bar{u}(z).
\]
Furthermore, for \( W \in \mathcal{M}_{<\infty} \) we define
\[
\varpi_{\infty}(W) := f(\infty),
\]
where \( f \) is as in Proposition 13.

By a tree relation on a set \( T \) we mean a symmetric and anti-reflexive relation on \( T \), such that any two points in \( T \) are connected by a unique simple path of edges. A central definition of this memoir is the following.

15. **Definition** (Stable map). For every \( k \in \mathbb{N}_0 = \mathbb{N} \cup \{0\} \) a (genus 0) stable map consisting of vortex classes over \( \mathcal{C} \) and pseudo-holomorphic spheres in \( \overline{M} \), with \( k + 1 \) marked points, is a tuple
\[
(W, z) := \left( T_0, T_1, T_\infty, E, (W_\alpha)_{\alpha \in T_1}, (\bar{u}_\alpha)_{\alpha \in T_\infty}, (z_{\alpha\beta})_{\alpha E \beta}, (\alpha_i, z_i)_{i=0,\ldots,k} \right),
\]
where \( T_i \) is a finite set for \( i = 0, 1, \infty \), \( E \) is a tree relation on \( T := T_0 \coprod T_1 \coprod T_\infty \), \( W_\alpha \in \mathcal{M}_{<\infty} \) (for \( \alpha \in T_1 \)), \( \bar{u}_\alpha : S^2 \to \overline{M} = \mu^{-1}(0)/G \) is a \( J \)-holomorphic map (for \( \alpha \in T_\infty \)), \( z_{\alpha\beta} \in S^2 \) is a point for each edge \( \alpha E \beta \), \( \alpha_i \in T \) is a vertex, and \( z_i \in S^2 \) is a point, for \( i = 0, \ldots, k \), such that the following conditions hold.

(i) **(Combinatorics)**
- We have \( \alpha_0 \in T_1 \cup T_\infty \).
- For every \( \alpha \in T \) there exist an integer \( k \in \mathbb{N} \) and vertices \( \beta_1, \ldots, \beta_k \in T \) such that
  \[
  \beta_1 = \alpha, \quad \beta_k = \alpha_0,
  \]
  and for every \( i = 1, \ldots, k - 1 \) we have
\[
\beta_i E \beta_{i+1}, \quad \beta_i \in T_0 \implies \beta_{i+1} \in T_0 \cup T_1, \quad \beta_i \in T_1 \cup T_\infty \implies \beta_{i+1} \in T_\infty.
\]

(ii) **(Special points)**
- If \( \alpha_0 \in T_1 \) then \( z_0 = \infty \).
- If \( \alpha \in T_1 \) and \( \beta \in T_\infty \) are such that \( \alpha E \beta \) then \( z_{\alpha\beta} = \infty \).
- Fix \( \alpha \in T \). Then the points \( z_{\alpha\beta} \) with \( \beta \in T \) such that \( \alpha E \beta \) and the points \( z_i \) with \( i = 0, \ldots, k \) such that \( \alpha_i = \alpha \), are all distinct.

\(^3\)Alternatively, it is a consequence of [GS, Proposition 11.1].
(iii) **Connectedness** Let $\alpha, \beta \in T_1 \cup T_\infty$ be such that $\alpha E \beta$. Then

$$\mathcal{v}_z, \beta (W_\alpha) = \mathcal{v}_z, \beta (W_\beta).$$

Here $\mathcal{v}$ is defined as in (2.4) and (2.5) and we set $W_\alpha := \bar{u}_\alpha$ if $\alpha \in T_\infty$.

(iv) **Stability** Let $\alpha \in T$.

- If $\alpha \in T_1$ and $E(W_\alpha) = 0$ then the set

$$(2.8) \quad \{ \beta \in T \mid \alpha E \beta \} \cup \{ i \in \{0, \ldots, k \} \mid \alpha_i = \alpha \}$$

contains at least two points.
- If either $\alpha \in T_\infty$ and $E(\bar{u}_\alpha) = 0$, or $\alpha \in T_0$, then the set $r.8)$ consists of

at least three points.

This definition is modeled on the notion of a genus 0 pseudo-holomorphic stable map, as introduced by M. Kontsevich in [Ko]. Roughly speaking, a stable map in the sense of Definition 15 can be thought of as a collection of vortex classes over $\mathbb{C}$, pseudo-holomorphic spheres in the symplectic quotient $\overline{M}$, “ghost spheres of type 0” corresponding to the vertices of $T_0$, and marked and nodal points. A vortex class may be connected to a sphere in $\overline{M}$ at the nodal point $\infty$, and to “ghost spheres of type 0” at points in $\mathbb{C}$. Furthermore, spheres of the same type may be connected at nodal points. The “ghost spheres of type 0” should be thought of as constant

\[\text{For an exhaustive exposition of those stable maps see the book by D. McDuff and D. A. Salamon [MS2].}\]
spheres in the Borel construction \((M \times \text{EG})/G\). They are needed for the bubbling result (Theorem 3) to capture colliding marked points in \(\mathbb{C}\).\(^5\)

Figure 1 shows an example of a stable map. Here the “teardrops” correspond to vortex classes over \(\mathbb{C}\), the solid and dashed spheres to pseudo-holomorphic spheres in \(\overline{M}\), and the dotted spheres to “ghost spheres of type 0”. The solid objects have positive energy, and the dashed and dotted spheres are “ghosts”, i.e., their energy vanishes. Each “teardrop” is connected to a sphere (in \(\overline{M}\)) via a nodal point at its vertex, which corresponds to the point \(\infty \in \mathbb{C} \cup \{\infty\}\).

To explain the stability condition (iv), we fix \(\alpha \in T\). We define the set of nodal points on \(\alpha\) to be
\[
Z_\alpha := \{z_{\alpha \beta} \mid \beta \in T, \alpha E \beta \} \subseteq S^2,
\]
the set of marked points on \(\alpha\) to be
\[
\{z_i \mid \alpha_i = \alpha, i \in \{0, \ldots, k\}\},
\]
and the set \(Y_\alpha\) of special points on \(\alpha\) to be the union of these two sets. The stable map of Figure 1 carries ten marked points, which are drawn as dots. The stability condition says the following. Assume that \(\alpha \in T\) is a “ghost component”, i.e., \(\alpha \in T_0\) or \(W_\alpha\) carries zero energy (in the case \(\alpha \in T_1 \cup T_\infty\)). Then the following holds: If \(\alpha \in T_1\) then it carries at least one special point in \(\mathbb{C}\).\(^6\) Furthermore, if \(\alpha \in T_0 \cup T_\infty\) then \(\alpha\) carries at least three special points.

This condition ensures that the action of a natural reparametrization group on the set of simple stable maps of a given type is free.\(^7\) In a future definition of the quantum Kirwan map this will be needed in order to show that the evaluation map on the set of non-trivial vortex classes (with marked points) is a pseudo-cycle.

Remarks. Condition (i) implies that if \(T_1\) is empty then so is \(T_0\), and hence a stable map in the sense of Definition 15 is a genus 0 stable map of \(\overline{J}\)-holomorphic spheres in \(\overline{M}\).

If \(\alpha_0 \in T_1\) then \(T_1 = \{\alpha_0\}\) and \(T_\infty = \emptyset\). This follows from the second part of condition (i) for \(\alpha \in T_\infty\), using the last condition in (2.7). Hence in this case a stable map consists of a single vortex class and special points.

If \(\alpha_0 \in T_\infty\) then the sets \(T_\infty\) and \(T_1 \cup T_\infty\) are subtrees of \(T\), and every element of \(T_1\) is adjacent to a unique vertex in \(T_\infty\) and to no vertex in \(T_1\). In particular, each element of \(T_1\) is a leaf of the tree \(T_1 \cup T_\infty\). These statements follow from condition (i) and the fact that \(T\) does not contain any simple cycle.

The vertices in \(T_0\) are not adjacent to those in \(T_\infty\). Furthermore, for each connected component of \(T_0\) there exists a unique vertex in \(T_1\) that is adjacent to some element of the connected component. These assertions follow from condition (i) and the fact that \(T\) does not contain any simple cycle. \(\Box\)

16. Remark. If \(1 \leq i \leq k\) is such that \(\alpha_i \in T_1\) then \(z_i \neq \infty\). This follows from condition (ii) and the fact that either \(\alpha_0 \in T_1\) or every vertex in \(T_1\) is adjacent to some vertex in \(T_\infty\). \(\Box\)

\(^5\)As explained in [Zi11, Zi14] vortex classes over \(\mathbb{C}\) evaluate to points in \((M \times \text{EG})/G\) at points in \(\mathbb{C}\). Therefore, identifying each “ghost sphere of type 0” with a point in \((M \times \text{EG})/G\), it makes sense to ask that the sphere is connected to a vortex class over \(\mathbb{C}\) at a given nodal point.

\(^6\)It then also carries a special point at \(\infty\).

\(^7\)See Proposition 31 in Section 2.4 below.
2.2. Convergence to a stable map

Figure 2. This is the stable map described in Example 18 with \( \ell := 4 \) and a constant sphere \( \bar{u}_0 \).

17. Remark. Without the asphericity assumption, a stable map should also include holomorphic maps from the sphere \( S^2 \) to the fibers of the Borel construction \((M \times EG)/G\). These occur if in a sequence of vortices over \( \mathbb{C} \) energy is concentrated around some point in \( \mathbb{C} \). The necessary analysis was worked out by I. Mundet i Riera and G. Tian in [Mu1, MT], and by A. Ott in [Ott]. \( \square \)

Example. The simplest example of a stable map consists of the tree with one vertex \( T = T_1 = \{ \alpha_0 \} \), a vortex class \( W \in \mathcal{M}_{<\infty} \), the marked point \( z_0 := \infty \) and a finite number of distinct points \( z_i \in \mathbb{C}, i = 1, \ldots, k \), where \( k \geq 1 \) if \( E(W) = 0 \). \( \square \)

18. Example. We set \( k := 0 \), choose an integer \( \ell \in \mathbb{N}_0 \), and define

\[
T_0 := \emptyset, \quad T_1 := \{1, \ldots, \ell\}, \quad T_\infty := \{0\}, \quad E := \{(0,1), \ldots, (0,\ell), (1,0), \ldots, (\ell,0)\}, \quad \alpha_0 := 0, \quad z_0 := \infty, \quad \forall i = 1, \ldots, \ell.
\]

Let \( z_i, z_0 \in S^2, i = 1, \ldots, \ell \) be distinct points, \( \bar{u}_0 \) a \( J \)-holomorphic sphere, and \( W_i \in \mathcal{M}_{<\infty} \) be a vortex class, for \( i = 1, \ldots, \ell \). Assume that \( E(W_i) > 0 \) for every \( i \), and if \( \ell \leq 1 \) then \( \bar{u}_0 \) is nonconstant. Then the tuple

\[
(W, z) := \left( T_0 := \emptyset, T_1, T_\infty, E, (W_i)_{i \in \{1, \ldots, \ell\}}, \bar{u}_0, (z_{ij})_{iEj}, (0, z_0) \right)
\]

is a stable map. (See Figure 2.) \( \square \)

2.2. Convergence to a stable map

Let \( k \geq 0 \), for \( \nu \in \mathbb{N} \) let \( W_\nu \in \mathcal{M}_{<\infty} \) be a vortex class and \( z_1^\nu, \ldots, z_k^\nu \in \mathbb{C} \) be points, and let

\[
(W, z) := \left( T_0, T_1, T_\infty, E, (W_\alpha)_{\alpha \in T_1}, (\bar{u}_\alpha)_{\alpha \in T_\infty}, (z_{\alpha \beta})_{\alpha E \beta}, (\alpha_i, z_i)_{i=0, \ldots, k} \right)
\]

be a stable map. In order to define convergence of \( (W_\nu, z_0^\nu := \infty, z_1^\nu, \ldots, z_k^\nu) \) to \( (W, z) \), we need the following notation. For a \( J \)-holomorphic map \( f : S^2 \to \overline{M} \) we denote its energy by

\[
E(f) = \int_{S^2} f^* \omega.
\]
Let $\alpha \in T := T_0 \coprod T_1 \coprod T_\infty$ and $i = 0, \ldots, k$. We define $z_{\alpha,i} \in S^2$ as follows. If $\alpha = \alpha_i$ then we set
\begin{equation}
(2.10) \quad z_{\alpha,i} := z_i.
\end{equation}
Otherwise we define $z_{\alpha,i}$ to be the first special point encountered on a path of edges from $\alpha$ to $\alpha_i$. To explain this, we denote by $\beta \in T_\infty$ the unique vertex such that the chain of vertices of $T$ running from $\alpha$ to $\alpha_i$ is given by $(\alpha, \beta, \ldots, \alpha_i)$. ($\beta = \alpha_i$ is also allowed.) We define
\begin{equation}
(2.11) \quad z_{\alpha,i} := z_{\alpha\beta}.
\end{equation}

Let $\Sigma$ be a compact connected smooth surface with non-empty boundary. Recall the definition (1.10) of the set $B_{\Sigma}$ of equivalence classes of triples $(P, A, u)$. We define the $C^\infty$-topology $\tau_{\Sigma}$ on this set as follows: We fix a (smooth) $G$-bundle $P$ over $\Sigma$, and denote by $G_P$ its gauge group. Since by hypothesis, $G$ is connected, every $G$-bundle over $\Sigma$ is trivializable. It follows that the map
\begin{equation}
(2.12) \quad (\mathcal{A}(P) \times C_c^\infty(P, M))/G_P \ni G_P(A, u) \mapsto [P, A, u] \in B_{\Sigma}
\end{equation}
is a bijection.$^8$

19. Definition. We define $\tau_{\Sigma}$ to be the pushforward of the quotient topology of the $C^\infty$-topology on $\mathcal{A}(P) \times C_c^\infty(P, M)$ under the map (2.12).

Let $\Sigma$ be a smooth surface, $W = [P, A, u] \in B_{\Sigma}$, and $\Omega \subseteq \Sigma$ an open subset with compact closure and smooth boundary. We define the restriction $W|_{\Omega}$ to be the equivalence class of the pullback of $(P, A, u)$ under the inclusion map $\Omega \to \Sigma$.

For $W = [P, A, u] \in B_{\Sigma}$ and $\varphi$ a translation on $\mathbb{C}$, we define the pullback of $W$ by $\varphi$ to be
\begin{equation}
(2.13) \quad \varphi^*[P, A, u] := [\varphi^*P, \Phi^*(A, u)],
\end{equation}
where $\Phi : \varphi^*P \to P$ is defined by $\Phi(z, p) := p.$\footnote{Recall here that $\mathcal{A}(P)$ denotes the affine space of smooth connection one-forms on $P$. The notation $G_P(A, u)$ means the orbit of $(A, u)$ under the action of the gauge group $G_P$. We use the simplified notation $[P, A, u]$ for the equivalence class $[(P, A, u)]$.} We define
\begin{equation}
(2.14) \quad M^* := \{x \in M \mid \text{if } g \in G : gx = x \Rightarrow g = 1\}.
\end{equation}
Note that $\mu^{-1}(0) \subseteq M^*$ by our standing hypothesis (H).

20. Definition (Convergence). The sequence $(W_\nu, z_0^\nu : \infty, z_1^\nu, \ldots, z_k^\nu)$ is said to converge to $(W, z)$, as $\nu \to \infty$, if the limit $E := \lim_{\nu \to \infty} E(W_\nu)$ exists,
\begin{equation}
(2.15) \quad E = \sum_{\alpha \in T_1} E(W_\alpha) + \sum_{\alpha \in T_\infty} E(\bar{u}_\alpha),
\end{equation}
and there exist Möbius transformations $\varphi^\nu_\alpha : S^2 = \mathbb{C} \cup \{\infty\} \to S^2$, for $\alpha \in T$, $\nu \in \mathbb{N}$, such that the following conditions hold.

(i) \quad If $\alpha \in T_1$ then $\varphi^\nu_\alpha$ restricts to a translation on $\mathbb{C}$.

(ii) \quad For every $\alpha \in T_\infty$ we have $\varphi^\nu_\alpha(z_{\alpha,0}) = \infty$, where $z_{\alpha,0}$ is defined as in (2.10), (2.11).

(iii) \quad Let $\alpha \in T_\infty$ and $\psi_\alpha$ be a Möbius transformation such that $\psi_\alpha(\infty) = z_{\alpha,0}$.

Then the derivatives $(\varphi^\nu_\alpha \circ \psi_\alpha)'(z)$ converge to $\infty$, for every $z \in \mathbb{C}$.

$^8$Recall here that $\mathcal{A}(P)$ denotes the affine space of smooth connection one-forms on $P$. The notation $G_P(A, u)$ means the orbit of $(A, u)$ under the action of the gauge group $G_P$. We use the simplified notation $[P, A, u]$ for the equivalence class $[(P, A, u)]$.

$^9$Recall here that a point in the pullback bundle $\varphi^*P$ has the form $(z, p)$, where $z \in \mathbb{C}$ and $p$ lies in the fiber of $P$ over $\varphi(z) \in \mathbb{C}$. 

(ii) If \( \alpha, \beta \in T \) are such that \( \alpha E \beta \) then \((\varphi_\alpha')^{-1} \circ \varphi_\beta' \to z_{\alpha\beta}, \) uniformly on compact subsets of \( S^2 \setminus \{z_{\beta\alpha}\}. \)

(iii) 
- Let \( \alpha \in T_1 \) and \( \Omega \subseteq \mathbb{R}^2 \) be an open connected subset with compact closure and smooth boundary. Then the restriction \((\varphi_\alpha')^* W_\nu|_\Omega\) converges to \( W_\alpha|_\Omega \), with respect to the topology \( \tau_{\Omega,\nu} \) (as in Definition 19).
- Fix \( \alpha \in T_\infty \). Let \( Q \) be a compact subset of \( S^2 \setminus (Z_\alpha \cup \{z_{\alpha,0}\}) \). For \( \nu \) large enough, we have

\[
\hat{u}_{W_\nu} \circ \varphi_\alpha'(Q) \subseteq M^*/G,
\]

and \( \hat{u}_{W_\nu} \circ \varphi_\alpha' \) converges to \( \hat{u}_\alpha \) in \( C^1 \) on \( Q \). (Here \( Z_\alpha \) and \( \hat{u}_{W_\nu} \) are defined as in (2.9,2.2)).

(iv) We have \((\varphi_\alpha')^{-1}(z_i') \to z_i \) for every \( i = 1, \ldots, k \).

The meaning of this definition is illustrated by Figure 3. It is based on the notion of convergence of a sequence of pseudo-holomorphic spheres to a genus 0 pseudo-holomorphic stable map. An example in which it can be understood more explicitly, is discussed in the next section.

**Remark.** The condition in the first part of (iii), that \((\varphi_\alpha')^* W_\nu|_\Omega \to W_\alpha|_\Omega\) with respect to \( \tau_{\Omega,\nu} \), is equivalent to the requirement that there exist representatives \( w_\nu \) of \((\varphi_\alpha')^* W_\nu|_\Omega \) (for \( \nu \in \mathbb{N} \)) and \( w \) of \( W_\alpha|_\Omega \) such that \( w_\nu \) converges to \( w \) in the \( C^k \)-topology, for every \( k \in \mathbb{N} \). This follows from a straightforward argument, using Lemma 120 (Appendix A.7). \( \square \)

**Remark.** The last part of condition (i) and the second part of condition (iii) capture the idea of catching a pseudo-holomorphic sphere in \( M \) by "zooming out": Fix \( \alpha \in T_\infty \), and consider the case \( z_{\alpha,0} = \infty \). Then there exist \( \lambda'_\alpha \in \mathbb{C} \setminus \{0\} \) and \( z'_\alpha \in \mathbb{C} \) such that \( \varphi_\alpha'(z) = \lambda'_\alpha z + z'_\alpha \). It follows from a direct calculation that \((\varphi_\alpha')^* W_\nu \) is a vortex class with respect to the area form \( \omega_\nu = |\lambda'_\alpha|^2 \omega_0 \), where \( \omega_0 \) denotes the standard area form on \( \mathbb{C} \). The last part of condition (i) means that \( \lambda'_\alpha \to \infty \), for \( \nu \to \infty \). Hence in the limit \( \nu \to \infty \) we obtain the equations

\[
\bar{\partial}_{J,A}(u) = 0, \quad \mu \circ u = 0.
\]

These correspond to the \( J \)-Cauchy-Riemann equations for a map from \( \mathbb{C} \) to \( M \). (See Proposition 116 in Appendix A.7.) The second part of (iii) imposes that in fact the sequence of rescaled vortex classes converges (in a suitable sense) to a \( J \)-holomorphic sphere and that this sphere equals \( \hat{u}_{\alpha} \).

It is unclear whether the bubbling result, Theorem 3, remains true if we replace the \( C^1 \)-convergence in this part of condition (iii) by \( C^\infty \)-convergence. (Compare to Remark 39 in Section 2.5.) \( \square \)

**Remark.** The "energy-conservation" condition (2.15) has the important consequence that the stable map \( (W, z) \) represents the same equivariant homology class as the vortex class \( W_\nu \), for \( \nu \) large enough. (See [Zi11, Proposition 5.4] and [Zi4].) \( \square \)

21. **Remark.** The purpose of the additional marked point \( (\alpha_0, z_0) \) is to be able to formulate the second part of condition (iii). For \( \alpha \in T_\infty \) and \( \nu \in \mathbb{N} \) the map \( G_{\alpha_0} \circ \varphi_\alpha' \) is only defined on the subset \((\varphi_\alpha')^{-1}(\mathbb{C}) \subseteq S^2 \). Since by condition (i) we

\[10\] For that notion see for example [MS2].
Figure 3. Convergence of a sequence of vortex classes over \( \mathbb{C} \) to a stable map.
2.3. An example: the Ginzburg-Landau setting

Recall the definition (2.3) of the set $\mathcal{M}_{<\infty}$ of finite energy vortex classes over the plane $\Sigma = \mathbb{C}$, whose image has compact closure. In this section we describe this set, stable maps, and convergence of a sequence of vortex classes to a stable map, in the simplest interesting example: Let $(M, \omega, J, G) := (\mathbb{R}^2, \omega_0, i, S^1)$. We equip $\mathfrak{g} := \text{Lie}(S^1) = i\mathbb{R}$ with the standard inner product, and consider the action of $S^1 \subseteq \mathbb{C}$ on $\mathbb{R}^2 = \mathbb{C}$ by multiplication of complex numbers. We define a momentum map $\mu : \mathbb{C} \to \mathfrak{g}$ for this action by

$$
\mu(z) := \frac{i}{2}(1 - |z|^2).
$$

In this setting, the energy functional (1.12) was introduced by V. L. Ginzburg and L. D. Landau [GL], in order to model superconductivity. Following the book [JT] by A. Jaffe and C. Taubes, the set $\mathcal{M}_{<\infty}$ can be described as follows. Let $w := (P, A, u) \in \tilde{B}_C$ (defined as in (1.7)) and recall the definition (1.11) of the energy density $e_w$. We denote by

$$
E(w) := \int_{\mathbb{C}} e_w
$$

have $\varphi_\nu^\alpha(z_{\alpha,0}) = \infty$, the composition $u_{W_{\nu}} \circ \varphi_\nu^\alpha : Q \to M/G$ is well-defined for each compact subset $Q \subseteq S^2 \setminus (Z_\alpha \cup \{z_{\alpha,0}\})$. Hence the second part of condition (iii) makes sense.

As another motivation, note that the bubbling result, Theorem 3, is in general wrong, if we do not introduce the additional marked points $z^0_\nu := \infty$ and $(\alpha_0, z_0)$. See Example 28 in Section 2.3 below. □

22. Remark. One conceptual difficulty in defining the notion of convergence is the following. Consider the group $\text{Isom}^+(\Sigma)$ of orientation preserving isometries of $\Sigma$ (with respect to the metric $\omega_\Sigma(\cdot, j \cdot)$).\textsuperscript{11} This group acts on $B_\Sigma$ (defined as in (1.10)), as in (2.13). The set $\mathcal{M}_{<\infty}$ of finite energy vortex classes is invariant under this action.

Hence naively, in the definition of convergence, for $\alpha \in T_1$ one would allow $\varphi_\nu^\alpha$ to be an orientation preserving isometry of $\mathbb{C}$, rather than just a translation. The problem is that with this modification, there is no evaluation map on the set of stable maps, that is continuous with respect to convergence. Such a map is needed for the definition of the quantum Kirwan map.

Note here that we cannot define evaluation of a vortex class $W$ at some point $z \in \Sigma$ by choosing a representative $(P, A, u)$ of $W$ and evaluating $u$ at some point in the fiber over $z$, thus obtaining a point in $M$, since this point depends on the choices. Instead, $W$ evaluates at $z$ to a point in the Borel construction for the action of $G$ on $M$.\textsuperscript{12}

Another reason for allowing only translations as reparametrizations (for $\alpha \in T_1$) is that the action of $\text{Isom}^+(\Sigma)$ on the set of vortex classes with positive energy is not always free. (See Example 34 in Section 2.4 below.) This means that the action of the reparametrization group on the set of simple stable maps is not always free, if we allow reparametrizations in $\text{Isom}^+(\Sigma)$. (Compare to Section 2.4.) □

2.3. An example: the Ginzburg-Landau setting

Recall the definition (2.3) of the set $\mathcal{M}_{<\infty}$ of finite energy vortex classes over the plane $\Sigma = \mathbb{C}$, whose image has compact closure. In this section we describe this set, stable maps, and convergence of a sequence of vortex classes to a stable map, in the simplest interesting example: Let $(M, \omega, J, G) := (\mathbb{R}^2, \omega_0, i, S^1)$. We equip $\mathfrak{g} := \text{Lie}(S^1) = i\mathbb{R}$ with the standard inner product, and consider the action of $S^1 \subseteq \mathbb{C}$ on $\mathbb{R}^2 = \mathbb{C}$ by multiplication of complex numbers. We define a momentum map $\mu : \mathbb{C} \to \mathfrak{g}$ for this action by

$$
\mu(z) := \frac{i}{2}(1 - |z|^2).
$$

In this setting, the energy functional (1.12) was introduced by V. L. Ginzburg and L. D. Landau [GL], in order to model superconductivity. Following the book [JT] by A. Jaffe and C. Taubes, the set $\mathcal{M}_{<\infty}$ can be described as follows. Let $w := (P, A, u) \in \tilde{B}_C$ (defined as in (1.7)) and recall the definition (1.11) of the energy density $e_w$. We denote by

$$
E(w) := \int_{\mathbb{C}} e_w
$$

\textsuperscript{11}This coincides with the group of diffeomorphisms of $\Sigma$ that preserve the pair $(\omega_\Sigma, j)$.

\textsuperscript{12}See [Zi11, Proposition 6.1] and [Zi14].
the energy of \(w\). In the present situation the condition on the image in the definition of \(\mathcal{M}_{<\infty}\) is superfluous. This means that if \(w\) solves the vortex equations (1.8, 1.9) and has finite energy, then the closure of the image of \(u\) is compact. To see this, we fix such a solution. If the energy of \(w\) vanishes, then \(\mu \circ u \equiv 0\), therefore the image of \(u\) equals \(S^1 = \mu^{-1}(0) \subseteq M = \mathbb{C}\) and is thus compact. Hence the statement is a consequence of the following result.

23. Proposition. If the energy of \(w\) is positive (and finite) then the image of \(u\) is contained in the open unit ball \(B_1 \subseteq \mathbb{C}\).

Proof of Proposition 23. An elementary calculation shows that \((A, u)\) solves the Euler-Lagrange equations corresponding to the energy functional \(\tilde{E} : \tilde{B}_\mathbb{C} \rightarrow [0, \infty]\). Therefore, it follows from [JT, Chap. III, Theorem 8.1] that \(|u(p)| < 1\) for every \(p \in P\). This proves Proposition 23. □

In fact, under the hypothesis of this result the image of \(u\) equals \(B_1\), see Corollary 25 below. (However, this fact will not be used.) Consider \(W \in \mathcal{M}_{<\infty}\). We define the local degree map

\[
\deg_W : \mathbb{C} \rightarrow \mathbb{N}_0
\]

as follows. We choose a representative \((P, A, u)\) of \(W\). Since \(E(W) < \infty\), it follows from [JT, Chapter III, Theorem 2.2] that for every smooth section \(\sigma : \mathbb{C} \rightarrow P\), the map \(u \circ \sigma : \mathbb{C} \rightarrow \mathbb{C}\) has only finitely many zeros. Let \(z \in \mathbb{C}\). We define

\[
\deg_{\sigma}(z) := \deg \left( \frac{u \circ \sigma}{|u \circ \sigma|} : S^1_\varepsilon(z) \rightarrow S^1 \right),
\]

where \(\sigma : \mathbb{C} \rightarrow P\) is any smooth section and \(\varepsilon > 0\) is so small that the closed ball \(\overline{B}_\varepsilon(z)\) intersects \((u \circ \sigma)^{-1}(0)\) only in the point \(z\). Here \(S^1_\varepsilon(z) \subseteq \mathbb{R}^2\) denotes the circle of radius \(\varepsilon\), centered at \(z\). This definition does not depend on the choice of \(\sigma\) nor \(\varepsilon\). We now define the map (2.16) by

\[
\deg_W(z) := \deg_{\sigma}(z).
\]

By an elementary argument the right hand side is independent of the choice of the representative \((P, A, u)\) of \(W\), and hence \(\deg_W(z)\) is well-defined. Furthermore, it follows from [JT, Theorem 2.2] that \(\deg_W\) takes on nonnegative values. We define the (total) degree of \(W\) to be

\[
\deg(W) := \sum_{z \in \mathbb{C}} \deg_W(z).
\]

(Only finitely many terms in this sum are non-zero, hence the sum makes sense.) This number is proportional to the energy of \(W\):

24. Proposition. We have

\[
E(W) = \pi \deg(W).
\]

Proof of Proposition 24. We choose a representative \(w := (P, A, u)\) of \(W\) and a smooth section \(\sigma : \mathbb{C} \rightarrow P\) as in Proposition 70 in Appendix A.1. We denote \(v := u \circ \sigma : \mathbb{C} \rightarrow \mathbb{C}\). Let \(R > 0\) be so large that \(v(z) \neq 0\) if \(|z| \geq R\). We denote by \(r\) the radial coordinate in \(M = \mathbb{C}\) and by \(\gamma\) the standard angular one-form on
\[ R^2 \setminus \{0\}. \] The one-form \( \alpha := \frac{r^2}{2} \gamma \) is a primitive of \( \omega_0 \), and therefore, by Stokes’ theorem,
\[
\int_{B_R} v^* \omega_0 = \int_{S_R^1} v^* \alpha.
\]
By elementary arguments, we have
\[
\int_{S_R^1} v^* \gamma = 2\pi \deg \left( S^1_R \ni z \mapsto \frac{v(z)}{|v(z)|} \in S^1 \right) = 2\pi \sum_{z \in B_R} \deg u(z) = 2\pi \deg(W).
\]
(Here in the last equality we used the assumption that \( v(z) \neq 0 \) if \( |z| \geq R \).) It follows that
\[
\pi \deg(W) \min_{z \in S_R^1} |v(z)|^2 \leq \int_{S_R^1} v^* \alpha \leq \pi \deg(W) \max_{z \in S_R^1} |v(z)|^2.
\]
On the other hand, using the estimates \( E(w) < \infty \) and \( |\mu \circ v| \leq \sqrt{e_w} \), Lemma 72 in Appendix A.1 implies that \( |\mu \circ v(Rz)| = \frac{1}{2} (1 - |v(Rz)|^2) \) converges to 0, uniformly in \( z \in S^1 \), as \( R \to \infty \). Combining this with (2.21,2.20,A.1), equality (2.19) follows. This proves Proposition 24.

This result has the following consequence.

25. Corollary. Let \( w := (P,A,u) \) be a smooth vortex over \( \mathbb{C} \) with positive and finite energy. Then the image of \( u \) contains the open unit ball \( B_1 \subseteq \mathbb{C} \).

Proof of Corollary 25. Consider the set
\[ X := \{ |u(p)| \mid p \in P \}. \]
This set is connected, and hence an interval. Since \( E(w) < \infty \), for every \( r < 1 \) there exists a point \( p \in P \) such that \( |u(p)| \geq r \). On the other hand, positivity of the energy and Proposition 24 imply that \( u \) vanishes somewhere. It follows that \( X \) contains the interval \([0,1)\). Since the image of \( u \) is invariant under the \( S^1 \)-action, it follows that it contains the ball \( B_1 \). This proves Corollary 25.

Proposition 23 and Corollary 25 imply that the image of \( u \) equals \( B_1 \), for every smooth vortex over \( \mathbb{C} \) with positive and finite energy. Fix now \( d \in \mathbb{N}_0 \). We denote by \( \text{Sym}^d(\mathbb{C}) \) the \( d \)-fold symmetric product. By definition this is the quotient topological space for the action of the symmetric group \( S_d \) on \( \mathbb{C}^d \) given by
\[ \sigma \cdot (z_1, \ldots, z_d) := (z_{\sigma^{-1}(1)}, \ldots, z_{\sigma^{-1}(d)}). \]
We identify \( \text{Sym}^d(\mathbb{C}) \) with the set \( \text{Sym}^d(\mathbb{C}) \) of all maps \( m : \mathbb{C} \to \mathbb{N}_0 \) such that \( m(z) \neq 0 \) for only finitely many points \( z \in \mathbb{C} \), and
\[
\sum_{z \in \mathbb{C}} m(z) = d,
\]
by assigning to \( z := [z_1, \ldots, z_d] \in \text{Sym}^d(\mathbb{C}) \) the multiplicity map \( m_z : \mathbb{C} \to \mathbb{N}_0 \), given by
\[ m_z(z) := \# \{ i \in \{1, \ldots, d\} \mid z_i = z \}. \]
We can now characterize vortex classes with energy \( d\pi \) as follows.

---

13 By our convention this form integrates to \( 2\pi \) over any circle centered at the origin.
26. Proposition. The map
\[ \mathcal{M}_d := \{ W \in \mathcal{M} | E(W) = d\pi \} \ni W \mapsto \deg_W \in \overline{\text{Sym}}^d(\mathbb{C}) = \text{Sym}^d(\mathbb{C}) \]
is a bijection.

**Proof of Proposition 26.** This follows from [JT, Chap. III, Theorem 1.1].

As a consequence of Proposition 26, we obtain a classification of stable maps in the sense of Definition 15 in the present setting: Here the symplectic quotient \( \overline{\mathcal{M}} = \mu^{-1}(0)/S^1 \) consists of a single point, the orbit \( S^1 \subseteq \mathcal{M} = \mathbb{C} \). Hence every holomorphic sphere in \( \mathcal{M} \) is constant. Stable maps are thus classified in terms of their combinatorial structure \( (T_0, T_1, T_\infty, E) \), the location of the special points, and for each \( \alpha \in T_1 \), a point in some symmetric product of \( \mathbb{C} \).

Convergence to a stable map is explicitly described by the following result.

Here we will use the inclusion
\[ \iota_d : \bigsqcup_{0 \leq d' \leq d} \text{Sym}^{d'}(\mathbb{C}) \to \text{Sym}^d(\mathbb{S}^2), \]
\[ \iota_d([z_1, \ldots, z_{d'}]) := [z_1, \ldots, z_{d'}, \infty, \ldots, \infty], \]
where we identify \( \mathbb{S}^2 \cong \mathbb{C} \cup \{\infty\} \). We drop the constant maps to the symplectic quotient from the notation for a stable map, since no information gets lost.

27. Proposition (Convergence in the Ginzburg-Landau setting). Let \( k \in \mathbb{N}_0 \), for \( \nu \in \mathbb{N} \) let \( W_\nu \in \mathcal{M}_{<\infty} \) be a vortex class and \( z_1^\nu, \ldots, z_k^\nu \in \mathbb{C} \) be points, and let
\[ (W, z) := (T_0, T_1, T_\infty, E, (W_\alpha)_{\alpha \in T_1}, (z_{\alpha\beta})_{\alpha \in E, \beta}, (\alpha_i, z_i)_{i=0,\ldots,k}) \]
be a stable map. Then the following conditions are equivalent.
(i) The sequence \( (W_\nu, z_0^\nu := \infty, z_1^\nu, \ldots, z_k^\nu) \) converges to \( (W, z) \).
(ii) For large enough \( \nu \) we have
\[ \deg(W_\nu) = \sum_{\alpha \in T_1} \deg(W_\alpha) =: d. \]

Furthermore, there exist Möbius transformations \( \varphi^\nu_\alpha : S^2 \to S^2 \) for \( \alpha \in T \) and \( \nu \in \mathbb{N} \) such that conditions (i,ii,iv) of Definition 20 are satisfied, and for every \( \alpha \in T_1 \) the point in the symmetric product \( \deg_{W_\nu} \circ \varphi^\nu_\alpha \in \text{Sym}^d(\mathbb{C}) \subseteq \text{Sym}^d(S^2) \) converges to \( \iota_d(\deg_W) \in \text{Sym}^d(S^2) \), as \( \nu \to \infty \).

The proof of Proposition 27 is based on Proposition 37 (Compactness modulo bubbling and gauge) in Section 2.5 below, and will be given in Section 2.8.

28. Example. Let \( k := 0 \), and for \( \nu \in \mathbb{N} \) let \( W_\nu \in \mathcal{M}_7 \) be the unique vortex satisfying
\[ \deg_{W_\nu}(-2-i) = 1, \quad \deg_{W_\nu}(3+4i) = 2, \quad \deg_{W_\nu}(\nu e^{\nu i}) = 4. \]
Let \( W_1 \in \mathcal{M}_3 \) be the unique vortex satisfying
\[ \deg_{W_1}(-2-i) = 1, \quad \deg_{W_1}(3+4i) = 2, \]
and \( W_2 \in \mathcal{M}_4 \) be the unique vortex satisfying
\[ \deg_{W_2}(0) = 4. \]
Then \((W^v, z'_0 := \infty)\) converges to the stable map consisting of the sets \(T_0 := \emptyset, T_1 := \{1, 2\}, T_\infty := \{0\}\), the tree relation \(E := \{(1, 0), (0, 1), (2, 0), (0, 2)\}\), the vortices \(W_1\) and \(W_2\), the unique constant \(J\)-holomorphic sphere \(u_0\) in \(\mathcal{M}\), the nodal points \(z_{10} := z_{20} := \infty, z_{01} := 1, z_{02} := 2 \in S^2 \cong \mathbb{C} \cup \{\infty\}\), and the marked point \((\alpha_0, z_0) := (0, \infty) \in T \times S^2\). This follows from Proposition 27.

It follows from this example that in general, the additional marked points \(z'_i := \infty\) are needed in the bubbling result, Theorem 3. Without these points, no subsequence of \(W_v\) as above converges to a stable map.\(^{14}\) This follows from an elementary argument. \(\Box\)

### 2.4. The action of the reparametrization group

This section covers an additional topic, which will not be used in this memoir, but will be relevant in a future definition of the quantum Kirwan map. Namely, we introduce a natural group of reparametrizations and show that this group acts freely on the set of simple stable maps consisting of vortex classes over \(C\) and pseudo-holomorphic spheres in the symplectic quotient. The relevance of this result is the following. For the definition of the quantum Kirwan map it will be necessary to show that a certain natural evaluation map on the set of vortex classes over \(C\) (see [Z11, Proposition 6.1] and [Z44]) is a pseudo-cycle. This will rely on the fact that its omega limit set has codimension at least two. In order to show this, one needs to cut down the dimension of each “boundary stratum” by dividing by the action of the reparametrization group. Heuristically, the freeness of the action of this group implies that the quotient is a smooth manifold, hence providing a meaning to this procedure.

We fix finite sets \(T_0, T_1, T_\infty\) and a tree relation \(E\) on the disjoint union \(T := T_0 \bigsqcup T_1 \bigsqcup T_\infty\). We define the reparametrization group \(G_T\) as follows. We define \(\text{Aut}(T) := \text{Aut}(T_0, T_1, T_\infty, E)\) to be the subgroup of all automorphisms \(f\) of the tree \((T, E)\), satisfying \(f(T_i) = T_i\), for \(i = 0, 1, \infty\). We denote by \(\text{PSL}(2, \mathbb{C})\) the group of Möbius transformations and by \(\tilde{T}_C\) the group of translations of the plane \(\mathbb{C}\). We define

\[
\text{Aut}_\alpha := \begin{cases} 
\tilde{T}_C, & \text{if } \alpha \in T_1, \\
\text{PSL}(2, \mathbb{C}), & \text{if } \alpha \in T_0 \cup T_\infty.
\end{cases}
\]

We denote by \(\text{Aut}_T\) the set of collections \((\varphi_\alpha)_{\alpha \in T}\), such that \(\varphi_\alpha \in \text{Aut}_\alpha\), for every \(\alpha \in T\). The group \(\text{Aut}(T)\) acts on \(\text{Aut}_T\) by

\[
f \cdot (\varphi_\alpha)_{\alpha \in T} := (\varphi_{f^{-1}(\alpha)})_{\alpha \in T}.
\]

**29. Definition.** We define \(G_T := G_{T_0, T_1, T_\infty, E}\) to be the semi-direct product of \(\text{Aut}(T)\) and \(\text{Aut}_T\) induced by this action.

The group \(\text{PSL}(2, \mathbb{C})\) acts on the set of \(J\)-holomorphic maps \(S^2 \to \mathcal{M}\) by

\[
\varphi^* f := f \circ \varphi.
\]

Furthermore, the group \(\tilde{T}_C\) acts on the set \(\mathcal{M}_{<\infty}\) as in (2.13). By the combinatorial type of a stable map \((W, z)\) as in (2.6) we mean the tuple \((T_0, T_1, T_\infty, E)\). We denote by

\[
\mathcal{M}(T) := \mathcal{M}(T_0, T_1, T_\infty, E)
\]

\(^{14}\)For this statement to make sense, here we adjust the notion of “stable map” by discarding the marked point \((\alpha_0, z_0)\).
the set of all stable maps of (combinatorial) type $T$. $G_T$ acts on $\mathcal{M}(T)$ as follows. For every $(f, (\varphi_\alpha)) \in G_T$ and $(W, z) \in \mathcal{M}(T)$ we define

$$W'^i_\alpha := \varphi^*_f W_{(\alpha)}, \forall \alpha \in T_1, \quad \bar{u}'_\alpha := \bar{u}_\alpha \circ \varphi(\alpha), \forall \alpha \in T_\infty,$$

$$z'^i_{\alpha\beta} := \varphi^{-1}_f(z_{f(\alpha)f(\beta)}), \forall \alpha E \beta,$$

$$\alpha'_i := f(\alpha_i), \quad z'_i := \varphi^{-1}_f(z_{\alpha'_i}), \quad \forall i = 0, \ldots, k.$$ (Here we set $W_\alpha := \bar{u}_\alpha$ if $\alpha \in T_\infty$. Furthermore, for $\varphi \in \mathcal{T}_C$ we set $\varphi(\infty) := \infty$.)

30. Definition. We define

$$(f, (\varphi_\alpha))^* (W, z) := (T_0, T_1, T_\infty, E, (W'^i_\alpha)_{\alpha \in T_1}, (\bar{u}'_\alpha)_{\alpha \in T_\infty}, (z'^i_{\alpha\beta})_{\alpha E \beta}, (\alpha'_i, z'_i)_{i=0,\ldots,k}).$$

This defines an action of $G_T$ on $\mathcal{M}(T)$. Let now $(M, J)$ be an almost complex manifold. Recall that a $J$-holomorphic map $u : S^2 \to M$ is called multiply covered if there exists a holomorphic map $\varphi : S^2 \to S^2$ of degree at least two, and a $J$-holomorphic map $v : S^2 \to M$, such that $u = v \circ \varphi$. Otherwise, $u$ is called simple.

We call a stable map $(W, z)$ simple if the following conditions hold: For every $\alpha \in T_\infty$ the $J$-holomorphic map $\bar{u}_\alpha$ is constant or simple. Furthermore, if $\alpha, \beta \in T_1$ are such that $\alpha \neq \beta$ and $E(W_{\alpha}) \neq 0$, and $\varphi \in \mathcal{T}_C$, then $\varphi^* W_{\alpha} \neq W_{\beta}$. Moreover, if $\alpha, \beta \in T_\infty$ are such that $\alpha \neq \beta$ and $\bar{u}_\alpha$ is nonconstant, and if $\varphi \in \text{PSL}(2, \mathbb{C})$, then $\bar{u}_\alpha \circ \varphi \neq \bar{u}_\beta$. We denote by

$$\mathcal{M}^*(T) := \mathcal{M}^*(T_0, T_1, T_\infty, E) \subseteq \mathcal{M}(T)$$

the subset of all simple stable maps. The action of $G_T$ on $\mathcal{M}(T)$ leaves $\mathcal{M}^*(T)$ invariant.

31. Proposition. The action of $G_T$ on $\mathcal{M}^*(T)$ is free.

The proof of this result uses the following lemma.

32. Lemma. The action of $\mathcal{T}_C$ on $\mathcal{M}_\infty$ is free.

Proof of Lemma 32. Assume that $W$ is a smooth vortex class over $\mathbb{C}$ and $v \in \mathbb{C}$ is a vector, such that defining $\varphi : \mathbb{C} \to \mathbb{C}$ by $\varphi(z) := z + v$, we have $\varphi^* W = W$. Then $e_W(z + nv) = e_W(z)$ for every $z \in \mathbb{C}$ and $n \in \mathbb{Z}$. It follows that $E(W) = \infty$, $e_W \equiv 0$, or $v = 0$. Lemma 32 follows from this.

Proof of Proposition 31. This follows from an elementary argument, using the stability condition (iv), Lemma 32, and the fact that every simple holomorphic sphere is somewhere injective (see [MS2, Proposition 2.5.1]).

33. Remark. The action of $\mathcal{T}_C$ on $\mathcal{M}_\infty$ extends to an action of the group $\text{Isom}^+(\mathbb{C})$ of orientation preserving isometries of $\mathbb{C}$. Hence one may be tempted to adjust the definition of the reparametrization group $G_T$ and its action on $\mathcal{M}^*(T)$ accordingly. However, for the purpose of defining the quantum Kirwan map, this is not possible. The reason is that in general there is no continuous evaluation map on $\mathcal{M}_\infty$ that is invariant under the action of $\text{Isom}^+(\mathbb{C})$. By definition such an evaluation map $ev$ assigns a point in the Borel construction $(M \times EG)/G$ to each pair $(W, z)$, where $W$ is a vortex class and $z \in \mathbb{C}$, in such a way that $\pi \circ ev(W, z) \in \bar{u}_W(z)$. Here $\bar{u}_W$ is defined as in (2.2) and $\pi : (M \times EG)/G \to M/G$ denotes the canonical projection. Hence when studying the vortex equations over $\mathbb{C}$ we need to restrict our attention to a subgroup of the group of global symmetries of the equations. This is a crucial difference between vortices and pseudo-holomorphic curves.
Note also that the action of $\text{Isom}^+(\mathbb{C})$ on the set of vortex classes of positive energy is not always free, as the next example shows. □

34. **Example.** Consider the action of $G := S^1 \subseteq \mathbb{C}$ on $M := \mathbb{C}$ by multiplication. Let $d \in \mathbb{N}_0$ be an integer. By Proposition 26 there exists a unique finite energy vortex class $W$ over $\mathbb{C}$ such that

$$\deg_W(z) = \begin{cases} d, & \text{if } z = 0, \\ 0, & \text{otherwise.} \end{cases}$$

For every rotation $R \in \text{SO}(2)$ we have

$$\deg_{R^*W} = R^* \deg_W = \deg_W,$$

where $\text{SO}(2)$ acts in a natural way on $\text{Sym}^d(\mathbb{C})$. Thus the action of $\text{Isom}^+(\mathbb{C})$ on the set of vortex classes of positive energy is not free. □

### 2.5. Compactness modulo bubbling and gauge for rescaled vortices

In this section we formulate and prove a crucial ingredient (Proposition 37) of the proof of Theorem 3, which states the following. Consider a sequence of rescaled vortices over $\mathbb{C}$ with image in a fixed compact subset of $M$ and uniformly bounded energies. We assume that $(M,\omega)$ is aspherical. Then there exists a subsequence that away from finitely many bubbling points and up to regauging, converges to a rescaled vortex over $\mathbb{C}$. If the rescalings converge to $\infty$, then the limit object corresponds to a $\bar{J}$-holomorphic sphere in $\mathcal{M}$.

The proof of this result is based on compactness for rescaled vortices over the punctured plane with uniformly bounded energy densities (Proposition 38 below). It also uses the fact that at each bubbling point at least the energy $E_{\min} > 0$ is lost, which is the minimal energy of a vortex over $\mathbb{C}$ or pseudo-holomorphic sphere in $\mathcal{M}$. This is the content of Proposition 40 below, which is proved by a hard rescaling argument, using Proposition 38 and Hofer’s lemma. Another ingredient of the proof of Proposition 37 is Lemma 42 below, which says that the energy densities of a convergent sequence of rescaled vortices converge to the density of the limit.

In order to explain the main result of this section, let $M,\omega,G,g,\langle \cdot,\cdot \rangle_g,\mu,J,\Sigma,j,\omega_{\Sigma}$ be as in Chapter 1. We fix a triple $w = (P,A,u) \in \tilde{B}_{\Sigma}$ (defined as in (1.7)). Recall the definition (1.11) of the energy density $e_{\omega_{\Sigma},j}^w = e_w$.

35. **Remark.** This density has the following transformation property: Let $\Sigma'$ be another surface, and $\varphi : \Sigma' \to \Sigma$ a smooth immersion. Consider the pullback

$$\varphi^*w := (\varphi^*P,\Phi^*A,u \circ \Phi),$$

where the bundle isomorphism $\Phi : \varphi^*P \to P$ is defined by $\Phi(z,p) := p$. A straightforward calculation shows that

$$e_{\varphi^*(\omega_{\Sigma'},j)}^w = e_{\omega_{\Sigma'},j}^w \circ \varphi.$$

Note also that $w$ is a vortex with respect to $(\omega_{\Sigma'},j)$ if and only if $\varphi^*w$ is a vortex with respect to $\varphi^*(\omega_{\Sigma},j)$. □

36. **Remark.** If $w$ is a vortex (with respect to $(\omega_{\Sigma},j)$) then

$$e_{\omega_{\Sigma},j}^w = |\partial f_A u|^2 + |\mu \circ u|^2,$$
where $\partial_{J,A} u$ denotes the complex linear part of $d_A u = du + L_u A$, viewed as a one-form on $\Sigma$ with values in the complex vector bundle $(u^* TM)/G \to \Sigma$. This follows from the vortex equations (1.8,1.9). □

Let $R \in [0, \infty]$ and $w \in \widetilde{B}_\Sigma$. Consider first the case $0 < R < \infty$. Then we define the $R$-energy density of $w$ to be

$$e^R_w := R^2 e^{R^2 \omega_\Sigma \cdot j} w.$$

This means that

$$e^R_w = \frac{1}{2} \left( |d_A u|^2_{\omega_\Sigma} + R^{-2} |F_A|^2_{\omega_\Sigma} + R^2 |\mu \circ u|^2 \right),$$

where the subscript "$\omega_\Sigma$" means that the norms are taken with respect to the metric $\omega_\Sigma(\cdot, j \cdot)$.

If $R = 0$ or $\infty$ then we define

$$e^R_w := \frac{1}{2} |d_A u|^2_{\omega_\Sigma}.$$

We define the $R$-energy of $w$ on a measurable subset $X \subseteq \Sigma$ to be

$$E^R(w, X) := \int_X e^R_w \omega_\Sigma \in [0, \infty].$$

**Remark.** Consider the case $(\Sigma, j) = \mathbb{C}$, equipped with the standard area form $\omega_0$. Assume that $0 < R < \infty$, and consider the map $\varphi : \mathbb{C} \to \mathbb{C}$ defined by $\varphi(z) := Rz$. Then equality (2.26) implies that

$$e^{R \varphi^* w} = R^2 e^{\omega_0 \cdot i} \varphi.$$

Hence in the present setting the $R$-energy transforms via

$$E^R(\varphi^* w, \varphi^{-1}(X)) = E(w, X) := E^1(w, X).$$

The (symplectic) $R$-vortex equations are the equations (1.8,1.9) with $\omega_\Sigma$ replaced by $R^2 \omega_\Sigma$, i.e., the equations

$$\bar{\partial}_{J,A}(u) = 0,$$

$$F_A + R^2 (\mu \circ u) \omega_\Sigma = 0.$$

In the case $R = \infty$ we interpret the equation (2.32) as

$$\mu \circ u = 0.$$

We call a solution $(A, u) \in \widetilde{W}^0_{\Sigma}$ of equations (2.31,2.32) an $R$-vortex over $\Sigma$.

**Remarks.** Consider the case $(\Sigma, j) = \mathbb{C}$, equipped with $\omega_0$, and let $0 < R < \infty$. We define the map $\varphi : \mathbb{C} \to \mathbb{C}$ by $\varphi(z) := Rz$. Then $w \in \widetilde{B}_\mathbb{C}$ is a vortex if and only if $\varphi^* w$ is an $R$-vortex.

The rescaled energy density has the following important property. Let $R_\nu \in (0, \infty)$ be a sequence that converges to some $R_0 \in [0, \infty]$, and for $\nu \in \mathbb{N}_0$ let $w_\nu = (P_\nu, A_\nu, u_\nu)$ be an $R_\nu$-vortex. If $w$ on compact sets $A_\nu$ converges to $A_0$ in $C^0$ and $u_\nu$ converges to $u_0$ in $C^1$ then

$$e^{R_\nu}_{w_\nu} \to e^{R_0}_{w_0}$$

in $C^0$ on compact sets. (See Lemma 42 below.) In the proof of Theorem 3, this will be used in order to show that locally on $\mathbb{C}$ no energy is lost in the limit $\nu \to \infty$. □
2.5. COMPACTNESS MODULO BUBBLING AND GAUGE FOR RESCALED VORTICES

We define the minimal energy $E_{\text{min}}$ as follows. Recall from (1.15) that $\tilde{M}$ denotes the class consisting of smooth vortices, and that the energy of a $J$-holomorphic map $f : S^2 \to \tilde{M}$ is given by $E(f) = \int_{S^2} f^* \varpi$. We define

$$E_1 := \inf \left\{ \{E(P, A, u) \mid (P, A, u) \in \tilde{M} : \bar{u}(P) \text{ compact} \} \cap (0, \infty) \right\},$$

$$E_\infty := \inf \left\{ \{E(f) \mid f \in C^\infty(S^2, \tilde{M}) : \bar{\partial}_f(f) = 0 \} \cap (0, \infty) \right\},$$

$E_{\text{min}} := \min\{E_1, E_\infty\}.$

Assume that $M$ is equivariantly convex at $\infty$. Then Corollary 74 in Appendix A.1 implies that $E_1 > 0$. Furthermore, our standing assumption (H) implies that $\tilde{M}$ is closed. It follows that $E_\infty > 0$.\textsuperscript{17} Hence the number $E_{\text{min}}$ is positive.

**Remark.** The infima (2.33) and (2.34) are attained, and hence the name “minimal energy” for $E_{\text{min}}$ is justified. (This fact is not used anywhere in this memoir.) That (2.34) is attained follows from the fact that for every $C \in \mathbb{R}$ there exist only finitely many homotopy classes $\bar{B} \in \pi_2(\tilde{M})$ with $\langle [\varpi], [\bar{B}] \rangle \leq C$ that can be represented by a $J$-holomorphic map $S^2 \to \tilde{M}$.\textsuperscript{18} That (2.33) is attained follows from the fact that for every $C \in \mathbb{R}$ there exist only finitely many homology classes $B \in H_2^G(M, \mathbb{Z})$ with $\langle [\omega - \mu], B \rangle \leq C$ that can be represented by a finite energy vortex whose image has compact closure. This is a consequence of Theorem 3 and [Z11, Proposition 5.4] (Conservation of equivariant homology class).

The results of this and the next section are formulated for connections and maps of Sobolev regularity. This is a natural setup for the relevant analysis. Furthermore, we restrict our attention to the trivial bundle $\Sigma \times G$ of class $W_1^{1, p}$.\textsuperscript{19} We fix $p > 2$ and naturally identify the affine space of connections on $\Sigma \times G$ with the space of one-forms on $\Sigma$ with values in $g$, of class $W_1^{1, p}$. Furthermore, we identify the space of $G$-equivariant maps from $\Sigma \times G$ to $M$ of class $W_1^{1, p}$ with $W_1^{1, p}(\Sigma, M)$. Finally, we identify the gauge group\textsuperscript{20} on $\Sigma \times G$ of class $W_2^{2, p}$ with $W_2^{2, p}(\Sigma, G)$. We denote

$$\mathcal{W}_\Sigma := \Omega^1(\Sigma, g) \times C^\infty(\Sigma, M),$$

$$\mathcal{W}_\Sigma^p := \{ \text{one-form on } \Sigma \text{ with values in } g, \text{ of class } W_1^{1, p} \} \times W_1^{1, p}(\Sigma, M).$$

The gauge group $W_2^{2, p}(\Sigma, G)$ acts on $\mathcal{W}_\Sigma^p$ by

$$g^*(A, u) := (\text{Ad}_g^{-1} A + g^{-1} dg, g^{-1} u),$$

where $\text{Ad}_g : g \to g$ denotes the adjoint action of an element $g_0 \in G$. For $r > 0$ we denote by $B_r \subseteq \mathbb{C}$ the open ball of radius $r$, around 0.

37. **Proposition** (Compactness modulo bubbling and gauge). Assume that $(M, \omega)$ is aspherical. Let $R_\nu \in (0, \infty)$ be a sequence that converges to some $R_0 \in (0, \infty)$, $r_\nu \in (0, \infty)$ a sequence that converges to $\infty$, and for every $\nu \in \mathbb{N}$ let $w_\nu = (A_\nu, u_\nu) \in W_\nu^p_{B_{r_\nu}}$ be an $R_\nu$-vortex (with respect to $(\omega_0, i)$). Assume that there

\textsuperscript{10}Here we use the convention that $\inf \emptyset = \infty$.

\textsuperscript{17}See e.g. [MS2, Proposition 4.1.4].

\textsuperscript{18}This is a corollary to Gromov compactness, see e.g. [MS2, Corollary 5.3.2].

\textsuperscript{19}Since every smooth bundle over $\mathbb{C}$ is trivializable, this suffices for the proof of the main result.

\textsuperscript{20}Recall that throughout this memoir, $p < \infty$, unless otherwise stated.

\textsuperscript{21}i.e., the group of gauge transformations
exists a compact subset $K \subseteq M$ such that $u_\nu(B_{r_\nu}) \subseteq K$, for every $\nu$. Suppose also that
\[
\sup_\nu E^{R_\nu}(w_\nu, B_{r_\nu}) < \infty.
\]
Then there exist a finite subset $Z \subseteq \mathbb{C}$, an $R_0$-vortex $w_0 := (A_0, u_0) \in \mathcal{W}_{\mathcal{C}\setminus Z}$, and, passing to some subsequence, gauge transformations $g_\nu \in \mathcal{W}^{2p}_{2p}(\mathbb{C}\setminus Z, G)$, such that the following conditions hold.

(i) If $R_0 < \infty$ then $Z = \emptyset$ and the sequence $g_\nu^*(A_\nu, u_\nu)$ converges to $w_0$ in $C^\infty$ on every compact subset of $\mathbb{C}$.

(ii) If $R_0 = \infty$ then on every compact subset of $\mathbb{C}\setminus Z$, the sequence $g_\nu^*A_\nu$ converges to $A_0$ in $C^0$, and the sequence $g_\nu^{-1}u_\nu$ converges to $u_0$ in $C^1$.

(iii) Fix a point $z \in Z$ and a number $\epsilon_0 > 0$ so small that $B_{\epsilon_0}(z) \cap Z = \{z\}$. Then for every $0 < \epsilon < \epsilon_0$ the limit
\[
E_z(\epsilon) := \lim_{\nu \to \infty} E^{R_\nu}(w_\nu, B_\epsilon(z))
\]
exists and
\[
E_z(\epsilon) \geq E_{\text{min}}.
\]

Furthermore, the function $(0, \epsilon_0) \ni \epsilon \mapsto E_z(\epsilon) \in [E_{\text{min}}, \infty)$ is continuous.

**Remark.** Convergence in conditions (i,ii) should be understood as convergence of the subsequence labelled by those indices $\nu$ for which $B_{r_\nu}$ contains the given compact set. \(\Box\)

This proposition will be proved on page 42. The strategy of the proof is the following. Assume that the energy densities $e_{R_\nu}^{R_\nu}$ are uniformly bounded on every compact subset of $\mathbb{C}$. Then the statement of Proposition 37 with $Z = \emptyset$ follows from an argument involving Uhlenbeck compactness, an estimate for $\partial J$, elliptic bootstrapping (for statement (i)), and a patching argument.

If the densities are not uniformly bounded then we rescale the maps $w_\nu$ by zooming in near a bubbling point $z_0$ in a “hard way”, to obtain a positive energy $\bar{R}_0$-vortex in the limit, with $\bar{R}_0 \in \{0, 1, \infty\}$. If $R_0 < \infty$ then $\bar{R}_0 = 0$, and we obtain a $J$-holomorphic sphere in $M$. This contradicts symplectic asphericity, and thus this case is impossible.

If $R_0 = \infty$ then either $\bar{R}_0 = 1$ or $\bar{R}_0 = \infty$, and hence either a vortex over $\mathbb{C}$ or a pseudo-holomorphic sphere in $\mathcal{M}$ bubbles off. Therefore, at least the energy $E_{\text{min}}$ is lost at $z_0$. Our assumption that the energies of $w_\nu$ are uniformly bounded implies that there can only be finitely many bubbling points. On the complement of these points a subsequence of $w_\nu$ converges modulo gauge.

The bubbling part of this argument is captured by Proposition 40 below, whereas the convergence part is the content of the following result.

**38. Proposition (Compactness with bounded energy densities).** Let $Z \subseteq \mathbb{C}$ be a finite subset, $R_\nu \geq 0$ be a sequence of numbers that converges to some $R_0 \in [0, \infty]$, $\Omega_1 \subseteq \Omega_2 \subseteq \ldots \subseteq \mathbb{C}\setminus Z$ open subsets such that $\bigcup \Omega_\nu = \mathbb{C} \setminus Z$, and for $\nu \in \mathbb{N}$ let $w_\nu = (u_\nu, A_\nu) \in \mathcal{W}^{2p}_{2p}$ be an $R_\nu$-vortex. Assume that there exists a compact subset $K \subseteq M$ such that for $\nu$ large enough
\[
(2.35) \quad u_\nu(\Omega_\nu) \subseteq K.
\]
Suppose also that for every compact subset $Q \subseteq \mathbb{C} \setminus Z$, we have
\[
(2.36) \quad \sup \{ \|e_{R_\nu}^{R_\nu}\|_{L^\infty(Q)} \mid \nu \in \mathbb{N} : Q \subseteq \Omega_\nu \} < \infty.
\]
Then there exists an $R_0$-vortex $w_0 := (A_0, u_0) \in \mathcal{W}_{C^1, Z}$, and passing to some subsequence, there exist gauge transformations $g_{\nu} \in W^{2,p}_{\text{loc}}(\mathbb{C} \setminus Z, G)$, such that the following conditions are satisfied.

(i) If $R_0 < \infty$, then $g_{\nu} w_{\nu}$ converges to $w_0$ in $C^\infty$ on every compact subset of $\mathbb{C} \setminus Z$.

(ii) If $R_0 = \infty$ then on every compact subset of $\mathbb{C} \setminus Z$, $g_{\nu}^* A_{\nu}$ converges to $A_0$ in $C^0$, and $g_{\nu}^{-1} u_{\nu}$ converges to $u_0$ in $C^1$.

The proof of this result is an adaptation of the argument of Step 5 in the proof of Theorem A in the paper by R. Gaio and D. A. Salamon [GS]. The proof of statement (i) is based on a compactness result for the case of a compact surface $\Sigma$ (possibly with boundary). (See Theorem 78 in Appendix A.1. That result follows from an argument by K. Cieliebak et al. in [CGMS].) The proof also involves a patching argument for gauge transformations, which are defined on an exhausting sequence of subsets of $\mathbb{C} \setminus Z$.

To prove statement (ii), we will show that curvatures of the connections $A_{\nu}$ are uniformly bounded in $W^{1,p}$. This uses the second rescaled vortex equations and a uniform upper bound on $\mu \circ u_{\nu}$ (Lemma 75 in Appendix A.1), due to R. Gaio and D. A. Salamon. The statement then follows from Uhlenbeck compactness with compact base, compactness for $\bar{\partial}_J$, and a patching argument.

**Proof of Proposition 38.** We may assume w.l.o.g. that there exists a $G$-invariant compact subset $K \subseteq M$ satisfying (2.35). (To see this, we choose a compact subset $K$ satisfying this condition and consider the set $GK$.) We choose $i_0 \in \mathbb{N}$ so big that the balls $\tilde{B}_{1/i_0}(z), z \in Z$, are disjoint and contained in $B_{i_0}$. For every $i \in \mathbb{N}_0$ we define

$$X^i := \tilde{B}_{1+2^i} \setminus \bigcup_{z \in Z} B_{2^{-i_0}}(z) \subseteq \mathbb{C}.$$ 

We prove statement (i). Assume that $R_0 < \infty$. Using the hypotheses (2.35,2.36), it follows from Theorem 78 in Appendix A.1 (with $\Sigma := X^2$) that there exist an infinite subset $I^1 \subseteq \mathbb{N}$ and gauge transformations $g_{\nu}^1 \in W^{2,p}(X^1, G) (\nu \in I^1)$, such that $X^1 \subseteq \Omega_{\nu}$ and

$$w_{\nu}^1 := (A_{\nu}^1, u_{\nu}^1) := (g_{\nu}^1)^*(w_\nu|X^1)$$

is smooth, for every $\nu \in I^1$, and the sequence $(w_{\nu}^1)_{\nu \in I^1}$ converges to some $R_0$-vortex $w^1 \in \mathcal{W}_{C^1}$, in $C^\infty$ on $X^1$.

Iterating this argument, for every $i \geq 2$ there exist an infinite subset $I^i \subseteq I^{i-1}$ and gauge transformations $g_{\nu}^i \in W^{2,p}(X^i, G) (\nu \in I^i)$, such that $X^i \subseteq \Omega_{\nu}$ and

$$w_{\nu}^i := (A_{\nu}^i, u_{\nu}^i) := (g_{\nu}^i)^*(w_\nu|X^i)$$

is smooth, for every $\nu \in I^i$, and the sequence $(w_{\nu}^i)_{\nu \in I^i}$ converges to some $R_0$-vortex $w^i \in \mathcal{W}_{C^1}$, in $C^\infty$ on $X^i$.

Let $i \in \mathbb{N}$. For every $\nu \in I^i$ we define $h_{\nu}^i := (g_{\nu}^{i+1}|X^i)^{-1} g_{\nu}^i$. We have $(h_{\nu}^i)^*(A_{\nu}^{i+1}|X^i) = A_{\nu}^i$. Furthermore, the sequences $(A_{\nu}^{i+1})_{\nu \in I^{i+1}}$ and $(A_{\nu}^i)_{\nu \in I^{i+1}}$ are bounded in $W^{k,p}$ on $X^i$, for every $k \in \mathbb{N}$. Hence it follows from Lemma 114 (Appendix A.7) that the sequence $(h_{\nu}^i)_{\nu \in I^{i+1}}$ is bounded in $W^{k,p}$ on $X^i$, for every $k \in \mathbb{N}$. Hence, using Morrey's embedding theorem and the Arzela-Ascoli theorem,
it has a subsequence that converges to some gauge transformation \( h^i \in C^\infty(X^i, G) \), in \( C^\infty \) on \( X^i \). Note that
\[
(2.37) \quad (h^i)^*(w^{i+1}|X^i) = w^i.
\]
We choose a map \( \rho^i : X^{i+1} \to X^i \) such that \( \rho^i = \text{id} \) on \( X^{i-1} \). We define\(^{22} \) \( k^i := h^i \), and recursively,
\[
(2.38) \quad k^i := h^i(k^{i-1} \circ \rho^{i-1}) \in C^\infty(X^i, G), \quad \forall i \geq 2.
\]
Using (2.37) and the fact \( \rho^{i-1} = \text{id} \) on \( X^{i-2} \), we have, for every \( i \geq 2 \),
\[
(2.39) \quad (k^i)^*w^{i+1} = (k^{i-1} \circ \rho^{i-1})^*w^i = (k^{i-1})^*w^i, \quad \text{on } X^{i-2}.
\]
It follows that there exists a unique \( w \in \mathcal{W}_{C\setminus Z} \) that restricts to \( (k^{i+1})^*w^{i+2} \) on \( X^i \), for every \( i \in \mathbb{N} \). Let \( i \in \mathbb{N} \). We choose \( \nu_i \in F^{i+1} \) such that \( \nu_i \geq i \) and a map \( \tau^i : \mathbb{C} \setminus Z \to X^i \) that is the identity on \( X^{i-1} \). We define
\[
g_i := (g_{\nu_i}^{i+1}k^i) \circ \tau^i \in C^\infty(\mathbb{C} \setminus Z, G).
\]
The sequence \( g_i^*w_{\nu_i} \) converges to \( w_i \) in \( C^\infty \) on every compact subset of \( \mathbb{C} \setminus Z \). (Here we use the \( C^\infty \)-convergence on \( X^i \) of \( (w_{\nu_i}^i)_i \) to \( w^i \) and the facts \( X_1 \subseteq X_2 \subseteq \cdots \) and \( \bigcup_{i \in \mathbb{N}} X_i = \mathbb{C} \setminus Z \).) Statement (i) follows.

We prove **statement (ii)**. Assume that \( R_0 = \infty \).

1. **Claim.** For every compact subset \( Q \subseteq \mathbb{C} \setminus Z \) we have
\[
(2.40) \quad \sup_{\nu} \left\{ \|F_{A_{\nu}}\|_{L^p(Q)} : \nu \in \mathbb{N} : Q \subseteq \Omega_\nu \right\} < \infty.
\]

**Proof of Claim 1.** Let \( \Omega \subseteq \mathbb{C} \) be an open subset containing \( Q \) such that \( \overline{\Omega} \)

is compact and contained in \( \mathbb{C} \setminus Z \). Hypothesis (2.36) implies that
\[
(2.41) \quad \sup_{\nu} \|d_{A_{\nu}}u_{\nu}\|_{L^\infty(\overline{\Omega})} < \infty.
\]
It follows from our standing hypothesis \( (H) \) that there exists \( \delta > 0 \) such that \( G \)
acts freely on
\[
K := \{ x \in M \mid |\mu(x)| \leq \delta \}.
\]
Since \( \mu \) is proper the set \( K \) is compact. Recall that \( L_x : g \to T_xM \) denotes the infinitesimal action at \( x \). It follows that
\[
(2.42) \quad \sup_{\nu} \left\{ \frac{|\xi|}{|L_x\xi|} : x \in K, \ 0 \neq \xi \in g \right\} < \infty.
\]
Using the second \( R_{\nu}\)-vortex equation, we have
\[
|\mu \circ u_{\nu}| \leq \frac{\sqrt{e^{R_{\nu}}}}{R_{\nu}}.
\]
Hence by hypothesis (2.36) and the assumption \( R_{\nu} \to \infty \), we have \( \|\mu \circ u_{\nu}\|_{L^\infty(\Omega)} < \delta \), for \( \nu \) large enough. Using (2.40,2.41), Lemma 75 in Appendix A.1 implies that
\[
\sup_{\nu} R_{\nu}^2\|\mu \circ u_{\nu}\|_{L^p(\Omega)} < \infty.
\]
Estimate (2.39) follows from this and the second \( R_{\nu}\)-vortex equation. This proves Claim 1.  \( \square \)

\(^{22}\)This patching construction follows the lines of the proofs of [Fr1, Theorems 3.6 and A.3].
Using Claim 1, Theorem 112 (Uhlenbeck compactness) in Appendix A.7 implies that there exist an infinite subset $I^1 \subseteq \mathbb{N}$ and, for each $\nu \in I^1$, a gauge transformation $g^\nu_1 \in W^{2,p}(X^1,G)$, such that $X^1 \subseteq \Omega^{\nu}$ and the sequence $A^\nu_{1} := (g^\nu_1)^* (A_\nu|X^1)$ converges to some $W^{1,p}$-connection $A^1$ over $X^1$, weakly in $W^{1,p}$ on $X^1$. By Morrey’s embedding theorem and the Arzelà-Ascoli theorem, shrinking $I^1$, we may assume that $A^\nu_{1}$ converges (strongly) in $C^0$ on $X^1$.

Iterating this argument, for every $i \geq 2$ there exist an infinite subset $I^i \subseteq I^{i-1}$ and gauge transformations $g^\nu_i \in W^{2,p}(X^1,G)$, for $\nu \in I^i$, such that $X^i \subseteq \Omega^{\nu}$, for every $\nu \in I^i$, and the sequence $A^\nu_{i} := (g^\nu_i)^* (A_\nu|X^i)$ converges to some $W^{1,p}$-connection $A^i$ over $X^i$, weakly in $W^{1,p}$ and in $C^0$ on $X^i$.

Let $i \in \mathbb{N}$. For $\nu \in I^i$ we define $h^\nu_i := (g^\nu_i)^{-1} g^\nu_i$. An argument as in the proof of statement (i), using Lemma 114 (Appendix A.7), implies that the sequence $(h^\nu_i)_{\nu \in I^i}$ has a subsequence that converges to some gauge transformation $h^i \in W^{2,p}(X^i,G)$, weakly in $W^{2,p}$ on $X^i$.

Repeating the construction in the proof of statement (i) and using the weak $W^{1,p}$- and strong $C^0$-convergence of $A_{\nu,i}$ on $X^i$, we obtain an index $\nu_i \geq i + 1$ and a gauge transformation $g^\nu_i \in W^{2,p}(C \setminus Z,G)$, for every $i \in \mathbb{N}$, such that $\nu_i \in I^{i+1}$ and $g^\nu_i A_{\nu,i}$ converges to some $W^{1,p}$-connection $A$ over $C \setminus Z$, weakly in $W^{1,p}$ and in $C^0$ on every compact subset of $C \setminus Z$. Passing to the subsequence $(\nu_i)$, we may assume w.l.o.g. that $A_{\nu,i}$ converges to $A$, weakly in $W^{1,p}$ and in $C^0$ on every compact subset of $C \setminus Z$.

2. Claim. The hypotheses of Proposition 113 (Appendix A.7) with $k = 1$ are satisfied.

Proof of Claim 2. Let $\Omega \subseteq C \setminus Z$ be an open subset with compact closure, and $\nu_0 \in \mathbb{N}$ be such that $\Omega \subseteq \Omega_{\nu_0}$. Since the sequence $(A_{\nu})$ converges to $A$, weakly in $W^{1,p}(\Omega)$, we have

$$\sup_{\nu \geq \nu_0} \|A_{\nu}\|_{W^{1,p}(\Omega)} < \infty.$$  

Condition (A.56) is satisfied by assumption (2.35). We check condition (A.57): We denote by $|\Omega|$ the area of $\Omega$ and choose a constant $C > 0$ such that $L_x \xi \leq C |\xi|$, for every $x \in K$ and $\xi \in \mathfrak{g}$. For $\nu \geq \nu_0$, we have

$$d_{u_{\nu}} \leq \|A_{\nu} u_{\nu}\|_{L^p(\Omega)} + \|L_{u_{\nu}} A_{\nu}\|_{L^p(\Omega)}$$

$$\leq |\Omega|^\frac{1}{2} \|A_{\nu} u_{\nu}\|_{L^\infty(\Omega)} + C \|A_{\nu}\|_{L^p(\Omega)}.$$  

Here the second inequality uses the hypothesis (2.35). Combining this with (2.36) and (2.42), condition (A.57) follows.

Condition (A.58) follows from the first vortex equation, (2.42), (A.57), and hypothesis (2.35). This proves Claim 2. \qed

By Claim 2, we may apply Proposition 113, to conclude that, passing to some subsequence, $u_{\nu,i}$ converges to some map $u \in W^{2,p}(C \setminus Z)$, weakly in $W^{2,p}$ and in $C^1$ on every compact subset of $C \setminus Z$. The pair $w := (A, u)$ solves the first vortex equation. Furthermore, multiplying the second $R_{\nu}$-vortex equation with $R_{\nu}^{-2}$, it follows that $\mu \circ u = 0$. This means that $w$ is an $\infty$-vortex.

3. Claim. There exists a gauge transformation $g \in W^{2,p}(C \setminus Z,G)$ such that $g^*(A, u)$ is smooth.
Proof of Claim 3. Since $\mathbb{C} \setminus Z$ continuously deformation retracts onto a wedge of circles, and $G$ is connected, there exists a continuous lift $\tilde{v} : \mathbb{C} \setminus Z \to \mu^{-1}(0)$ of $Gu$. By Proposition 116 in Appendix A.7 the map $Gu : \mathbb{C} \setminus Z \to \bar{\mathbb{M}}$ is $J$-holomorphic. Hence it is smooth. It follows that we may approximate $\tilde{v}$ by some smooth lift $v$ of $Gu$. We define $g : \mathbb{C} \setminus Z \to G$ to be the unique solution of $g(z)v = u(z)$, for every $z \in \mathbb{C} \setminus Z$. Since the infinitesimal action at every $x \in \mu^{-1}(0)$ is injective, the equation $\partial_J g^* A (g^{-1} u) = 0$ and smoothness of $v = g^{-1} u$ imply that $g^* A$ is smooth. This proves Claim 3. \hfill \square

We choose $g$ as in Claim 3. Regauging $A_\nu$ by $g$, statement (ii) follows. This completes the proof of Proposition 38. \hfill \square

Remark. One can try to circumvent the patching argument for the gauge transformations in this proof by choosing an extension $\tilde{g}_\nu$ of $g_\nu$ to $\mathbb{C} \setminus Z$, and defining $g_\nu := \tilde{g}_\nu$. However, the sequence $(g_\nu)$ does not have the required properties, since $g_\nu^* w_\nu$ does not necessarily converge on compact subsets of $\mathbb{C} \setminus Z$. The reason is that for $j > i$ the transformation $g_j^*$ does not need to restrict to $g_i^*$ on $X^i$. \hfill \square

39. Remark. It is not clear if in the case $R_0 = \infty$ the $g_\nu$’s can be chosen in such a way that $g_\nu^* w_\nu$ converges in $C^\infty$ on every compact subset of $\mathbb{C} \setminus Z$. To prove this, one approach is to fix an open subset of $\mathbb{C}$ with smooth boundary and compact closure, which is contained in $\mathbb{C} \setminus Z$. We can now try mimic the proof of [CGMS, Theorem 3.2]. In Step 3 of that proof the first and second vortex equations (and relative Coulomb gauge) are used iteratively in an alternating way. This iteration fails in our setting, because of the factor $R_\nu^2$ in the second vortex equations, which converges to $\infty$ by assumption. \hfill \square

The second ingredient of the proof of Proposition 37 says that if the energy densities of a sequence of rescaled vortices are not uniformly bounded on some compact subset $Q$, then at least the energy $E_{\text{min}}$ is lost in the limit, at some point in $Q$. Here $E_{\text{min}}$ is defined as in (2.34).

40. Proposition (Quantization of energy loss). Assume that $(M, \omega)$ is aspherical. Let $\Omega \subseteq \mathbb{C}$ be an open subset, $0 < R_\nu < \infty$ a sequence such that $\inf_\nu R_\nu > 0$, and $w_\nu \in W^0_{\nu}$ an $R_\nu$-vortex, for $\nu \in \mathbb{N}$. Assume that there exists a compact subset $K \subseteq M$ such that $w_\nu(\Omega) \subseteq K$ for every $\nu$ and that $\sup_\nu E^{R_\nu}(w_\nu) < \infty$. Then the following conditions hold.

(i) For every compact subset $Q \subseteq \Omega$ we have

$$\sup_\nu R_\nu^{-2} \| e^{R_\nu} w_\nu \|_{C^0(Q)} < \infty.$$  

(ii) If there exists a compact subset $Q \subseteq \Omega$ such that $\sup_\nu \| e^{R_\nu} w_\nu \|_{C^0(Q)} = \infty$ then there exists $z_0 \in Q$ with the following property. For every $\varepsilon > 0$ so small that $B_\varepsilon(z_0) \subseteq \Omega$ we have

$$\limsup_{\nu \to \infty} E^{R_\nu}(w_\nu, B_\varepsilon(z_0)) \geq E_{\text{min}}.$$  

(2.44)

The proof of Proposition 40 is built on a bubbling argument as in Step 5 in the proof of [GS, Theorem A]. The idea is that under the assumption of (ii) we may construct either a $J$-holomorphic sphere in $\bar{\mathbb{M}}$ or a vortex over $\mathbb{C}$, by rescaling the sequence $w_\nu$ in a “hard way”. This means that after rescaling the energy densities are bounded. We need the following two lemmata.
41. **Lemma (Hofer).** Let \((X, d)\) be a metric space, \(f : X \to \mathbb{R}\) a continuous function, \(x \in X\), and \(\delta > 0\). Assume that the closed ball \(B_2\delta(x)\) is complete. Then there exists \(\xi \in X\) and a number \(0 < \epsilon \leq \delta\) such that
\[
d(x, \xi) < 2\delta, \quad \sup_{B_\epsilon(x)} f \leq 2f(\xi), \quad \epsilon f(\xi) \geq \delta f(x).
\]

**Proof.** See [MS2, Lemma 4.6.4]. \(\square\)

The next lemma ensures that for a suitably convergent sequence of rescaled vortices in the limit \(\nu \to \infty\) no energy gets lost on any compact set. Apart from Proposition 40, it will also be used in the proofs of Propositions 37 and 44, and Theorem 3.

42. **Lemma (Convergence of energy densities).** Let \((\Sigma, \omega_\Sigma, j)\) be a surface without boundary, equipped with an area form and a compatible complex structure, \(R_\nu \in [0, \infty), \nu \in \mathbb{N}\), a sequence of numbers that converges to some \(R_0 \in [0, \infty]\), and for \(\nu \in \mathbb{N}\) let \(w_\nu := (A_\nu, \nu) \in \mathcal{W}_\nu^p\) be an \(R_\nu\)-vortex. Assume that on every compact subset of \(\Sigma, A_\nu\) converges to \(A_0\) in \(C^0\) and \(u_\nu\) converges to \(u_0\) in \(C^1\). Then we have
\[
e^{R_\nu W_\nu} \to e^{R_0 W_0}
\]
in \(C^0\) on every compact subset of \(\Sigma\).

**Proof of Lemma 42.** In the case \(R_0 < \infty\) the statement of the lemma is a consequence of equality (2.29) and the second rescaled vortex equation (2.32).

Consider the case \(R_0 = \infty\). It follows from our standing hypothesis (H) that there exists a constant \(\delta > 0\) such that \(G\) acts freely on
\[
K := \{x \in M \mid |\mu(x)| \leq \delta\}.
\]
Properness of \(\mu\) implies that \(K\) is compact.

Let \(Q \subseteq \Sigma\) be a compact subset. The convergence of \(u_\nu\) and the fact \(\mu \circ u_0 = 0\) imply that for \(\nu\) large enough, we have \(u_\nu(Q) \subseteq K\). Furthermore, our hypotheses about the convergence of \(A_\nu\) and \(u_\nu\) imply that \(\sup_{\nu} \|d_{A_\nu} u_\nu\|_{C^0(Q)} < \infty\). Finally, since \(K\) is compact and \(G\) acts freely on it, we have
\[
\sup \left\{ \frac{|g|}{|L_x g|} \mid x \in K, \ 0 \neq \xi \in g \right\} < \infty.
\]
Therefore, we may apply Lemma 75 (Appendix A.1), to conclude that
\[
\sup_Q R_\nu^{-\frac{2}{p}} |\mu \circ u_\nu| < \infty.
\]
Since \(p > 2, R_\nu \to \infty\), and \(e_{\infty} = \frac{1}{2} |d_{A_\nu} u_0|^2\), the convergence (2.45) follows. This completes the proof of Lemma 42. \(\square\)

In the proof of Proposition 40 we will also use the following.

43. **Remark.** Let \((A, u) \in \mathcal{W}_\nu^p\) be an \(\infty\)-vortex, i.e., a solution of the equations \(\bar{\partial}_{\bar{\partial}} A(u) = 0\) and \(\mu \circ u = 0\). Then by Proposition 116 (Appendix A.7) the map \(G u : \mathcal{C} \to \mathcal{M} = \mu^{-1}(0)/G\) is \(J\)-holomorphic, and \(E^\infty(A, u) = E(u)\). If this energy is finite, then by removal of singularities the map \(\bar{u}\) extends to a \(J\)-holomorphic map \(\bar{u} : S^2 \to \mathcal{M}\).\(^{23}\) It follows that \(E^\infty(w) \geq E_{\text{min}}\), provided that \(E^\infty(w) > 0\). \(\square\)

\(^{23}\)See e.g. [MS2, Theorem 4.1.2].
PROOF OF PROPOSITION 40. We write $(A_\nu, u_\nu) := w_\nu$. Consider the function

$$f_\nu := |d_A, u_\nu| + R_\nu|\mu \circ u_\nu| : \Omega \to \mathbb{R}.$$  

CLAIM. Suppose that the hypotheses of Proposition 40 are satisfied and that there exists a sequence $z_\nu \in \Omega$ that converges to some $z_0 \in \Omega$, such that $f_\nu(z_\nu) \to \infty$. Then there exists a number

$$0 < \rho_0 \leq \limsup_{\nu \to \infty} \frac{R_\nu}{f_\nu(z_\nu)} (\leq \infty)$$

and an $\rho_0$-vortex $w_0 \in \mathcal{W}_C$, such that

$$0 < E^\nu(w_0) \leq \limsup_{\nu \to \infty} E^R_\nu(w_\nu, B_\nu(z_0)),$$

for every $\epsilon > 0$ so small that $B_\rho(z_0) \subseteq \Omega$.

**Proof of the claim.** **Construction of $\rho_0$:** We define $\delta_\nu := f_\nu(z_\nu)^{-\frac{1}{2}}$. For $\nu$ large enough we have $B_{2\delta_\nu}(z_\nu) \subseteq \Omega$. We pass to some subsequence such that this holds for every $\nu$. By Lemma 41, applied with $(f, x, \delta) := (f_\nu, z_\nu, \delta_\nu)$, there exist $\zeta_\nu \in B_{2\delta_\nu}(z_0)$ and $\epsilon_\nu \leq \delta_\nu$, such that

$$|\zeta_\nu - z_\nu| < 2\delta_\nu,$$

$$\sup_{B_{\epsilon_\nu}(\zeta_\nu)} f_\nu \leq 2 f_\nu(\zeta_\nu),$$

$$\epsilon_\nu f_\nu(\zeta_\nu) \geq f_\nu(z_\nu)^{\frac{1}{2}}.$$ 

Since by assumption $f_\nu(z_\nu) \to \infty$, it follows from (2.48) that the sequence $\zeta_\nu$ converges to $z_0$. We define

$$c_\nu := f_\nu(\zeta_\nu), \quad \tilde{\Omega}_\nu := \{c_\nu(z - \zeta_\nu) \mid z \in \Omega\},$$

$$\varphi_\nu : \tilde{\Omega}_\nu \to \Omega, \quad \varphi_\nu(z) := c_\nu^{-1}z + \zeta_\nu,$$

$$\tilde{w}_\nu := \varphi_\nu^* w_\nu = (\varphi_\nu^* A_\nu, u_\nu \circ \varphi_\nu), \quad \tilde{R}_\nu := c_\nu^{-1}R_\nu.$$ 

Note that $\tilde{w}_\nu$ is an $\tilde{R}_\nu$-vortex. Passing to some subsequence we may assume that $\tilde{R}_\nu$ converges to some $\rho_0 \in [0, \infty]$. Since $\epsilon_\nu \leq \delta_\nu = f_\nu(z_\nu)^{-\frac{1}{2}}$, it follows from (2.50) that $f_\nu(z_\nu) \leq f_\nu(\zeta_\nu)$. It follows that the second inequality in (2.46) holds for the original sequence.

**Construction of $w_0$:** We choose a sequence $\Omega_1 \subseteq \Omega_2 \subseteq \ldots \subseteq \mathbb{C}$ of open sets such that $\bigcup_{\nu} \Omega_\nu = \mathbb{C}$ and $\Omega_\nu \subseteq \Omega_{\nu+1}$, for every $\nu \in \mathbb{N}$. We check the conditions of Proposition 38 with these sets, $Z := \emptyset$, and $R_\nu, w_\nu$ replaced by $\tilde{R}_\nu, \tilde{w}_\nu$. Condition (2.35) is satisfied by hypothesis.

We check condition (2.36): A direct calculation involving (2.49) shows that

$$|d_{\tilde{A}_\nu} \tilde{u}_\nu| + \tilde{R}_\nu|\mu \circ \tilde{u}_\nu| = c_\nu^{-1}f_\nu \circ \varphi_\nu \leq 2,$$

on $B_{\epsilon_\nu}(\zeta_\nu)$. It follows from (2.50) and the fact $f_\nu(z_\nu) \to \infty$, that $\epsilon_\nu c_\nu \to \infty$. Combining this with (2.51), condition (2.36) follows, for every compact subset $Q \subseteq \mathbb{C}$.

Therefore, applying Proposition 38, there exists an $\rho_0$-vortex $w_0 = (A_0, u_0) \in \mathcal{W}_C$ and, passing to some subsequence, there exist gauge transformations $g_\nu \in W^{2,\mu}(\mathbb{C}, G)$, with the following properties. For every compact subset $Q \subseteq \mathbb{C}$, $g_\nu^* A_\nu$ converges to $A_0$ in $C^0$ on $Q$, and $g_\nu^* u_\nu$ converges to $u_0$ in $C^1$ on $Q$.

We prove the first inequality in (2.47): By Lemma 42 we have

$$\epsilon e^{\tilde{R}_\nu} w_\nu = \epsilon e^{\tilde{R}_\nu} \tilde{w}_\nu \to \epsilon e^{\rho_0},$$

where $\rho_0$ is the number given in the claim.
in $C^0(Q)$ for every compact subset $Q \subseteq \mathbb{C}$. Since
\[ e^{\bar{R}_v}(0) = c_v^2 e_w(\zeta_v) \geq \frac{1}{2}, \]
it follows that $e^{\bar{R}_v}(0) \geq 1/2$. This implies that $E^\nu(\omega_0) > 0$. This proves the first inequality in (2.47).

We prove the second inequality in (2.47): Let $\varepsilon > 0$ be so small that $B_\varepsilon(z_0) \subseteq \Omega$, and $\delta > 0$. It follows from (2.52) that $E^\nu(\omega_0) \leq \sup_{\nu} E^R(\omega_\nu)$. By hypothesis this supremum is finite. Therefore, there exists $R > 0$ such that $E^\nu(\omega_0, \mathbb{C} \setminus B_R) < \delta$. Since
\[ E^R(\omega_\nu, B_{c_\nu^{-1}R}(\zeta_\nu)) = E^{\bar{R}_v}(\bar{w}_\nu, B_R), \]
the convergence (2.52) implies that
\[ \lim_{\nu \to \infty} E^R(\omega_\nu, B_{c_\nu^{-1}R}(\zeta_\nu)) = E^\nu(\omega_0, B_R) > E^\nu(\omega_0) - \delta. \]
On the other hand, since $c_\nu \to \infty$ and $\zeta_\nu \to z_0$, for $\nu$ large enough the ball $B_{c_\nu^{-1}R}(\zeta_\nu)$ is contained in $B_\varepsilon(z_0)$. Combining this with (2.53), we obtain
\[ \limsup_{\nu \to \infty} E^R(\omega_\nu, B_\varepsilon(z_0)) \geq E^\nu(\omega_0) - \delta. \]
Since this holds for every $\delta > 0$, the second inequality in (2.47) (for the original sequence) follows.

It remains to prove the first inequality in (2.46), i.e., that $r_0 > 0$. Assume by contradiction that $r_0 = 0$. For a map $u \in C^\infty(\mathbb{C}, M)$ we denote by
\[ E(u) := \frac{1}{2} \int_{\mathbb{C}} |du|^2 \]
its (Dirichlet-)energy.\(^{24}\) By the second $R$-vortex equation with $R := 0$ we have $F_{\omega_0} = 0$. Therefore, by Proposition 115 (Appendix A.7) there exists $h \in C^\infty(\mathbb{C}, G)$ such that $h^*A_0 = 0$. By the first vortex equation the map $u_0' := h^{-1}u_0 : \mathbb{C} \to M$ is $J$-holomorphic. Let $\varepsilon > 0$ be such that $B_\varepsilon(z_0) \subseteq \Omega$. Using the second inequality in (2.47), we have
\[ E(u_0') = E^0(\omega_0) \leq \limsup_{\nu \to \infty} E^R(\omega_\nu, B_\varepsilon(z_0)). \]
Combining this with the hypothesis $\sup_{\nu} E^R(\omega_\nu, \Omega) < \infty$, it follows that the energy $E(u_0')$ is finite. Hence by removal of singularities\(^{25}\), $u_0'$ extends to a smooth $J$-holomorphic map $v : S^2 \to M$. By the first inequality in (2.47) we have
\[ \int_{S^2} v^*\omega = E(v) = E^0(\omega_0) > 0. \]
This contradicts asphericity of $(M, \omega)$. Hence $r_0$ must be positive. This concludes the proof of the claim. \(\square\)

**Statement (i)** of Proposition 40 follows from the claim, considering a sequence $z_\nu \in Q$, such that $f_\nu(z_\nu) = \|f_\nu\|_{C^0(Q)}$, and using (2.46).

We prove **statement (ii)**. Assume that there exists a compact subset $Q \subseteq \Omega$ such that $\sup_{\nu} \|e^R_{\omega_\nu}\|_{C^0(Q)} = \infty$. Let $z_\nu \in Q$ be such that $f_\nu(z_\nu) \to \infty$. We choose a pair $(r_0, \omega_0)$ as in the claim. Using the first inequality in (2.47) and Remark 43

\(^{24}\)Here the norm is taken with respect to the metric $\omega(\cdot, J\cdot)$ on $M$.
\(^{25}\)see e.g. [MS2, Theorem 4.1.2]
We are now ready to prove Proposition 37 (p. 33).

**Proof of Proposition 37.** We abbreviate $e_{\nu} := e^{E_{\nu}}_{w_{\nu}}$.

**Claim.** For every $\ell \in \mathbb{N}$ there exists a finite subset $Z_{\ell} \subseteq \mathbb{C}$ such that the following holds. If $R_{0} < \infty$ then we have $Z_{\ell} = \emptyset$. Furthermore, if $|Z_{\ell}| < \ell$ then we have

$$\sup_{\nu \in \mathbb{N}} \left\{ \|e_{\nu}\|_{C^0(Q)} \mid Q \subseteq B_{r_{\nu}} \right\} < \infty,$$

for every compact subset $Q \subseteq \mathbb{C} \setminus Z_{\ell}$. Moreover, for every $z_{0} \in Z_{\ell}$ and every $\epsilon > 0$ the inequality (2.44) holds.

**Proof of the claim.** For $\ell = 0$ the assertion holds with $Z_{0} := \emptyset$. We fix $\ell \geq 1$ and assume by induction that there exists a finite subset $Z_{\ell-1} \subseteq \mathbb{C}$ such that the assertion with $\ell$ replaced by $\ell - 1$ holds. If (2.54) is satisfied for every compact subset $Q \subseteq \mathbb{C} \setminus Z_{\ell-1}$, then the statement for $\ell$ holds with $Z_{\ell} := Z_{\ell-1}$.

Assume that there exists a compact subset $Q \subseteq \mathbb{C} \setminus Z_{\ell-1}$, such that (2.54) does not hold. It follows from the induction hypothesis that

$$|Z_{\ell-1}| \geq \ell - 1.$$ 

By statement (ii) of Proposition 40 there exists a point $z_{0} \in Q$ such that inequality (2.44) holds, for every $\epsilon > 0$. We set $Z_{\ell} := Z_{\ell-1} \cup \{z_{0}\}$.

It follows from the fact that (2.54) does not hold and statement (i) of Proposition 40 that $R_{0} = \lim_{\nu \to \infty} R_{\nu} = \infty$. Furthermore, since $z_{0} \in Q \subseteq \mathbb{C} \setminus Z_{\ell-1}$, (2.55) implies that $|Z_{\ell}| \geq \ell$. It follows that the statement of the claim for $\ell$ is satisfied. By induction, the claim follows.

We fix an integer

$$\ell > \frac{\sup_{\nu} E^{R_{\nu}}_{w_{\nu}}(w_{\nu}, B_{r_{\nu}})}{F_{\min}},$$

and a finite subset $Z := Z_{\ell} \subseteq \mathbb{C}$ that satisfies the conditions of the claim. It follows from the inequality (2.44) that $\ell > |Z|$. Hence by the statement of the claim, the hypothesis (2.36) of Proposition 38 is satisfied with $\Omega_{\nu} := B_{r_{\nu}} \setminus Z$. Applying that result and passing to some subsequence, there exist an $R_{0}$-vortex $w_{0} \in \mathcal{W}_{C,Z}$ and gauge transformations $g_{\nu} \in W^{2,2}_{\text{loc}}(\mathbb{C} \setminus Z, G)$, such that the statements (i,ii) of Proposition 37 are satisfied. (Here we use that $Z = \emptyset$ if $R_{0} < \infty$.)

We prove statement (iii). Passing to some “diagonal” subsequence, the limit $\lim_{\nu \to \infty} E^{R_{\nu}}_{w_{\nu}}(w_{\nu}, B_{1/i}(z))$ exists, for every $i \in \mathbb{N}$ and $z \in Z$. Let now $z \in Z$ and $\epsilon > 0$. We choose $i \in \mathbb{N}$ bigger than $\epsilon^{-1}$. For $0 < r < R$ we denote

$$A(z, r, R) := B_{r}(z) \setminus B_{R}(z).$$

By Lemma 42 the limit

$$\lim_{\nu \to \infty} E^{R_{\nu}}_{w_{\nu}}(w_{\nu}, A(z, 1/i, \epsilon))$$

exists and equals $E^{R_{\nu}}_{w_{0}}(A(z, 1/i, \epsilon))$. It follows that the limit

$$E_{z}(\epsilon) := \lim_{\nu \to \infty} E^{R_{\nu}}_{w_{\nu}}(w_{\nu}, B_{\epsilon}(z))$$

...
exists. Inequality (2.44) implies that $E_\varepsilon(\varepsilon) \geq E_{\text{min}}$. Since $E^{R_0}(w_0, A(z, 1/i, \varepsilon))$ depends continuously on $\varepsilon$, the same holds for $E_\varepsilon(\varepsilon)$. This proves statement (iii) and completes the proof of Proposition 37.

Remark. In the above proof the set of bubbling points $Z$ is constructed by “terminating induction”. Intuitively, this is induction over the number of bubbling points. The “auxiliary index” $\ell$ in the claim is needed to make this idea precise. Inequality (2.44) ensures that the “induction stops”. □

2.6. Soft rescaling

The following proposition will be used inductively in the proof of Theorem 3 to find the next bubble in the bubbling tree, at a bubbling point of a given sequence of rescaled vortex classes. It is an adaption of [MS2, Proposition 4.7.1.] to vortices.

44. Proposition (Soft rescaling). Assume that $(M, \omega)$ is aspherical. Let $r > 0$, $z_0 \in \mathbb{C}$, $R_0 > 0$ be a sequence that converges to $\infty$, $p > 2$, and for every $\nu \in \mathbb{N}$ let $w_\nu := (A_\nu, u_\nu) \in W^p_{B_r(z_0)}$ be an $R_\nu$-vortex, such that the following conditions are satisfied.

(a) There exists a compact subset $K \subseteq M$ such that $u_\nu(B_r(z_0)) \subseteq K$ for every $\nu$.

(b) For every $0 < \varepsilon \leq r$ the limit

$$E(\varepsilon) := \lim_{\nu \to \infty} E^{R_\nu}(w_\nu, B_r(z_0))$$

exists and $E_{\text{min}} \leq E(\varepsilon) < \infty$. Furthermore, the function

$$(0, r] \ni \varepsilon \mapsto E(\varepsilon) \in \mathbb{R}$$

is continuous.

Then there exist $R_0 \in \{1, \infty\}$, a finite subset $Z \subseteq \mathbb{C}$, an $R_0$-vortex $w_0 := (A_0, u_0) \in W^p_{\mathbb{C}\setminus Z}$, and, passing to some subsequence, there exist sequences $\varepsilon_\nu \to 0$, $z_\nu \in \mathbb{C}$, and $g_\nu \in W^{2, \nu}_{\text{loc}}(\mathbb{C}\setminus Z, G)$, such that, defining

$$\varphi_\nu : \mathbb{C} \to \mathbb{C}, \quad \varphi_\nu(z) := \varepsilon_\nu z + z_\nu,$$

the following conditions hold.

(i) If $R_0 = 1$ then $Z = \emptyset$ and $E(w_0) > 0$. If $R_0 = \infty$ and $E^\infty(w_0) = 0$ then $|Z| \geq 2$.

(ii) The sequence $z_\nu$ converges to $z_0$. Furthermore, if $R_0 = 1$ then $\varepsilon_\nu = R_\nu^{-1}$ for every $\nu$, and if $R_0 = \infty$ then $\varepsilon_\nu$ converges to 0 and $\varepsilon_\nu R_\nu$ converges to $\infty$.

(iii) If $R_0 = 1$ then the sequence $g_\nu^* \varphi_\nu^* w_\nu$ converges to $w_0$ in $C^\infty$ on every compact subset of $\mathbb{C}\setminus Z$. Furthermore, if $R_0 = \infty$ then on every compact subset of $\mathbb{C}\setminus Z$, the sequence $g_\nu^* \varphi_\nu^* u_\nu$ converges to $A_0$ in $C^0$, and the sequence $g_\nu^{-1} (u_\nu \circ \varphi_\nu)$ converges to $u_0$ in $C^1$.

(iv) Fix $z \in Z$ and a number $\varepsilon_0 > 0$ such that $B_{\varepsilon_0}(z) \cap Z = \{z\}$. Then for every $0 < \varepsilon < \varepsilon_0$ the limit

$$E_\varepsilon(\varepsilon) := \lim_{\nu \to \infty} E^{R_\nu}(\varphi_\nu^* w_\nu, B_\varepsilon(z))$$

exists and $E_{\text{min}} \leq E_\varepsilon(\varepsilon) < \infty$. Furthermore, the function $(0, \varepsilon_0) \ni \varepsilon \mapsto E_\varepsilon(\varepsilon) \in \mathbb{R}$ is continuous.

(v) We have

$$\lim_{R \to \infty} \limsup_{\nu \to \infty} E^{R_\nu}(w_\nu, B_{R^{-1}}(z_0) \setminus B_{R_{\varepsilon_0}}(z_\nu)) = 0.$$
Roughly speaking, this result states that given a sequence of "zoomed out" vortices for which a positive amount of energy is concentrated around some point $z_0$, after "zooming back in", some subsequence converges either to a vortex over $\mathbb{C}$ or a holomorphic sphere in the symplectic quotient, up to bubbling at finitely many points. Furthermore, no energy is lost in the limit between the original sequence and the "zoomed in" subsequence.

To explain this, note that condition (b) in the hypothesis implies that given an arbitrarily small ball around the point $z_0$, the energy of the vortex $w_\nu$ on the ball is bounded below by a positive constant arbitrarily close to $E_{\text{min}}$, provided that $\nu$ is large enough. This means that in the limit $\nu \to \infty$, a positive amount of energy bubbles off around the point $z_0$. It follows that there exists a sequence of points $z_\nu \in \mathbb{C}$ converging to $z_0$, such that the energy density of $w_\nu$ at $z_\nu$ converges to $\infty$.

In the conclusion of the proposition, condition (ii) says that we are "zooming in" around $z_0$, and it specifies how fast we do so. Condition (iii) states that the "zoomed in" subsequence converges to either a vortex over $\mathbb{C}$ or a holomorphic sphere in $\mathcal{M}$, depending on how fast we "zoom back in". Condition (i) implies that the limit object is nontrivial or there are at least two new bubbling points. (The latter can only happen if the limit is a holomorphic sphere in $\mathcal{M}$.) In the proof of Theorem 3, this will guarantee that the new bubble is stable.

Analogously to condition (b), condition (iv) implies that at each point in $Z$ in the limit $\nu \to \infty$, at least the energy $E_{\text{min}}$ bubbles off in the sequence of rescaled vortices $\varphi_\nu^* w_\nu$. In the proof of Theorem 3, this will be used to prove that the inductive construction of the bubble tree terminates after finitely many steps. Finally, condition (v) will ensure that at each step no energy is lost between the old and new bubble.

REMARK. In condition (iii) the pullback $\varphi_\nu^* w_\nu$ is defined over the set $\varphi_\nu^{-1}(B_{r_0}(z_0))$. This set contains any given compact subset $Q \subseteq \mathbb{C} \setminus Z$, provided that $\nu$ is large enough (depending on $Q$). Hence condition (iii) makes sense. ☐

The proof of Proposition 44 is given on page 48. It is based on the following result, which states that the energy of a vortex over an annulus is concentrated near the ends, provided that it is small enough. For $0 \leq r, R \leq \infty$ we denote the open annulus around 0 with radii $r, R$ by

$$A(r, R) := B_R \setminus \overline{B}_r.$$ 

Note that $A(r, \infty) = \mathbb{C} \setminus \overline{B}_r$, and $A(r, R) = \emptyset$ in the case $r \geq R$. We define

$$d : M \times M \to [0, \infty]$$

to be the distance function induced by the Riemannian metric $\omega(\cdot, J\cdot)$.\(^{26}\) We define

$$(2.59) \quad d : M/G \times M/G \to [0, \infty], \quad d(\bar{x}, \bar{y}) := \min_{x \in \bar{x}, y \in \bar{y}} d(x, y).$$

By Lemma 118 in Appendix A.7 this is a distance function on $M/G$ which induces the quotient topology.

45. PROPOSITION (Energy concentration near ends). There exists a constant $r_0 > 0$ such that for every compact subset $K \subseteq M$ and every $\varepsilon > 0$ there exists a

\[^{26}\] If $M$ is disconnected then $d$ attains the value $\infty$. \[\]
constant $E_0$, such that the following holds. Assume that $r \geq r_0, R \leq \infty, p > 2$, and $w := (A,u) \in \mathcal{W}_{A(r,R)}^p$ is a vortex (with respect to $(\omega_0,i)$), such that

$$u(A(r,R)) \subseteq K,$$

(2.60) $$E(w) = E(w,A(r,R)) \leq E_0.$$ 

Then we have

$$E(w,A(ar,a^{-1}R)) \leq 4a^{-2+\varepsilon}E(w), \quad \forall a \geq 2,$$

(2.61) $$\sup_{z,z' \in A(ar,a^{-1}R)} \tilde{d}(Gu(z),Gu(z')) \leq 100a^{-1+\varepsilon}\sqrt{E(w)}, \quad \forall a \geq 4.$$ 

(2.62) 

(Here $Gx \in M/G$ denotes the orbit of a point $x \in M$.)

The proof of this result is modeled on the proof of [Zi12, Theorem 1.3], which in turn is based on the proof of [GS, Proposition 11.1]. It is based on an isoperimetric inequality for the invariant symplectic action functional (Theorem 82 in Appendix A.2). It also relies on an identity relating the energy of a vortex over a compact cylinder with the actions of its end-loops (Proposition 83 in Appendix A.2). The proof of (2.62) also uses the following remark.

46. Remark. Let $(M,\langle \cdot,\cdot \rangle_M)$ be a Riemannian manifold, $G$ a compact Lie group that acts on $M$ by isometries, $P$ a $G$-bundle over $[0,1]$ $28$, $A \in \mathcal{A}(P)$ a connection, and $u \in \mathcal{C}_u^\infty(P,M)$ a map. We define

$$\ell(A,u) := \int_0^1 |dAu|dt,$$

where $dAu = du + LuA$, and the norm is taken with respect to the standard metric on $[0,1]$ and $\langle \cdot,\cdot \rangle_M$. Furthermore, we define

$$\bar{u} : [0,1] \to M/G, \quad \bar{u}(t) := Gu(p),$$

where $p \in P$ is any point over $t$. We denote by $d$ the distance function induced by $\langle \cdot,\cdot \rangle_M$, and define $\tilde{d}$ as in (2.59). Then for every pair of points $\bar{x}_0, \bar{x}_1 \in M/G$, we have

$$\tilde{d}(\bar{x}_0, \bar{x}_1) \leq \text{inf} \{ \ell(A,u) \mid (P,A,u) \text{ as above: } \bar{u}(i) = \bar{x}_i, i = 0,1 \}.$$ 

This follows from a straight-forward argument. □

Proof of Proposition 45. For every subset $X \subseteq M$ we define

$$m_X := \inf \{ |L_x\xi| \mid x \in X, \xi \in \mathfrak{g} : |\xi| = 1 \},$$

where the norms are with respect to $\omega(\cdot,J\cdot)$ and $\langle \cdot,\cdot \rangle_\mathfrak{g}$. We set

$$r_0 := m_{\mu^{-1}(0)}.$$

Let $K \subseteq M$ be a compact subset and $\varepsilon > 0$. Replacing $K$ by $GK$, we may assume w.l.o.g. that $K$ is $G$-invariant. An elementary argument using our standing hypothesis (H) shows that there exists a number $\delta_0 > 0$ such that $G$ acts freely on $K' := \mu^{-1}(B_{\delta_0})$, and

$$m_{K'} \geq 1 - \frac{\varepsilon}{2} m_{\mu^{-1}(0)}.$$ 

\footnote{Note that for $a > \sqrt{R/r}$ we have $A(ar,a^{-1}R) = \emptyset$, hence (2.61,2.62) are non-trivial only for $a \leq \sqrt{R/r}$.}

\footnote{Such a bundle is trivializable, but we do not fix a trivialization here.}
We choose a constant $\delta$ as in Theorem 82 in Appendix A.2 (Isoperimetric inequality), corresponding to
\[
\langle \cdot, \cdot \rangle_M := \omega(\cdot, J'), \quad K', \quad c := \frac{1}{2 - \varepsilon}.
\]
Shrinking $\delta$ we may assume that it satisfies the condition of Proposition 83 in Appendix A.2 (Energy action identity) for $K'$. We choose a constant $\tilde{E}_0 > 0$ as in Lemma 72 in Appendix A.1 (called \eqref{2.66}) corresponding to $K$. We define
\[
\tilde{E}_0 := \min \left\{ \tilde{E}_0, \frac{\pi}{32} \frac{\delta^2}{2\tilde{E}_0}, \frac{\delta^2}{128\pi} \right\}.
\]
Assume that $r, R, p, w$ are as in the hypothesis. Without loss of generality, we may assume that $r < R$.

Consider first the case $R < \infty$, and assume that $w$ extends to a smooth vortex over the compact annulus of radii $r$ and $R$. We show that inequality $\eqref{2.61}$ holds.

We define the function
\[
E : [0, \infty) \to [0, \infty), \quad E(s) := E(w, A(re^s, Re^{-s})).
\]

**Claim.** For every $s \in \left[ \log 2, \log(R/r)/2 \right)$ we have
\[
\frac{d}{ds}E(s) \leq -(2 - \varepsilon)E(s).
\]

**Proof of the Claim.** Using the fact $r \geq r_0$ and \eqref{2.60,2.65}, it follows from Lemma 72 in Appendix A.1 (with $r$ replaced by $|z|/2$) that
\[
e_w(z) \leq \min \left\{ \frac{\delta_n^2}{\frac{\delta}{4\pi^2}}, \frac{\delta^2}{4\pi^2} \frac{|z|^2}{|z|^2} \right\}, \quad \forall z \in A(2r, R/2).
\]
We define
\[
\Sigma_s := (s + \log r, -s + \log R) \times S^1, \quad \forall s \in \mathbb{R}, \quad \varphi : \Sigma_0 \to \mathbb{C}, \quad \varphi(z) := e^s, \quad \tilde{w} := (\tilde{A}, \tilde{u}) := \varphi \cdot w.
\]
(Here we identify $\Sigma_0 \cong \mathbb{C}/\sim$, where $z \sim z + 2\pi in$, for every $n \in \mathbb{Z}$.) Let $s_0 \in \left[ \log(2r), \log(R/2) \right]$. Combining \eqref{2.68} with the fact $|\mu \circ u| \leq \sqrt{e_w}$ and Remark 46, it follows that
\[
\tilde{u}(s_0, t) \in K' = \mu^{-1}(\tilde{B}_{s_0}), \quad \forall t \in S^1, \quad \tilde{\ell}(\tilde{G}\tilde{u}(s_0, \cdot)) \leq \delta.
\]
Hence the hypotheses of Theorem 82 (Appendix A.2) are satisfied with $K$ replaced by $K'$ and $\epsilon := 1/(2 - \varepsilon)$. By the statement of that result the loop $\tilde{u}(s_0, \cdot)$ is admissible, and defining
\[
t_{s_0} : S^1 \to \Sigma_0, \quad t_{s_0}(t) := (s_0, t),
\]
we have
\[
|\mathcal{A}(t_{s_0} \tilde{w})| \leq \frac{1}{2 - \varepsilon} \|t_{s_0}^*d_{\tilde{A}}\tilde{u}\|_2 + \frac{1}{2m_K^2} \|\mu \circ \tilde{u} \circ t_{s_0}\|_2^2.
\]
Here $\mathcal{A}$ denotes the invariant symplectic action, as defined in Appendix A.2. Furthermore, the $L^2$-norms are with respect to the standard metric on $S^1 \cong \mathbb{R}/(2\pi \mathbb{Z})$, the metric $\omega(\cdot, J\cdot)$ on $M$, and the operator norm $\| \cdot \|_{op} : g^* \to \mathbb{R}$, induced by $\langle \cdot, \cdot \rangle_g$.

By \eqref{2.63,2.64} and the fact $2r \leq e^{s_0}$, we have
\[
\frac{1}{2 - \varepsilon} \|t_{s_0}^*d_{\tilde{A}}\tilde{u}\|_2^2 + \frac{1}{2m_K^2} \|\mu \circ \tilde{u} \circ t_{s_0}\|_2^2 \leq \frac{1}{2 - \varepsilon} e^{2s_0} e_w(e^{s_0+it}), \quad \forall t \in S^1.
\]
Here the norm $| \cdot |_0$ is with respect to the standard metric on $S^1 \cong \mathbb{R}/(2\pi \mathbb{Z})$, and we used the fact that for every $\varphi \in \mathfrak{g}^*$,
$$|\varphi|_0 \leq |\varphi| := \sqrt{\varphi(\xi)}$$
where $\xi \in \mathfrak{g}$ is determined by $\langle \xi, \cdot \rangle_0 = \varphi$. We fix $s \in [\log 2, \log(R/r)/2)$. Recalling (2.66), we have
$$E(s) = \int_{\Sigma_s} e^{2s}e(w(e^{s_0+it})dt ds_0.$$
Combining this with (2.70,2.71), it follows that

\begin{equation}
(2.72)
-A(t^*_s + \log R \overline{w}) + A(t^*_s + \log r \overline{w}) \leq - \frac{1}{2 - \varepsilon} \frac{d}{ds} E(s).
\end{equation}

Using (2.69), the hypotheses of Proposition 83 are satisfied with $K$ replaced by $K'$. Applying that result, we have

$$E(s) = -A(t^*_s + \log R \overline{w}) + A(t^*_s + \log r \overline{w}).$$

Combining this with (2.72), inequality (2.67) follows. This proves the claim. \hfill \Box

By the claim the derivative of the function

$$\log 2, \frac{\log (\frac{\xi}{2})}{2} \ni s \mapsto E(s)e^{(2-z)s}$$

is non-positive, and hence this function is non-increasing. Inequality (2.61) follows.

**We prove (2.62).** Let $z \in A(4r, \sqrt{rR})$. Using (2.60) and the fact $E_0 \leq \tilde{E}_0$, it follows from Lemma 72 (with $r$ replaced by $|z|/2$) that

\begin{equation}
(2.73)
\frac{d}{ds} e_w(z) \leq \frac{32}{\pi |z|^2} E(w, B_{\frac{|z|}{2}}(z)).
\end{equation}

We define $a := \frac{|z|}{2(2r)}$. Then $a \geq 2$ and $B_{|z|/2}(z) \subset A(ar, a^{-1}R)$. Therefore, by (2.61) we have

$$E(w, B_{\frac{|z|}{2}}(z)) \leq 16r^{2-\varepsilon} |z|^{-2+\varepsilon} E(w).$$

Combining this with (2.73) and the fact $|dA u(z)| \leq \sqrt{2}e_w(z)$, it follows that

\begin{equation}
(2.74)
|dA u(z)v| \leq C r^{-1+\frac{\varepsilon}{2}} |z|^{-2+\frac{\varepsilon}{2}} \sqrt{E(w)}|v|, \quad \forall z \in A(4r, \sqrt{rR}), v \in \mathbb{C},
\end{equation}

where $C := 32/\sqrt{\pi}$. A similar argument shows that

\begin{equation}
(2.75)
|dA u(z)v| \leq C R^{-1+\frac{\varepsilon}{2}} |z|^{-2+\frac{\varepsilon}{2}} \sqrt{E(w)}|v|, \quad \forall z \in A(\sqrt{rR}, R/4).
\end{equation}

Let now $a \geq 4$ and $z, z' \in A(ar, a^{-1}R)$. Assume that $\varepsilon \leq 1$. (This is no real restriction.) We define $\gamma : [0, 1] \to \mathbb{C}$ to be the radial path of constant speed, such that $\gamma(0) = z$ and $|\gamma(1)| = |z'|$. Furthermore, we choose an angular path $\gamma' : [0, 1] \to \mathbb{C}$ of constant speed, such that $\gamma'(0) = \gamma(1)$, $\gamma'(1) = z'$, and $\gamma'$ has minimal length among such paths. (See Figure 4.)

Consider the “twisted length” of $\gamma^*(A, u)$, given by

$$\int_0^1 |dA u \gamma'(t)| dt.$$

It follows from (2.74,2.75) and the fact $\varepsilon \leq 1$, that this length is bounded above by $4C \sqrt{E(w)} a^{-1+\varepsilon/2}$. Similarly, it follows that the “twisted length” of $\gamma'^*(A, u)$
is bounded above by $C\pi\sqrt{E(w)a^{-1+\varepsilon/2}}$. Therefore, using Remark 46, inequality (2.62) with $\varepsilon$ replaced by $\varepsilon/2$ follows.

Assume now that $w$ is not smooth. By Theorem 76 in Appendix A.1 the restriction of $w$ to any compact cylinder contained in $A(r,R)$ is gauge equivalent to a smooth vortex. Hence the inequalities (2.61,2.62) follow from what we just proved, using the $G$-invariance of $K$.

In the case $R = \infty$ the inequalities (2.61,2.62) follow from what we just proved, by considering an arbitrarily large radius $R < \infty$. This completes the proof of Proposition 45.

We are now ready for the proof of Proposition 44 (p. 43).

**Proof of Proposition 44.** The function $E$ as in (2.57) is increasing and, by hypothesis (b), bounded below by $E_{\text{min}}$. Hence the limit

$$m_0 := \lim_{\varepsilon \to 0} E(\varepsilon)$$

exists and is bounded below by $E_{\text{min}}$. We fix a compact subset $K \subseteq M$ as in hypothesis (a). We choose a constant $E_0 > 0$ as in Lemma 72 in Appendix A.1 (Bound on energy density), depending on $K$. Considering the pullback of $w_\nu$ by the translation by $z_0$, we may assume w.l.o.g. that $z_0 = 0$.

1. **Claim.** We may assume w.l.o.g. that

$$\|e_{w_\nu}^{R_\varphi}\|_{C^0(B_1)} = e_{w_\nu}^{R_\varphi}(0).$$

**Proof of Claim 1.** Suppose that we have already proved the proposition under this additional assumption, and let $r,z_0 = 0,R_\nu,w_\nu$ be as in the hypotheses of the proposition. We choose $0 < \hat{r} \leq r/4$ so small that

$$E(4\hat{r}) = \lim_{\nu \to \infty} E_{w_\nu}^{R_\nu}(w_\nu,B_{4\hat{r}}) < m_0 + E_0.$$
For $\nu \in \mathbb{N}$ we choose $\tilde{z}_\nu \in \bar{B}_{2\hat{r}}$ such that
\begin{equation}
(2.79) \quad e^{R_\nu}(\tilde{z}_\nu) = \|e^{R_\nu}\|_{C^0(\bar{B}_{2\hat{r}})}.
\end{equation}

2. Claim. The sequence $\tilde{z}_\nu$ converges to 0.

Proof of Claim 2. Recall that $A(r,R)$ denotes the open annulus of radii $r$ and $R$. Let $0 < \varepsilon \leq 2\hat{r}$. Inequality (2.78) implies that there exists $\nu(\varepsilon) \in \mathbb{N}$ such that
\begin{equation}
(2.79) \quad e^{R_\nu}(w_\nu, A(\varepsilon/2, 4\hat{r})) < E_0,
\end{equation}
for every $\nu \geq \nu(\varepsilon)$. Hence by Lemma 72 with $r = \varepsilon/2$ we have
\begin{equation}
(2.80) \quad e^{R_\nu}(w_\nu) < \frac{32E_0}{\pi\varepsilon^2}, \quad \forall \nu \geq \nu(\varepsilon), \forall z \in A(\varepsilon, 2\hat{r}).
\end{equation}
We define
\[ \delta_0 := \min \left\{ 2\hat{r}, \varepsilon \sqrt{\frac{m_0}{64E_0}} \right\}. \]
Increasing $\nu(\varepsilon)$, we may assume that $E^{R_\nu}(w_\nu, B_{\delta_0}) > m_0/2$ for every $\nu \geq \nu(\varepsilon)$, and therefore
\[ \|e^{R_\nu}\|_{C^0(B_{\delta_0})} > \frac{32E_0}{\pi\varepsilon^2}. \]
Combining this with (2.79, 2.80) and the fact $\delta_0 \leq 2\hat{r}$, it follows that $\tilde{z}_\nu \in B_{\varepsilon}$, for every $\nu \geq \nu(\varepsilon)$. This proves Claim 2.

By Claim 2 we may pass to some subsequence such that $|\tilde{z}_\nu| < \hat{r}$ for every $\nu$. We define
\[ \psi_\nu : B_{\hat{r}} \to \mathbb{C}, \quad \psi_\nu(z) := z + z_\nu, \quad \tilde{w}_\nu := (\tilde{A}, \tilde{u}) := \psi_\nu^* w_\nu. \]
Then (2.77) with $w_\nu, r$ replaced by $\tilde{w}_\nu, \hat{r}$ is satisfied. By elementary arguments the hypotheses of Proposition 44 are satisfied with $(w_\nu, r, z_0)$ replaced by $(\tilde{w}_\nu, \hat{r}, 0)$. Assuming that we have already proved the statement of the proposition for $\tilde{w}_\nu$, a straight-forward argument using Claim 2 shows that it also holds for $w_\nu$. This proves Claim 1.

So we assume w.l.o.g. that (2.77) holds.

Construction of $R_0, Z, \text{ and } w_0$: Recall the definition (2.76) of $m_0$, and that we have chosen $E_0 > 0$ as in Lemma 72. We choose constants $r_0$ and $E_1$ as in Proposition 45, the latter (called $E_0$ there) corresponding to the compact set $K$ and $\varepsilon := 1$. We fix a constant
\begin{equation}
(2.81) \quad 0 < \delta < \min \left\{ m_0, \frac{E_0}{2}, \frac{E_1}{2} \right\}.
\end{equation}
We pass to some subsequence such that
\begin{equation}
(2.82) \quad E^{R_\nu}(w_\nu, B_{r_0}(0)) > m_0 - \delta, \quad \forall \nu \in \mathbb{N}.
\end{equation}
For every $\nu \in \mathbb{N}$, there exists $0 < \varepsilon_\nu < r$, such that
\begin{equation}
(2.83) \quad E^{R_\nu}(w_\nu, B_{\varepsilon_\nu}) = m_0 - \delta.
\end{equation}
It follows from the definition of $m_0$ that

$$
(2.84) \quad \xi_\nu \to 0. \quad ^{29}
$$

3. Claim. We have

$$
(2.85) \quad \inf_\nu \hat{\xi}_\nu R_\nu > 0.
$$

Proof of Claim 3. Equality (2.77) implies that

$$
(2.86) \quad E_{R_\nu}(w_\nu, B_{\hat{\xi}_\nu}) \leq \pi \hat{\xi}_\nu^2 R_\nu(0).
$$

The hypotheses $R_\nu \to \infty$, (a), and (b) imply that the hypotheses of Proposition 40 (Quantization of energy loss) are satisfied with $\Omega := B_r$. Thus by assertion (i) of that proposition with $Q := \{0\}$, we have

$$
\inf_\nu \frac{R_\nu^2}{\epsilon R_\nu(0)} > 0.
$$

Combining this with (2.86,2.83) and the fact $\delta < m_0$, inequality (2.85) follows. This proves Claim 3. $\square$

Passing to some subsequence, we may assume that the limit

$$
(2.87) \quad \hat{R}_0 := \lim_{\nu \to \infty} \hat{\xi}_\nu R_\nu \in [0, \infty]
$$

exists. By Claim 3 we have $\hat{R}_0 > 0$. We define

$$
(2.88) \quad (R_0, \epsilon_\nu) := \begin{cases} 
(\infty, \hat{\xi}_\nu), & \text{if } \hat{R}_0 = \infty, \\
(1, R_\nu^{-1}), & \text{otherwise},
\end{cases}
$$

By Proposition 37 with $R_\nu$, $w_\nu$ replaced by $\hat{R}_\nu$, $\hat{w}_\nu$ and $r_\nu := r/\epsilon_\nu$ there exist a finite subset $Z \subseteq \mathbb{C}$ and an $R_0$-vortex $w_0 = (A_0, u_0) \in \hat{W}_C \setminus Z$, and passing to some subsequence, there exist gauge transformations $g_\nu \in W^{2, p}_\text{loc}(\mathbb{C} \setminus Z, G)$, such that the conclusions of that proposition hold.

We check the conditions of Proposition 44 with $z_\nu := z_0 := 0$: Condition 44(ii) holds by (2.84,2.87,2.88). Condition 44(iii) follows from 37(i,ii), and condition 44(iv) follows from 37(iii).

We prove condition 44(v): We define

$$
\psi_\nu : B_{R_\nu^{-1}} \to B_r, \psi_\nu(z) := \hat{R}_\nu^{-1} z, \quad w_\nu' := \psi_\nu^* w_\nu. \quad ^{30}
$$

We choose $0 < \varepsilon \leq r$ so small that

$$
\lim_{\nu \to \infty} E_{\hat{R}_\nu}(w_\nu, B_\varepsilon) < m_0 + \frac{E_1}{2}.
$$

Furthermore, we choose an integer $\nu_0$ so large that for $\nu \geq \nu_0$, we have $E_{\hat{R}_\nu}(w_\nu, B_\varepsilon) < m_0 + E_1/2$. We fix $\nu \geq \nu_0$. Using (2.83,2.81), it follows that

$$
E(w_\nu', A(\hat{R}_\nu, \varepsilon R_\nu)) < E_1.
$$

$^{29}$Otherwise, there exists a constant $\xi > 0$, such that passing to some subsequence, we have $\hat{\xi}_\nu \geq \xi$. Combining this with (2.83) and considering the limit $\nu \to \infty$, we obtain a contradiction to (2.76).

$^{30}$In the case $R_0 = 1$ we have $\psi_\nu = \varphi_\nu$, and hence $w_\nu' = \hat{w}_\nu$. 
It follows that the requirements of Proposition 45 are satisfied with \( r, R, w_\nu \) replaced by \( \max\{r_0, \hat{\varepsilon}_\nu R_\nu\}, \varepsilon R_\nu, w_\nu' \). Therefore, we may apply that result (with “\( \varepsilon \)” equal to 1), obtaining

\[
E^{R_\nu}(w_\nu, A(a \max\{R_\nu^{-1}r_0, \hat{\varepsilon}_\nu\}, a^{-1}\varepsilon)) \leq 4a^{-1}E_1, \quad \forall a \geq 2.
\]

Using (2.87,2.88) and the fact \( z_\nu = z_0 = 0 \), the equality (2.58) follows. This proves 44(v).

To see that condition 44(i) holds, assume first that \( R_0 = 1 \). Then \( Z = \emptyset \) by statement (i) of Proposition 37. The same statement and Lemma 42 imply that

\[
E(w_0, B_{2R_0}) = \lim_{\nu \to \infty} E(\tilde{w}_\nu, B_{2R_0}).
\]

It follows from the convergence \( \hat{\varepsilon}_\nu R_\nu \to \hat{R}_0 > 0 \) and (2.83,2.81) that this limit is positive. This proves condition 44(i) in the case \( R_0 = 1 \).

Assume now that \( R_0 = \infty \) and \( E^\infty(w_0) = 0 \). Then condition 44(i) is a consequence of the following two claims.

4. Claim. The set \( Z \) is not contained in the open ball \( B_1 \).

Proof of Claim 4. By 44(v) (which we proved above) there exists \( R > 0 \) so that

\[
(2.89) \quad \limsup_{\nu \to \infty} E^{R_\nu}(w_\nu, A(R\varepsilon_\nu, R^{-1})) < \delta.
\]

(Here we used that \( z_0 = z_\nu = 0 \).) Since \( R_0 = \infty \), we have \( \hat{\varepsilon}_\nu = \varepsilon_\nu \). Hence it follows from (2.83) and (2.56) that

\[
(2.90) \quad \lim_{\nu \to \infty} E^{R_\nu}(w_\nu, A(\varepsilon_\nu, R^{-1})) = E(R^{-1}) - m_0 + \delta.
\]

By the definition (2.76) of \( m_0 \), the right hand side is bounded below by \( \delta \). Therefore, combining (2.90) with (2.89), it follows that

\[
(2.91) \quad \liminf_{\nu \to \infty} E^{R_\nu}(w_\nu, A(\varepsilon_\nu, \varepsilon_\nu R)) > 0.
\]

Suppose by contradiction that \( Z \subseteq B_1 \). Then by 37(ii), the connection \( g_\nu A_\nu \) converges to \( A_0 \) in \( C^0 \) on \( A(1, R) := \overline{B}_R \setminus B_1 \), and the map \( g_\nu^{-1} \tilde{w}_\nu \) converges to \( w_0 \) in \( C^1 \) on \( A(1, R) \). Hence Lemma 42 implies that

\[
E^\infty(w_0, A(1, R)) = \lim_{\nu \to \infty} E^{R_\nu}(\tilde{w}_\nu, A(1, R)).
\]

Combining this with (2.91), we arrive at a contradiction to our assumption \( E^\infty(w_0) = 0 \). This proves Claim 4. \( \square \)

5. Claim. The set \( Z \) contains 0.

Proof of Claim 5. By Claim 4 the set \( Z \setminus B_1 \) is nonempty. We choose a point \( z \in Z \setminus B_1 \) and a number \( \varepsilon_0 > 0 \) so small that \( B_{\varepsilon_0}(z) \cap Z = \{z\} \). We fix \( 0 < \varepsilon < \varepsilon_0 \). Since \( \varepsilon_\nu \to 0 \) (as \( \nu \to \infty \)), (2.77) implies that

\[
\varepsilon^{R_\nu}(0) = \|\varepsilon^{R_\nu} w_\nu\|_{C^0(B_{\varepsilon}(z))},
\]

for \( \nu \) large enough. Combining this with condition 44(iv) (which we proved above), it follows that

\[
\liminf_{\nu \to \infty} \varepsilon^{R_\nu}(0) \geq \frac{E_{\min}}{\pi^2}.
\]
Since \( \varepsilon \in (0, \varepsilon_0) \) is arbitrary, it follows that
\[
(2.92) \quad e^{\tilde{\nu}_c} \to \infty, \quad \text{as } \nu \to \infty.
\]
If 0 did not belong to \( Z \), then by 37(ii) and Lemma 42 the energy density \( e^{\tilde{\nu}_c}(0) \) would converge to \( e^{\infty}(0) \), a contradiction to (2.92). This proves Claim 5, and completes the proof of 44(i) and therefore of Proposition 44. □

47. Remark. Assume that \( R_0, Z, w_0 \) are constructed as in the proof of condition (i) of Proposition 44, and that \( R_0 = \infty \) and \( E^\infty(w_0) = 0 \). Then \( Z \subseteq B_1 \) (and hence \( Z \cap S^1 \neq \emptyset \) by Claim 4). This follows from the inequalities
\[
\lim_{\nu \to \infty} E^{\tilde{\nu}_c}(\tilde{w}_\nu, A(1, R)) \leq \delta < E_{\text{min}}, \quad \forall R > 1.
\]
Here the first inequality is a consequence of condition (2.83). □

2.7. Proof of the bubbling result

Based on the results of the previous sections, we are now ready to prove the first main result of this memoir, Theorem 3. The proof is an adaption of the proof of [MS2, Theorem 5.3.1] to the present setting. The strategy is the following: Consider first the case \( k = 0 \), i.e., the only marked point is \( z_0 = \infty \). We rescale the sequence \( W_\nu \) so rapidly that all the energy is concentrated around the origin in \( \mathbb{C} \). Then we “zoom back in” in a soft way, to capture the bubbles (spheres in \( \mathcal{M} \) and vortices over \( \mathbb{C} \)) in an inductive way. (See Claim 1 below.)

Next we show that at each stage of this construction, the total energy of the components of the tree plus the energy loss at the unresolved bubbling points equals the limit of the energies \( E(W_\nu) \). Here we call a bubbling point “unresolved” if we have not yet constructed any sphere or vortex which is attached to this point. (See Claim 2.) Furthermore, we prove that the number of vertices of the tree is uniformly bounded above. (See inequality (2.102).) This implies that the inductive construction terminates at some point.

We also show that the vortices over \( \mathbb{C} \) and the bubbles in \( \mathcal{M} \) have the required properties and that the data fits together to a stable map, which is the limit of a subsequence of \( W_\nu \). (See Claims 4 and 5.)

For \( k \geq 1 \) we then prove the statement of the theorem inductively, using the statement for \( k = 0 \). At each induction step we need to handle one additional marked point in the sequence of vortex classes and marked points. In the limit there are three possibilities for the location of this point:

(I) It does not coincide with any special point.
(II) It coincides with the marked point \( z_i \) (lying on the vertex \( \alpha_i \)), for some \( i \).
(III) It lies between two already constructed bubbles.

In case (I) we just include the new marked point into the bubble tree. In case (II), we introduce either
- a “ghost bubble”, which carries the two marked points and is connected to \( \alpha_i \), or
- a “ghost vortex”, which is connected to \( \alpha_i \), and a “ghost bubble of type 0”, which is connected to the “ghost vortex” and carries the two marked points.
The second option will only occur if $\alpha_i \in T_\infty$. Which of the two options we choose depends on the speed at which the two marked points come together. In case (III) we introduce a “ghost bubble” between the two bubbles, which carries the new marked point.

**Proof of Theorem 3 (p. 7).** We consider first the case $k = 0$. Let $W_\nu$ be a sequence of vortex classes as in the hypothesis. For each $\nu \in \mathbb{N}$ we choose a representative $w_\nu := (P_\nu, A_\nu, u_\nu)$ of $W_\nu$, such that $P_\nu = \mathbb{C} \times G$. Passing to some subsequence we may assume that $E(w_\nu)$ converges to some constant $E$. The hypothesis $E(W_\nu) > 0$ (for every $\nu$) implies that $E \geq E_{\text{min}}$. We choose a sequence $R_\nu \geq 1$ such that

$$E(W_\nu, B_{R_\nu}) \to E \quad (2.93)$$

We define

$$R_0^\nu := \nu R_\nu, \quad \varphi_\nu : \mathbb{C} \to \mathbb{C}, \quad \varphi_\nu(z) := R_0^\nu z, \quad w_0^\nu := \varphi_\nu^* w_\nu,$$

$$j_1 := 0, \quad z_1 := 0, \quad Z_0 := \{0\}, \quad z_0^\nu := 0.$$

The next claim provides an inductive construction of the bubble tree. (Some explanations are given below. See also Figure 5.)

1. **Claim.** For every integer $\ell \in \mathbb{N}$, passing to some subsequence, there exist an integer $N \equiv N(\ell) \in \mathbb{N}$ and tuples

$$(R_i, Z_i, w_i)_{i \in \{1, \ldots, N\}}, \quad (j_i, z_i)_{i \in \{2, \ldots, N\}}, \quad (R_i^\nu, z_i^\nu)_{i \in \{1, \ldots, N\}, \nu \in \mathbb{N}},$$

where $R_i \in \{1, \infty\}, Z_i \subseteq \mathbb{C}$ is a finite subset, $w_i = (A_i, u_i) \in \tilde{W}_{\mathbb{C}, Z}$ is an $R_i$-vortex, $j_i \in \{1, \ldots, i - 1\}, z_i \in \mathbb{C}, R_i^\nu > 0$, and $z_i^\nu \in \mathbb{C}$, such that the following conditions hold.

(i) For every $i = 2, \ldots, N$ we have $z_i \in Z_{j_i}$. Moreover, if $i, i' \in \{2, \ldots, N\}$ are such that $i \neq i'$ and $j_i = j_i'$ then $z_i \neq z_i'$.

(ii) Let $i = 1, \ldots, N$. If $R_i = 1$ then $Z_i = \emptyset$ and $E(w_i) > 0$. If $R_i = \infty$ and $E^\infty(w_i) = 0$ then $|Z_i| \geq 2$.
(iii) Fix $i = 1, \ldots, N$. If $R_i = 1$ then $R_i^\nu = 1$ for every $\nu$, and if $R_i = \infty$ then $R_i^\nu \to \infty$. Furthermore,  
\begin{equation}
\frac{R_i^\nu}{R_j^\nu} \to 0, \quad \frac{z_i^\nu - z_j^\nu}{R_j^\nu} \to z_i.
\end{equation}

In the following we set $\varphi_i^\nu(z) := R_i^\nu z + z_i^\nu$, for $i = 0, \ldots, N$ and $\nu \in \mathbb{N}$.

(iv) For every $i = 1, \ldots, N$ there exist gauge transformations $g_i^\nu \in W^{2,0}_0(C \setminus Z_i, G)$ such that the following holds. If $R_i = 1$ then $(g_i^\nu)^* (\varphi_i^\nu)^* w_\nu$ converges to $w_i$ in $C^\infty$ on every compact subset of $C$. Furthermore, if $R_i = \infty$ then on every compact subset of $C \setminus Z_i$ the sequence $(g_i^\nu)^* (\varphi_i^\nu)^* A_\nu$ converges to $A_i$ in $C^0$, and the sequence $(g_i^\nu)^* (\varphi_i^\nu)^* u_\nu$ converges to $u_i$ in $C^1$.

(v) Let $i = 1, \ldots, N$, $z \in Z_i$ and $\varepsilon > 0$ be such that $B_{\varepsilon_0}(z) \cap Z_i = \{z\}$. Then for every $0 < \varepsilon < \varepsilon_0$ the limit
\[ E_z(\varepsilon) := \lim_{\nu \to \infty} E_{R_i^\nu}((\varphi_i^\nu)^* w_\nu, B_\varepsilon(z)) \]
exists, and $E_{min} \leq E_z(\varepsilon) < \infty$. Furthermore, the function
\[ (0, \varepsilon_0) \ni \varepsilon \mapsto E_z(\varepsilon) \in [E_{min}, \infty) \]
is continuous.

(vi) For every $i = 1, \ldots, N$, we have
\[ \lim_{R \to \infty} \limsup_{\nu \to \infty} E\left(w_\nu, B_{R_i^\nu/R(z_j^\nu + R_i^\nu z_i)} \setminus B_{R_i^\nu/\varepsilon}(z_j^\nu)\right) = 0. \]

(vii) If $\ell > N$ then for every $j = 1, \ldots, N$ we have
\begin{equation}
Z_j = \{ z_i \mid j < i \leq N, j_i = j \}.
\end{equation}

To understand this claim, note that the collection $(j_i)_{i \in \{2, \ldots, N\}}$ describes a tree with vertices the numbers $1, \ldots, N$ and unordered edges $\{(i, j_i), (j_i, i)\}$. Attached to the vertices of this tree are vortex classes and $\infty$-vortex classes. (The latter will give rise to holomorphic spheres in $\overline{M}$.) Each pair $(R_i^\nu, z_i^\nu)$ defines a rescaling $\varphi_i^\nu$, which is used to obtain the $i$-th limit vortex or $\infty$-vortex. (See condition (iv).)

The point $z_i$ is the nodal point on the $j_i$-th vertex, at which the $i$-th vertex is attached. The corresponding nodal point on the $i$-th vertex is $\infty$. The set $Z_i$ consists of the nodal points except $\infty$ (if $i \geq 2$) on the $i$-th vertex together with the bubbling points that have not yet been resolved.

Condition (i) implies that the nodal points at a given vertex are distinct. Condition (ii) guarantees that once all bubbling points have been resolved, the $i$-th component will be stable.\(^{31}\)

Condition (iii) implies that the rescalings $\varphi_i^\nu$ “zoom out” less than the rescalings $\varphi_j^\nu$. A consequence of condition (v) is that at every nodal or unresolved bubbling point at least the energy $E_{min}$ concentrates in the limit. Condition (vi) means that no energy is lost in the limit between each pair of adjacent bubbles. Finally, condition (vii) means that in the case $\ell > N$ all bubbling points have been resolved.

**Proof of Claim 1.** We show that the statement holds for $\ell := 1$. We check the conditions of Proposition 44 (Soft rescaling) with $z_0 := 0$, $r := 1$ and $R_\nu$, $w_\nu$ replaced by $R_0^\nu$, $w_0^\nu$. Condition 44(a) follows from Proposition 79 in Appendix A.1.

\(^{31}\)Note that in the case $i \geq 2$ there is another nodal point at $\infty$, and for $i = 1$ there will be a marked point at $\infty$, which is the limit of the sequence $z_0^\nu$. 

using the hypothesis that $M$ is equivariantly convex at $\infty$. Condition 44(b) follows from the facts
\[
\lim_{\nu \to \infty} E^{R^\nu_\nu}(w^\nu_\nu, B_{\nu}) = E, \ \forall \nu > 0, \quad E \geq E_{\min}.
\]

The first condition is a consequence of the facts $R^\nu_\nu = \nu R_\nu, E(w_\nu) \to E$, and (2.93). Furthermore, by condition (v) for Proposition 44 holds. We define
\[
N := N(1) := 1, \quad R_1 := R_0, \quad Z_1 := Z, \quad w_1 := w_0, \quad R^\nu_1 := \epsilon_\nu R^0_\nu, \quad z^\nu_1 := R^\nu_\nu z_\nu.
\]

We check conditions (i)-(vii) of Claim 1 with $\ell = 1$: Conditions (i,vii) are void. Furthermore, conditions (ii)-(vi) follow from 44(i)-(v). This proves the statement of the Claim for $\ell = 1$.

Let $\ell \in \mathbb{N}$ and assume, by induction, that we have already proved the statement of Claim 1 for $\ell$. We show that it holds for $\ell + 1$. By assumption there exists a number $N := N(\ell)$ and there exist collections
\[
(R_\ell, Z_\ell, w_\ell) \in \{1, \ldots, N\}, \quad (j_i, z_i) \in \{2, \ldots, N\}, \quad (R^{\nu}_{\ell+1}, z^{\nu}_{\ell+1}) \in \{1, \ldots, N\}, \nu \in \mathbb{N},
\]
such that conditions (i)-(vii) hold. If
\[
Z_j = \{z_i \mid j < i \leq N, j_i = j\}, \quad \forall j = 1, \ldots, N
\]
then conditions (i)-(vii) hold with $N(\ell + 1) := N$, and we are done. Hence assume that there exists a $j_0 \in \{1, \ldots, N\}$ such that
\[
(2.96) \quad Z_{j_0} \neq \{z_i \mid j_0 < i \leq N, j_i = j_0\}.
\]
We set $N(\ell + 1) := N + 1$ and choose an element
\[
(2.97) \quad z_{N+1} \in Z_{j_0} \setminus \{z_i \mid j < i \leq N, j_i = j_0\}.
\]
We fix a number $r > 0$ so small that $B_r(z_{N+1}) \cap Z_{j_0} = \{z_{N+1}\}$. We apply Proposition 44 with $z_0 := z_{N+1}$ and $R_\nu, w_\nu$ replaced by $R^\nu_{j_0}, (\varphi^\nu_{j_0})^* w_\nu$. Condition 44(a) holds by hypothesis. Furthermore, by condition (v) for $\ell$, condition 44(b) is satisfied. Hence passing to some subsequence, there exist $R_0 \in \{1, \infty\}$, a finite subset $Z \subseteq \mathbb{C}$, an $R_0$-vortex $w_0 \in W^{\rho}_{\infty}(Z)$, and sequences $\epsilon_\nu > 0, z_\nu$, such that the conclusion of Proposition 44 holds. We define
\[
R^\nu_{N+1} := R_0, \quad Z_{N+1} := Z, \quad w_{N+1} := w_0, \quad j_{N+1} := j_0,
\]
\[
R^\nu_{N+1} := \epsilon_\nu R^\nu_{j_0}, \quad z^\nu_{N+1} := R^\nu_{j_0} z_\nu + z^\nu_{j_0}.
\]

We check conditions (i)-(vii) of Claim 1 with $\ell$ replaced by $\ell + 1$, i.e., $N$ replaced by $N+1$. Condition (i) follows from the induction hypothesis and (2.97). Conditions (ii)-(vi) follow from 44(i)-(v).

We show that (vii) holds with $N$ replaced by $N+1$: By the induction hypothesis, it holds for $N$. Hence (2.96) implies that $N + 1 \geq \ell + 1$. So there is nothing to check. This completes the induction and the proof of Claim 1.

Let $\ell \in \mathbb{N}$ be an integer and $N := N(\ell), (R_\ell, Z_\ell, w_\ell), (j_i, z_i), (R^{\nu}_{\ell}, z^{\nu}_{\ell})$ be as in Claim 1. Recall that $Z_0 = \{0\}$ and $z^0_{0} := 0$. We fix $i = 0, \ldots, N$. We define $\varphi^\nu_{i}(z) := R^\nu_{i} z + z^\nu_{i}$, for every measurable subset $X \subseteq \mathbb{C}$ we denote
\[
E_i(X) := E^{R^\nu_{i}}(w_\ell, X), \quad E_i := E_i(C \setminus Z_i), \quad E^\nu_i(X) := E^{R^\nu_{i}}((\varphi^\nu_{i})^* w_\nu, X).
\]
Furthermore, for \( z \in Z_i \) we define
\[
(2.98) \quad m_i(z) := \lim_{\epsilon \to 0} \lim_{\nu \to \infty} E_i^\nu(B_\epsilon(z)).
\]

For \( i = 0 \) it follows from (2.93) and \( R_0^\nu = \nu R_\nu \) that the limit \( m_0(0) \) exists and equals \( E \). For \( i = 1, \ldots, N \) it follows from condition (v) that the limit (2.98) exists and that \( m_i(z) \geq E_{\text{min}} \). For \( j, k = 0, \ldots, N \) we define
\[
Z_{j,k} := Z_j \setminus \{ z_i \mid j < i \leq k, j_i = j \}
\]
(This is the set of points on the \( j \)-th sphere that have not been resolved after the construction of the \( k \)-th bubble.) We define the function
\[
(2.99) \quad f : \{1, \ldots, N\} \to [0, \infty), \quad f(i) := E_i + \sum_{z \in Z_{i,N}} m_i(z).
\]

2. Claim.
\[
\sum_{i=1}^N f(i) = E.
\]

Proof of Claim 2. We show by induction that
\[
(2.100) \quad \sum_{i=1}^k \left( E_i + \sum_{z \in Z_{i,k}} m_i(z) \right) = E,
\]
for every \( k = 1, \ldots, N \). Claim 2 is a consequence of this with \( k = N \). For the proof of equality (2.100) we need the following.

3. Claim. For every \( i = 1, \ldots, N \) we have
\[
(2.101) \quad m_j_i(z_i) = E_i + \sum_{z \in Z_i} m_i(z).
\]

Proof of Claim 3. Let \( i = 1, \ldots, N \). We choose a number \( \epsilon > 0 \) so small that
\[
\bar{B}_\epsilon(z_i) \cap Z_i = \{ z_i \}, \quad Z_i \subseteq B_{\epsilon-1-\epsilon},
\]
and if \( z \neq z' \) are points in \( Z_i \) then \( |z - z'| > 2\epsilon \). By condition (v) of Claim 1, for each \( z \in Z_i \) the limit \( \lim_{\nu \to \infty} E_i^\nu(B_\epsilon(z)) \) exists. Lemma 42 implies that
\[
\lim_{\nu \to \infty} E_i^\nu(B_{\epsilon-1}) = E_i \left(B_{\epsilon-1} \setminus \bigcup_{z \in Z_i} B_\epsilon(z) \right) + \sum_{z \in Z_i} \lim_{\nu \to \infty} E_i^\nu(B_\epsilon(z)).
\]
Combining this with condition (vi) of Claim 1, equality (2.101) follows from a straightforward argument. This proves Claim 3. \( \square \)

Since \( Z_{1,1} = Z_1 \), equality (2.100) for \( k = 1 \) follows from Claim 3 and the fact \( m_0(0) = E \). Let now \( k = 1, \ldots, N - 1 \) and assume that we have proved (2.100) for \( k \). An elementary argument using Claim 3 with \( i := k + 1 \) shows (2.100) with \( k \) replaced by \( k + 1 \). By induction, Claim 2 follows. \( \square \)

Consider the tree relation \( E \) on \( T := \{1, \ldots, N\} \) defined by \( iEi' \) iff \( i = j \) or \( i' = j_i \). Lemma 117 in Appendix A.7 with \( f \) as in (2.99), \( k := 1 \), \( \alpha_1 := 1 \in T \), and \( E_0 := E_{\text{min}} \), implies that
\[
(2.102) \quad N \leq \frac{2E}{E_{\text{min}}} + 1.
\]
(Hypothesis (A.61) follows from conditions (ii,v) of Claim 1.) Assume now that we have chosen \( \ell > 2E/E_{\text{min}} + 1 \). By (2.102) we have \( \ell > N \), and therefore by condition (vii) of Claim 1, equality (2.95) holds, for every \( j = 1, \ldots, N \). We define

\[
T := \{1, \ldots, N\}, \quad T_0 := \emptyset, \quad T_1 := \{i \in T \mid R_i = 1\}, \quad T_\infty := T \setminus T_1,
\]

and the tree relation \( E \) on \( T \) by

\[
iEi' \iff i = jv \text{ or } i' = jv.
\]

Furthermore, for \( i, i' \in T \) such that \( iEi' \) we define the nodal points

\[
z_{ii'} := \begin{cases} 
\infty, & \text{if } i' = jv, \\
_z, & \text{if } i = jv.
\end{cases}
\]

Moreover, we define the marked point

\[
(o_0, z_0) := (1, \infty) \in T \times S^2.
\]

4. **CLAIM.** Let \( i \in T \). If \( i \in T_1 \) then \( E(w_i) < \infty \) and \( u_i(C \times G) \) has compact closure. Furthermore, if \( i \in T_\infty \) then the map

\[
Gu_i : C \setminus Z_i \to \overline{M} = u_i^{-1}(0)/G
\]

extends to a smooth \( J \)-holomorphic map

\[
\bar{u}_i : S^2 \cong C \cup \{\infty\} \to \overline{M}.
\]

**Proof of Claim 4.** We choose gauge transformations \( g_i^\nu \in W^{2,p}_{\text{loc}}(C \setminus Z_i, G) \) as in condition (iv) of Claim 1, and define \( w_i^\nu := (g_i^\nu)^*(\varphi_i^\nu)^*w_\nu \).

**Assume that** \( i \in T_1 \). It follows from Fatou’s lemma that

\[
E(w_i) \leq \liminf_{\nu \to \infty} E(w_i^\nu) = E < \infty.
\]

Furthermore, since by hypothesis \( M \) is equivariantly convex at \( \infty \), by Proposition 79 in Appendix A.1 there exists a \( G \)-invariant compact subset \( K_0 \subseteq M \) such that \( u_\nu(C) \subseteq K_0 \), for every \( \nu \in \mathbb{N} \). Since \( u_\nu \) converges to \( u_i \) pointwise, it follows that \( u_i(C) \subseteq K_0 \). Hence \( u_i \) has the required properties.

**Assume now that** \( i \in T_\infty \). By Proposition 116 in Appendix A.7 the map

\[
Gu_i : C \setminus Z_i \to \overline{M} = u_i^{-1}(0)/G
\]

is \( J \)-holomorphic, and \( \epsilon_{Gu_i} = \epsilon_{u_i}^\infty \). It follows from Fatou’s lemma that

\[
E^\infty(w_i, C \setminus Z_i) \leq \liminf_{\nu \to \infty} E^{R_{\nu}}(w_i^\nu) = E < \infty.
\]

Therefore, by removal of singularities, it follows that \( Gu_i \) extends to a smooth \( J \)-holomorphic map \( \bar{u}_i : S^2 \to \overline{M} \).\( ^{32} \) This proves Claim 4. \( \square \)

5. **CLAIM.** The tuple

\[
(W, z) := \left(T_0, T_1, T_\infty, E, ([w_i])_{i \in T_1}, (\bar{u}_i)_{i \in T_\infty}, (z_{ii'})_{iEi'}, (\alpha_0 := 1, z_0 := \infty)\right)
\]

is a stable map in the sense of Definition 15, and the sequence \( ([w_\nu], z_\nu^0 := \infty) \) converges to \( (W, z) \) in the sense of Definition 20. (Here \([w_i]\) denotes the gauge equivalence class of \( w_i \).)

\( ^{32} \)See e.g. [MS2, Theorem 4.1.2].
Proof of Claim 5. We check the conditions of Definition 15. Condition (i) is a consequence of the definitions of $T_0, T_1$ and $T_{\infty}$. Condition (ii) follows from condition (i) of Claim 1 and the fact $Z_i = \emptyset$, for $i \in T_1$. (This follows from condition (ii) of Claim 1.)

Condition (iii) follows from an elementary argument using Claim 1(iii,iv,vi) and Proposition 45. Condition (iv) follows from Claim 1(ii). Hence all conditions of Definition 15 are satisfied.

We check the conditions of Definition 20. Condition (2.15) follows from Claim 2, using condition (vii) of Claim 1. Condition 20(i) follows from a straightforward argument, using Claim 1(iii).

Condition 20(ii) follows from Claim 1(iii) by an elementary argument. Condition 20(iii) follows from Claim 1(iv). Finally, condition 20(iv) is void, since $k = 0$. This proves Claim 5.

Thus we have proved Theorem 3 in the case $k = 0$.

We prove that the theorem holds for every $k \geq 1$: We prove by induction that for every $k \in \mathbb{N}_0$ and every tuple $(W, z^0, \ldots, z^k)$ as in the hypotheses of Theorem 3, there exists a stable map $(W, z)$ as in (2.6) and a collection $(\varphi^\nu_\alpha)$ of Möbius transformations, such that the conditions of Definition 20 hold,

\begin{equation}
\forall \alpha \in T_\infty, \ Q \subseteq \mathbb{C} \setminus Z_\alpha \text{ compact: } \lim_{\nu \to \infty} E(W, z^\nu_\alpha(Q)) = E(\bar{u}_\alpha, Q),
\end{equation}

\begin{equation}
\varphi^\nu_\alpha(\infty) = \infty,
\end{equation}

\begin{equation}
\lim_{R \to \infty} \limsup_{\nu \to \infty} E(W, \mathbb{C} \setminus \varphi^\nu_\alpha(B_R)) = 0,
\end{equation}

and for every edge $\alpha E \beta$ such that $\alpha \in T_1 \cup T_\infty$ and $\beta$ lies in the chain of vertices from $\alpha$ to $\alpha_0$, we have

\begin{equation}
\lim_{R \to \infty} \limsup_{\nu \to \infty} E(W, \mathbb{C} \setminus \varphi^\nu_\alpha(B_R) \setminus \varphi^\nu_\beta(B_R)) = 0.
\end{equation}

For $k = 0$ we proved this above. In that construction condition (2.103) follows from statement (iii) of Proposition 44. Furthermore, condition (2.105) is a consequence of condition (vi) of Claim 1 with $i = 1$, and the facts $E(W, R_{\nu}) \to E$ and $R_{\nu}^0 = \nu R_{\nu}$. Finally, condition (2.106) follows from Claim 1(vi).

Let now $k \in \mathbb{N}$ and assume that we have proved the statement for $k - 1$. Passing to some subsequence, we may assume that for every $i = 1, \ldots, k - 1$, the limit

\begin{equation}
z_{ki} := \lim_{\nu \to \infty} (z^\nu_k - z^\nu_i) \in \mathbb{C} \cup \{\infty\}
\end{equation}

exists. We set

\begin{equation}
z_{k0} := \infty.
\end{equation}

Passing to a further subsequence, we may assume that the limit

\begin{equation}
z_{\alpha k} := \lim_{\nu \to \infty} (\varphi^\nu_\alpha)^{-1}(z^\nu_k) \in S^2
\end{equation}

exists, for every $\alpha \in T := T_0 \bigsqcup T_1 \bigsqcup T_\infty$. There are three cases.

Case (I) There exists a vertex $\alpha \in T$, such that $z_{\alpha k}$ is not a special point of $(W, z)$ at $\alpha$.

Case (II) There exists an index $i \in \{0, \ldots, k - 1\}$ such that $z_{\alpha, k} = z_i$. 
Case (III) There exists an edge $\alpha E \beta$ such that $z_{\alpha k} = z_{\alpha \beta}$ and $z_{\beta k} = z_{\beta \alpha}$.

These three cases exclude each other. For the combination of the cases (II) and (III) this follows from the last part of condition (ii) (distinctness of the special points) in Definition 15.

6. Claim. One of the three cases always applies.

Proof of Claim 6. This follows from an elementary argument, using that $T$ is finite and does not contain cycles. □

Assume that Case (I) holds. We fix a vertex $\alpha \in T$ such that $z_{\alpha k}$ is not a special point.

We define $\alpha_k := \alpha$ and introduce a new marked point $z_k := z_{\alpha_k}$ on the $\alpha_k$-sphere. Then $(W, z)$ augmented by $(\alpha_k, z_k)$ is again a stable map and the sequence $(W_\nu, z_{\nu 0}, ..., z_{\nu k})$ converges to this new stable map via $(\varphi_\nu)$. The induction step in Case (I) follows.

Assume that Case (II) holds. We fix an index $0 \leq i \leq k-1$ such that $z_{\alpha i k} = z_i$. (It is unique.)

Consider first Case (IIa): $i \neq 0$ and the condition $z_{ki} \neq 0$ or $\alpha_i \in T_0 \cup T_1$ holds. In this case we extend the tree $T$ as follows. We define $j :\begin{cases} 0, & \text{if } z_{ki} = 0, \\ 1, & \text{if } z_{ki} \neq 0, \\ \infty, & \text{if } z_{ki} = \infty, \end{cases}$

and introduce an additional vertex $\gamma$, which has type $j$ and carries the new marked point. This vertex is adjacent to $\alpha_i$ in the new tree. We move the $i$-th marked point from the vertex $\alpha_i$ to the vertex $\gamma$ and introduce an additional marked point on $\gamma$. More precisely, we define $T_{\text{new}} := T_{j'} \sqcup \{ \gamma \}$, $T'_{\text{new}} := T_{j'} \setminus \{ j \}$, $T_{\text{new}} := T \sqcup \{ \gamma \}$, $E'_{\text{new}} := E \sqcup \{(\alpha_i, \gamma), (\gamma, \alpha_i)\}$, $\alpha'_{\text{new}} := \alpha_{k'_{\text{new}}} := \gamma$, $z'_{\alpha_i} := \infty$, $z_{\alpha_i \gamma} := z_i$, $z_{\text{new}} := \begin{cases} z_{ki}, & \text{if } j = 1, \\ 1, & \text{if } j = 0, \\ \infty, & \text{if } j = \infty, \end{cases}$

If $j = 1$, i.e., $\gamma \in T_1^{\text{new}}$, then we introduce the following “ghost vortex”: We choose a point $x_0$ in the orbit $\bar{u}_{\alpha_i}(z_i) \subseteq \mu^{-1}(0)$, and define $A_\gamma := 0 \in \Omega^1(\mathbb{C}, g)$ and $u_\gamma : \mathbb{C} \to M$ to be the map which is constantly equal to $x_0$. We identify $A_\gamma$ with a connection on $\mathbb{C} \times G$ and $u_\gamma$ with a $G$-equivariant map $\mathbb{C} \times G \to M$, and set

$$W_\gamma := [\mathbb{C} \times G, A_\gamma, u_\gamma].$$

If $j = \infty$, i.e., $\gamma \in T_\infty^{\text{new}}$, then we define $\bar{u}_\gamma : S^2 \to \overline{M}$ to be the constant map $\bar{u}_\gamma \equiv \bar{u}_{\alpha_i}(z_i)$.

We denote by $(W_{\text{new}}, z_{\text{new}})$ the tuple obtained from $(W, z)$ by making the changes described above. By elementary arguments this is again a stable map.

\[33\]This vertex is unique, but we will not use this.
We define the sequence of M"obius transformations $\varphi^\nu_\alpha : S^2 \to S^2$ by

$$
\varphi^\nu_\alpha(z) := \begin{cases} 
  z + z^{\nu}_1, & \text{if } j = 1, \\
  (z^{\nu}_k - z^{\nu}_l)z + z^{\nu}_l, & \text{if } j = 0, \infty.
\end{cases}
$$

7. Claim. There exists a subsequence of $(W_\nu, z_0^\nu, \ldots, z_k^\nu)$ that converges to $(W^{\text{new}}, z^{\text{new}})$ via the M"obius transformations $(\varphi^\nu_\alpha)_{\alpha \in T^{\text{new}}, \nu \in \mathbb{N}}$.

**Proof of Claim 7.** Condition (2.15) (energy conservation) holds for every subsequence, since the new component $\gamma$ carries no energy. **Conditions (i,ii)** of Definition 20 hold (for the new collection of M"obius transformations), by elementary arguments.

We check condition 20(iii) up to some subsequence. For every $\alpha \in T^{\text{new}} \cup T^{\text{new}}_\infty$ we write

$$
W^\nu_\alpha := (\varphi^\nu_\alpha)^* W_\nu, \quad \tilde{u}^\nu_\alpha := \tilde{u}_{W^\nu_\alpha} : \mathbb{C} \to M/G,
$$

where $\tilde{u}_{W^\nu_\alpha}$ is defined as in (2.2). In the case $j = 0$ condition 20(iii) does not contain any new requirement.

Assume that $j = 1$. It follows from Proposition 37 (Compactness modulo bubbling and gauge) with $R_\nu := 1$, $r_\nu := \nu$ and $W_\nu$ replaced by $W^\nu_\nu$, that there exists a vortex class $\tilde{W}_\nu$ over $\mathbb{C}$ such that passing to some subsequence, the sequence $W^\nu_\nu$ converges to $\tilde{W}_\nu$, with respect to $\tau_{C}$ (as in Definition 19), and the sequence $\tilde{u}^\nu_\nu$ converges to $\tilde{u}_{\tilde{W}_\nu}$, uniformly on every compact subset of $\mathbb{C}$.

8. Claim. We have $\tilde{W}_\gamma = W_\gamma$ (defined as in (2.108)).

**Proof of Claim 8.** A straight-forward argument implies that $\alpha_i \in T^{\text{new}}$. Therefore, condition 20(iii) for the sequence $(W_\nu, z_0^\nu, \ldots, z_k^\nu)$ implies that the sequence $\tilde{u}^\nu_i$ converges to $\tilde{u}_{\alpha_i}$, in $C^1$ on some neighborhood of $z_i$. (Here we used that $i \neq 0$.)

Since $\varphi^{\nu,\gamma}_\alpha := (\varphi^{\nu}_\alpha)^{-1} \circ \varphi^{\nu}_\gamma$ converges to $z_{\alpha,\gamma} = z_i$, uniformly on every compact subset of $S^2 \setminus \{z_{\alpha_i}^{\text{new}}\} = \mathbb{C}$, it follows that

$$
\tilde{u}^{\nu,\gamma}_i = \tilde{u}^{\nu}_i \circ \varphi^{\nu,\gamma}_\alpha \to \tilde{x}_0 := \tilde{u}_{\alpha_i}(z_i),
$$

uniformly on every compact subset of $\mathbb{C}$. It follows that $\tilde{u}_{\tilde{W}_\gamma} \equiv \tilde{x}_0$. We choose representatives

$$
(\tilde{A}_\gamma, \tilde{u}_\alpha) \in \Omega^1(\mathbb{C}, G) \times C^\infty(\mathbb{C}, G)
$$

of $\tilde{W}_\gamma$ and $x_0 \in \mu^{-1}(0)$ of $\tilde{x}_0$. By hypothesis (H) the action of $G$ on $\mu^{-1}(0)$ is free. Hence, after regaunging, we may assume that $\tilde{u}_\gamma \equiv x_0$. (Here we use Lemma 114 (Appendix A.7), which ensures that the gauge transformation is smooth.) It follows from the first vortex equation that $\tilde{A}_\gamma = 0$. This shows that $\tilde{W}_\gamma = W_\gamma$ and hence proves Claim 8. \qed

This proves condition 20(iii) in the case $j = 1$.

**Assume now that** $j = \infty$. We have again $\alpha_i \in T^{\text{new}}$. Hence condition 20(iii) for the sequence $(W_\nu, z_0^\nu, \ldots, z_k^\nu)$ implies that the sequence $\tilde{u}^{\nu}_i$ converges to $\tilde{u}_{\alpha_i}$, in $C^1$ on some neighborhood of $z_i$. (Here we used that $i \neq 0$.) Let $Q \subseteq \mathbb{C} = S^2 \setminus \Sigma_\gamma$ be a compact subset. Since $\varphi^{\nu,\gamma}_\alpha$ converges to $z_i$, in $C^\infty$ on $Q$, it follows that $\tilde{u}^{\nu,\gamma}_i = \tilde{u}^{\nu}_i \circ \varphi^{\nu,\gamma}_\alpha$ converges to $\tilde{u}_i \equiv \tilde{u}_{\alpha_i}(z_i)$ in $C^1$ on $Q$, as required. This proves condition 20(iii) in all cases.
Condition 20(iv) is a consequence of the definition (2.109) of $\varphi_{\alpha}^\nu$. This proves Claim 7.

To see that condition (2.103) holds, observe that we need to prove this only in the case $j = \infty$ and then only for $\alpha = \gamma$. In this case it follows from the same condition for $\alpha = \alpha_1$ and 20(ii) with $\alpha = \alpha_1$ and $\beta = \gamma$. (Here we used that $z_i \neq \infty$ and it does not coincide with any nodal point of $\alpha_1$. The same conditions also imply (2.106) for $\alpha := \gamma$ and $\beta := \alpha_1$. (For the other pairs of adjacent vertices (2.106) follows from the induction hypothesis.)

The induction step in Case (IIa) follows.

Consider the Case (IIb): $i = 0$. We define

\[
T^\text{new}_\infty := T_\infty \coprod \{\gamma\}, \quad T^\text{new}_j, j = 0, 1, \quad E^\text{new} := E \coprod \{(\alpha_0, \gamma), (\gamma, \alpha_0)\}, \quad \alpha_{0\gamma}^\text{new} := \gamma, \quad z_{\alpha_0\gamma}^\text{new} := z_0 = \infty, \quad z_{\alpha_\gamma}^\text{new} := 1, \quad \bar{u}_\gamma \equiv \bar{u}_{\alpha_0}(z_0).
\]

The tuple $(W^\text{new}, z^\text{new})$ obtained from $(W, z)$ by making these changes, is again a stable map. It follows from our assumption (2.104) that there exist $\lambda_\nu \in \mathbb{C} \setminus \{0\}$ and $z_\nu \in \mathbb{C}$, such that $\varphi_{\alpha_0}^\nu(z) = \lambda_\nu z + z_\nu$. We define the sequence of Möbius transformations $\varphi^\gamma_\nu$ by

\[
\varphi^\gamma_\nu(z) := (z_k^\gamma - z_\nu)z + z_\nu.
\]

We show that some subsequence of $(W_\nu, z_0^\nu, \ldots, z_k^\nu)$ converges to $(W^\text{new}, z^\text{new})$ via the Möbius transformations $(\varphi^\nu_\alpha)_{\alpha \in T^\text{new}, \nu \in \mathbb{N}}$. Condition (2.15) holds with $T$ replaced by $T^\text{new}$, since the map $u_\nu$ is constant. Conditions 20(i,ii,iv) follow from straight-forward arguments.

We show that condition 20(iii) holds. Recall the definition (2.110) of $\bar{u}_\alpha^\nu$. An elementary argument using condition 20(iii) with $\alpha := \alpha_0$, our assumption (2.105), and Proposition 45, shows that for every $\varepsilon > 0$ there exist numbers $R \geq r_0$ and $\nu_0 \in \mathbb{N}$ such that

\[
d(\bar{u}_{\alpha_0}(z), \bar{u}_{\alpha_\gamma}^\nu(z)) < \varepsilon, \quad \forall \nu \geq \nu_0, \quad z \in \mathbb{C} \setminus B_R,
\]

where $W_{\alpha_0} := \bar{u}_{\alpha_0}$ if $\alpha_0 \in T_\infty$, and $\bar{u}_\alpha$ is defined as in (2.4.2.5). The sequence $\varphi_{\alpha_0\gamma}^\nu$ converges to $\varphi_{\alpha_0\gamma}^\text{new} = z_0 = \infty$, uniformly on every compact subset of $S^2 \setminus \{z_{\alpha_0\gamma}^\text{new} = 0\}$. It follows that $u_\alpha^\nu$ converges to the constant map $\bar{u}_\gamma \equiv \bar{u}_{\alpha_0}(z_0)$, uniformly on every compact subset of $\mathbb{C} \setminus \{0\} = S^2 \setminus \{z_{\alpha_0\gamma}^\text{new}, z_0^\text{new}\}$. Condition 20(iii) with $\alpha = \gamma$ is a consequence of the following.

9. CLAIM. Passing to some subsequence the convergence is in $C^1$ on every compact subset of $\mathbb{C} \setminus \{0\}$.

Proof of Claim 9. We denote $R_\nu := |z_k^\nu - z_\nu|$, and choose a representative $w^\nu_\gamma$ of $W^\nu_\gamma$. This is an $R_\nu$-vortex. Our assumption $z_{\alpha_0k} = z_0 = \infty$ implies that $R_\nu \to R_0 := \infty$. Hence by Proposition 37 there exists a finite subset $Z \subseteq \mathbb{C}$ and an $\infty$-vortex $w_\gamma := (A_\gamma, v_\gamma)$, and passing to some subsequence, there exist gauge transformations $g^\gamma_{\alpha_0} \in W^{2,2}_{\text{loc}}(\mathbb{C} \setminus Z, G)$, such that the assertions 37(ii,iii) hold with $w_\nu := w^\nu_\gamma$. It follows that $u^\nu_\gamma$ converges in $C^1$ on every compact subset of $\mathbb{C} \setminus Z$. Furthermore, it follows from (2.105) and 37(iii) that $Z \subseteq \{0\}$. Claim 9 follows.

Conditions (2.103,2.105) (for $\alpha^\text{new}_0 = \gamma$) and (2.106) (for $\alpha := \alpha_0$ and $\beta := \gamma$) follow from condition (2.105) for $\alpha_0$, which holds by the induction hypothesis. This
proves the induction step in Case (II).

Consider now Case (IIc): \( z_k = 0 \) and \( \alpha_j \in T_\infty \). Then we introduce a vertex \( \gamma \in T_1 \) adjacent to \( \alpha_i \) and a vertex \( \delta \in T_0 \) adjacent to \( \gamma \), such that \( \delta \) carries the two new marked points. More precisely, we define

\[
T_{\text{new}} := T_0 \{ \delta \}, \quad T_\gamma := T_1 \{ \gamma \}, \quad T_\infty := T_\infty,
\]

\[
T := T \{ \gamma, \delta \}, \quad E := E \{ (\alpha_i, \gamma), (\gamma, \alpha_i), (\gamma, \delta), (\delta, \gamma) \},
\]

\[
z_{\alpha \gamma}^{\text{new}} := \infty, \quad z_{\alpha \gamma}^{\text{new}} := z_1, \quad z_{\gamma \delta} := 0, \quad z_{\delta \gamma} := \infty,
\]

\[
\alpha_i^{\text{new}} := \alpha_i^{\text{new}} := z_{\gamma \delta}^{\text{new}} = 0, \quad z_{\gamma \delta}^{\text{new}} = 1,
\]

and \( W_\gamma \) as in case (Ia) with \( j = 1 \). We thus obtain a new stable map. The proof of convergence to this stable map and of conditions (2.103) (for Case (II)) and (2.106) (for \( \alpha = \gamma \) and \( \beta = \alpha_i \)) is now analogous to the proof in Case (Ia). This proves the induction step in Case (IIc).

The Cases (Ia,b,c) cover all instances of Case (II), hence we have proved the induction step in Case (II).

Assume now that Case (III) holds. In this case we introduce a new vertex \( \gamma \) between \( \alpha \) and \( \beta \). Hence \( \alpha \) and \( \beta \) are no longer adjacent, but are separated by \( \gamma \). We define \( j := 0 \) if \( \alpha \) or \( \beta \) lies in \( T_0 \), and \( j := \infty \), otherwise.\(^{34}\) We may assume w.l.o.g. that \( \beta \) lies in the chain of vertices from \( \alpha \) to \( \alpha_0 \). We define

\[
T_j := T_j \{ \gamma \}, \quad T_j := T_j', \quad j' \in \{ 0, 1, \infty \} \setminus \{ j \},
\]

\[
z_{\alpha \gamma}^{\text{new}} := z_{\alpha \gamma}, \quad z_{\beta \gamma}^{\text{new}} := z_{\beta \gamma}, \quad z_{\gamma \delta}^{\text{new}} := 0, \quad z_{\gamma \delta}^{\text{new}} := \infty, \quad \alpha_i^{\text{new}} := \gamma, \quad z_{\gamma \delta}^{\text{new}} := 1.
\]

In the case \( j = \infty \) we define \( \bar{u}_\gamma : S^2 \to \overline{M} \) to be the constant map equal to \( \bar{u}_\gamma(z_{\beta \gamma}) \).

\[
\varphi_\alpha(z) := \lambda_\alpha^\nu z + z_\nu^\alpha.\]

The proof of convergence proceeds now analogously to the proof in Case (IIb), using (2.106) for the proof of condition 20(iii) rather than (2.105). Furthermore, conditions (2.103) with \( \alpha = \gamma \) and (2.106) with \( (\alpha, \beta) \) replaced by \( (\alpha, \gamma) \) and \( (\gamma, \beta) \) follow from condition (2.106) for \( (\alpha, \beta) \), which holds by the induction hypothesis. This proves the induction step in Case (III), and hence terminates the proof of Theorem 3 in the case \( k \geq 1 \).

Remark. In the above proof for \( k = 0 \) the stable map \( (W, z) \) is constructed by “terminating induction”. Intuitively, this is induction over the integer \( N \) occurring in Claim 1. The “auxiliary index” \( \ell \) in Claim 1 is needed to make this idea precise. Condition (vii) and the inequality (2.102) ensure that the “induction stops”.\(^{35}\)

2.8. Proof of the result in Section 2.3 characterizing convergence

Using Compactness modulo bubbling and gauge for (rescaled) vortices, which was established in Section 2.5 (Proposition 37), in this section we prove Proposition 27. The proof is based on the following result. Let \( G := S^1 \subset \mathbb{C} \) act on \( M := \mathbb{C} \) by

\[34\]In that case \( \alpha \) or \( \beta \) lies in \( T_\infty \).
multiplication, with momentum map \( \mu : \mathbb{C} \to i\mathbb{R} \) given by \( \mu(z) := \frac{1}{2}(1-|z|^2) \), and let \( d \in \mathbb{N}_0 \). Recall the definition (2.24) of the map 

\[
\iota_d : \prod_{d' \leq d} \text{Sym}^{d'}(\mathbb{C}) \to \text{Sym}^d(S^2),
\]

the definitions (2.23.2.17) of the set \( \mathcal{M}_d \) of finite energy vortex classes of degree \( d \) and of the local degree map \( \text{deg}_{\mathcal{W}} : \mathbb{C} \to \mathbb{N}_0 \), and the Definition 19 of the \( "C^{\infty} \) topology \( \tau_{\Sigma} \) on \( \mathcal{B}_{\Sigma}^\infty \).

48. Proposition. Let \( 0 \leq d' \leq d \), \( W \in \mathcal{M}_{d'} \) and \( W_{\nu} \in \mathcal{M}_d \), for \( \nu \in \mathbb{N} \). Then the following conditions are equivalent.

(i) For every open subset \( \Omega \subseteq \mathbb{C} \) with compact closure and smooth boundary the restriction \( W_{\nu}|_{\mathcal{W}} \) converges to \( W|_{\mathcal{W}} \) to \( \overline{\Omega} \), as \( \nu \to \infty \), with respect to the topology \( \tau_{\Sigma} \).

(ii) The point in the symmetric product 

\[
\text{deg}_{W_{\nu}} \in \text{Sym}^{d}(\mathbb{C}) \subseteq \text{Sym}^{d}(S^2)
\]

converges to \( \iota_d(\text{deg}_{W_{\nu}}) \in \text{Sym}^{d}(S^2) \).

In the proof of this result we will use the following. Let \( X \) be a topological space and \( d \in \mathbb{N}_0 \). We denote by \( \text{Sym}^d(X) := X^d/S_d \) the \( d \)-fold symmetric product of \( X \) and canonically identify it with the set \( \tilde{\text{Sym}}^d(X) \) of all maps \( m : X \to \mathbb{N}_0 \) such that \( \sum_{x \in X} m(x) = d \).\(^{35}\) We endow \( \text{Sym}^d(X) \) with the quotient topology. For every subset \( Y \subseteq X \) and \( d_0 \in \mathbb{N}_0 \), we define

\[
(2.111) \quad V^d_{Y} := \left\{ m \in \tilde{\text{Sym}}^d(X) \mid \sum_{x \in Y} m(x) = d_0, \, m(x) = 0, \, \forall x \in \partial Y \right\},
\]

where \( \partial Y \subseteq X \) denotes the boundary of \( Y \).

49. Lemma. Let \( \mathcal{U} \) be a basis for the topology of \( X \). If \( X \) is Hausdorff then the sets \( V^d_{U} \), \( U \in \mathcal{U} \), \( d_0 \in \mathbb{N}_0 \), form a subbasis for the topology of \( \tilde{\text{Sym}}^d(X) \equiv \text{Sym}^d(X) \).

Proof of Lemma 49. We denote by \( \pi : X^d \to \text{Sym}^d(X) \) the canonical projection. For every \( U \in \mathcal{U} \) and \( d_0 \in \mathbb{N}_0 \), we have

\[
\pi^{-1}(V^d_{U}) = S_d \cdot (U^{d_0} \times (X \setminus U)^{d-d_0}) \subseteq X^d,
\]

where \( \cdot \) denotes the action of \( S_d \) on \( X^d \). Since \( |S_d| < \infty \), this set is open, i.e., \( V^d_{U} \) is open. Now let \( V \subseteq \text{Sym}^d(X) \) be an open set, and \( m \in V \). It suffices to show that there exists a finite set \( S \subseteq \mathcal{U} \times \mathbb{N}_0 \), such that the intersection \( \bigcap_{(U,d_0) \in S} V^d_{U} \) contains \( m \) and is contained in \( V \). To see this, we denote by \( x_1, \ldots, x_k \in X \) the distinct points at which \( m \) does not vanish, and abbreviate \( d_i := m(x_i) \). For \( i = 1, \ldots, k \) we choose a neighborhood \( U_i \in \mathcal{U} \) of \( x_i \), such that the sets \( U_1, \ldots, U_k \) are disjoint, and

\[
(2.112) \quad U_1 \times \cdots \times U_1 \times \cdots \times U_k \times \cdots \times U_k \subseteq \pi^{-1}(V).
\]

Here the factor \( U_i \) occurs \( d_i \) times. (The sets exist by Hausdorffness of \( X \), openness of \( \pi^{-1}(V) \), the definition of the product topology on \( X^d \), and the fact

\[
(x_1, \ldots, x_1, \ldots, x_k, \ldots, x_k) \in \pi^{-1}(m) \subseteq \pi^{-1}(V).
\]

\(^{35}\)Implicitly, here we require \( m(x) \) to vanish except for finitely many points \( x \in X \).
We define \( S := \{(U_i, d_i) \mid i = 1, \ldots, k\} \). We have
\[
\bigcap_{i=1}^k \pi U_i = \pi \left( U_1 \times \cdots \times U_1 \times \cdots \times U_k \times \cdots \times U_k \right).
\]
Combining this with (2.112), it follows that \( \bigcap_{i=1}^k \pi U_i \subseteq V \). On the other hand, since \( x_i \in U_i \), we have \( m \in \bigcap_{i=1}^k \pi U_i \). Hence the set \( S \) has the required properties. This proves Lemma 49. \( \square \)

We will also use the following.

50. Lemma. Let \( x \in C(S^1, \mathbb{C} \setminus \{0\}) \) be a loop. Then there exists a \( C^0 \)-neighborhood \( U \subseteq C(S^1, \mathbb{C} \setminus \{0\}) \) of \( x \), such that every \( x' \in U \) is homotopic to \( x \).

**Proof of Lemma 50.** We define \( U \) to be the open \( C^0 \)-ball around \( x \), with radius \( \min_{z \in S^1} |x(z)| \). Let \( x' \in U \). We define
\[
h : [0, 1] \times S^1 \to \mathbb{C}, \quad h(t, z) := tx'(z) + (1-t)x(z).
\]
This map does not vanish anywhere, and therefore is a homotopy between \( x \) and \( x' \) inside \( \mathbb{C} \setminus \{0\} \). This proves Lemma 50. \( \square \)

**Proof of Proposition 48.** We canonically identify the set \( \mathcal{B} = \mathcal{B}_C \) of gauge equivalence classes of smooth triples \( (P, A, u) \) (as defined in (1.10)) with the set of gauge equivalence classes of smooth pairs
\[
(A, u) \in \mathcal{W}_C := \Omega^1(\mathbb{C}, \mathfrak{g}) \times C^\infty(\mathbb{C}, M).
\]
We show that (i) implies (ii). Assume that (i) holds. We denote by \( m : S^2 = \mathbb{C} \cup \{\infty\} \to \mathbb{N}_0 \) the map given by \( \deg_W \) on \( \mathbb{C} \), and \( m(\infty) := d - \deg(W) \). We define
\[
\mathcal{U} := \{B_r(z) \mid z \in \mathbb{C}, r > 0\} \cup \{(\mathbb{C} \setminus \overline{B}_r) \cup \{\infty\} \mid r \in [1, \infty)\}.
\]
This is a basis for the topology of \( S^2 \).

**Claim.** Let \( U \subseteq \mathcal{U} \) be such that \( \deg_W \) vanishes on \( \partial U \). Then there exists \( v_0 \in \mathbb{N} \) such that for every \( \nu \geq v_0 \) we have \( \deg_{W \nu} \in V_{d_0}^d \), where
\[
d_0 := \sum_{z \in U} m(z).
\]

**Proof of the Claim.** Let \( U \) be as in the hypothesis of the claim. Consider first the case \( U = B_r(z) \), for some \( z \in \mathbb{C}, r > 0 \). We choose a (smooth) representative \( w = (A, u) \in \mathcal{W}_{\overline{B}_r(z)} \) of \( W|_{\overline{B}_r(z)} \). Since by assumption, \( \deg_W \) vanishes on \( \partial U = S^1_r(z) \), \( u \) is nonzero on \( S^1_r(z) \).

The \( C^\infty \)-topology on the set of smooth connections on \( \overline{B}_r(z) \) is second-countable. Furthermore, the action of the gauge group on this space is continuous. Therefore, by assumption (i) and Lemma 120 in Appendix A.7, for each \( \nu \in \mathbb{N} \), there exists a representative \( w_\nu = (A_\nu, u_\nu) \in \mathcal{W}_{\overline{B}_r(z)} \) of \( W_\nu \), such that \( w_\nu \) converges to \( w \) in \( C^\infty \), as \( \nu \to \infty \). Hence, using Lemma 50, there exists \( v_0 \in \mathbb{N} \) such that for \( \nu \geq v_0 \) the restriction of \( u_\nu \) to \( S^1_r(z) \) does not vanish anywhere, and is homotopic to \( u|_{S^1_r(z)} \), as a map with target \( \mathbb{C} \setminus \{0\} \). It follows that
\[
\deg \left( \frac{u_\nu}{|u_\nu|} : S^1_r(z) \to S^1 \right) = \deg \left( \frac{u}{|u|} : S^1_r(z) \to S^1 \right).
\]
for \( \nu \geq \nu_0 \). By elementary arguments, the left hand side of this equality agrees with \( \sum_{z \in B_r(z)} \deg_{w_i}(z') \) and the right hand side equals \( \sum_{z' \in B_r(z)} \deg w(z') \). Since by definition, \( \deg_{w_i}(z') = \deg_w(z') \) and \( \deg w(z') = \deg_w(z') \), it follows that

\[
\sum_{z' \in B_r(z)} \deg_{w_i}(z') = \sum_{z' \in B_r(z)} \deg_w(z') = d_0,
\]

and therefore, \( \deg_{w_i} \in V^d_{U_i} \). This proves the claim in the case \( U = B_r(z) \subseteq \mathbb{C} \).

Consider now the case \( U = (\mathbb{C} \setminus \overline{B}_r) \cup \{\infty\} \), for some \( r \geq 1 \). By what we just proved, there exists an index \( \nu_0 \), such that for every \( \nu \geq \nu_0 \)

\[
\sum_{z' \in B_r} \deg_{w_i}(z') = \sum_{z' \in B_r} \deg w(z'),
\]

It follows that

\[
\sum_{z' \in (\mathbb{C} \setminus \overline{B}_r) \cup \{\infty\}} \deg_{w_i}(z') = \sum_{z' \in (\mathbb{C} \setminus \overline{B}_r) \cup \{\infty\}} m(z') = d_0,
\]

and therefore, \( \deg_{w_i} \in V^d_{U_i} \), for every \( \nu \geq \nu_0 \). This proves the claim in the case \( U = (\mathbb{C} \setminus \overline{B}_r) \cup \{\infty\} \).

The claim implies that if \( d_0 \in \mathbb{N} \) and \( U \subseteq U_i \) are such that \( m \in V^d_{U_i} \), then there exists \( \nu_0 \) such that for every \( \nu \geq \nu_0 \) we have \( \deg_{w_i} \in V^d_{U_i} \). Combining this with Lemma 49 (with \( X := S^2 \)), condition (ii) follows. This proves that (i) implies (ii).

We show the opposite implication: Assume that (ii) is satisfied. We prove that given an open subset \( \Omega \subseteq \mathbb{C} \) with compact closure and smooth boundary, the class \( W_\nu |_{\overline{\Omega}} \) converges to \( W_\nu |_{\overline{\Omega}} \) as \( \nu \to \infty \), with respect to the topology \( \tau_{\overline{\Omega}} \). By Lemma 119 (Appendix A.7) it suffices to show that for every such \( \Omega \) and every subsequence \( (\nu_i)_{i \in \mathbb{N}} \) there exists a further subsequence \( (i_j)_{j \in \mathbb{N}} \) such that \( W_{\nu_{i_j}} |_{\overline{\Omega}} \) converges to \( W_\nu |_{\overline{\Omega}} \), as \( j \to \infty \). Let \( (\nu_i) \) be a subsequence. Let \( i \in \mathbb{N} \). We choose a representative \( (A_i, u_i) \in W_\mathcal{C} \) of \( W_{\nu_i} \). It follows from Proposition 23 that the image of \( u_i \) is contained in the closed ball \( \overline{B}_1 \subseteq \mathbb{C} \).

Furthermore, by Proposition 24, we have \( E(u_i) = d \alpha \). Therefore, Proposition 37 (Compactness modulo bubbling and gauge) implies that there exist a smooth vortex \( w_0 := (A_0, u_0) \) over \( \mathbb{C} \), a subsequence \( (i_j)_{j \in \mathbb{N}} \), and gauge transformations \( g_j \in W^{2,p}_{\text{loc}}(\mathbb{C}, G) \) (for \( j \in \mathbb{N} \)), such that the pair \( w_j := g_j^*(A_{i_j}, u_{i_j}) \) is smooth and converges to \( w_0 \), as \( j \to \infty \), in \( C_\infty \) on every compact subset of \( \mathbb{C} \). We denote by \( W_0 \) the equivalence class of \( w_0 \). It follows from Lemma 114 (Appendix A.7) that \( g_j \) is smooth, and hence \( w_j \) represents \( W \) for every \( j \). It follows that \( W_j \) converges to \( W_0 \) with respect to \( \tau_{\overline{\Omega}} \), as \( j \to \infty \), for every open subset \( \Omega \subseteq \mathbb{C} \) with compact closure and smooth boundary.

It remains to show that \( W_0 = W \). The energy densities \( \epsilon_{W_j} \) converge to \( \epsilon_{W_0} \) in \( C_\infty \) on compact subsets of \( \mathbb{C} \). Therefore, we have

\[
E(W_0) \leq \liminf_{j \to \infty} E(W_j) = d \alpha.
\]

By Proposition 24 we have \( E(W_0) = \pi \deg(W_0) \), and therefore, \( d_0 := \deg(W_0) \leq d \). Hence \( \deg_{\overline{\Omega}} \in \text{Sym}^d(S^2) \) is well-defined. It follows from the implication

\[\text{This is also true if } E(W_{u_i}) = 0, \text{ since then the image of } u_i \text{ equals } S^4.\]
(i) $\implies$ (ii) (which we proved above), that the point
\[ \deg_{W_j} \in \text{Sym}^d(C) \subseteq \text{Sym}^d(S^2) \]
converges to $\iota_d(\deg_{W_j})$, as $j \to \infty$. By our assumption (ii), $\deg_{W_j}$ also converges to $\iota_d(\deg_W)$. It follows that $\iota_d(\deg_{W_0}) = \iota_d(\deg_W)$, hence $\deg_{W_0} = \deg_W$, and therefore, $W_0 = W$. (Here in the last step we used that the map (2.23) is injective.) This proves that (ii) implies (i) and concludes the proof of Proposition 48. \qed

For the proof of Proposition 27 we also need the following lemma.

51. Lemma. Let $k$ be a positive integer, $\varphi_0^\nu, \ldots, \varphi_k^\nu$ be sequences of Möbius transformations, and let
\[ z_0, \ldots, z_{k-1}, w_1, \ldots, w_k \in S^2 \]
be points. Assume that $z_1 \neq w_1, \ldots, z_{k-1} \neq w_{k-1}$, and that
\[ (\varphi_i^\nu)^{-1} \circ \varphi_{i+1}^\nu \to z_i, \]
uniformly on compact subsets of $S^2 \setminus \{w_{i+1}\}$, for $i = 0, \ldots, k-1$. Let $Q \subseteq S^2 \setminus \{z_0\}$, $Q' \subseteq S^2 \setminus \{w_k\}$ be compact subsets. Then for $\nu$ large enough we have
\[ \varphi_0^\nu(Q) \cap \varphi_k^\nu(Q') = \emptyset. \]

Proof of Lemma 51. This follows from an elementary argument. \qed

Proof of Proposition 27. Assume that (i) holds. Then Proposition 24 and (2.15) imply that equality (2.25) holds for $\nu$ large enough, as claimed. The second part of condition (ii) follows from Proposition 48.

Suppose now on the contrary that condition (ii) holds. Then Proposition 24 and equality (2.25) imply (2.15). Let $\varphi_\alpha^\nu$ (for $\alpha \in T$) be as in condition (ii). We show 20(iii): The first part of this condition (concerning $\alpha \in T_1$) follows from Proposition 48. We prove the second part of the condition: Let $\alpha \in T_\infty$, and $Q \subseteq S^2 \setminus (\{z_0, w_0\})$ be a compact subset. We denote by $\bar{x}_0$ the orbit $S^1 \subseteq C$.

1. Claim. For every subsequence $(\nu_i)_{i \in \mathbb{N}}$ there exists a further subsequence $(i_j)_{j \in \mathbb{N}}$ such that
\[ u^{\nu_{i_j}} \circ \varphi_\alpha^{\nu_{i_j}}(Q) \subseteq M^* = C \setminus \{0\}, \quad \forall j \in \mathbb{N}, \]
\[ Gu^{\nu_{i_j}} \circ \varphi^{\nu_{i_j}} \to \bar{x}_0 \text{ in } C^1 \text{ on } Q, \text{ as } j \to \infty. \]

Proof of Claim 1. We fix a subsequence $(\nu_i)_{i \in \mathbb{N}}$. We choose a Möbius transformation $\psi$ such that $\psi(\infty) = z_{\alpha,0}$. By condition 20(i) we have
\[ \varphi_\alpha^\nu \circ \psi(\infty) = \varphi^{\nu}(z_{\alpha,0}) = \infty, \]
and hence $\varphi_\alpha^\nu \circ \psi$ restricts to an automorphism of $C$. We define
\[ W_\alpha^\nu := (\varphi_\alpha^\nu \circ \psi)^* W_\nu, \quad R_\alpha^\nu := |\varphi_\alpha^\nu \circ \psi(1) - \varphi_\alpha^\nu \circ \psi(0)| \in (0, \infty). \]
Then $W_\alpha^\nu$ is an $R_\alpha^\nu$-vortex class over $C$. We choose a representative $w_\alpha^{\nu_i}$ of $W_\alpha^\nu$. We check the hypotheses of Proposition 37 with the sequences $R_i := R_\alpha^{\nu_i}$, $w_i := w_\alpha^{\nu_i}$, and $R_0 := \infty$. By condition 20(i), $R_\alpha^{\nu_i}$ converges to $\infty$, as $i \to \infty$. Furthermore, by Proposition 23 the image of $w_\alpha^{\nu_i}$ is contained in the compact set $K := \overline{B_1} \subseteq C$. Finally, Proposition 24 implies that the energies of the vortices $w_\alpha^{\nu_i}$ ($i \in \mathbb{N}$) are uniformly bounded. Hence the hypotheses of Proposition 37 are satisfied. Applying this result, there exist a finite subset $Z \subseteq C$, an $\infty$-vortex $w_0 := (A_0, v_0) \in W_{C \setminus Z}$,
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a subsequence \((i_j, j)\), and gauge transformations \(g_j \in W^{2,p}_\text{loc}(\mathbb{C} \setminus Z, S^1)\), such that assertions of the proposition hold, with the sequence \((w_\nu)\) replaced by \((w_\nu^{i_j})\). By condition 37(ii) the map \(g_j^{-1}(u_{n_j} \circ \varphi^{i_j}_n)\) converges to \(u_0 \circ \psi^{-1}\) in \(C^1\) on every compact subset of \(\psi(\mathbb{C} \setminus Z) = S^2 \setminus \psi(Z \cup \{\infty\})\). Therefore, using the equality \(\psi(\infty) = z_{a,0}\), the statement of Claim 1 is a consequence of the following:

2. CLAIM. The set \(\psi(Z)\) is contained in \(Z_a\).

Proof of Claim 2. We choose a number \(R > 0\) so large that

\[
\sum_{\beta \in T_1} E(W_\beta, C \setminus B_R) < \frac{\pi}{4} \tag{2.114}
\]

Let \(\beta \in T_1\) be a vertex. We denote \(W_\beta := (\varphi^\nu_\beta)^* W_\nu\). By what we have already proved, the restriction \(W_\beta|_{\overline{\mathbb{P}^n}}\) converges to \(W_\beta|_{\overline{\mathbb{P}^n}}\), as \(\nu \to \infty\), with respect to the topology \(\tau\). Therefore, using Lemmas 120 (Appendix A.7) and 42, it follows that

\[
E(W_\nu, \varphi^\nu_\beta(B_R)) = E(W_\nu^{i_j}, B_R) \to E(W_\beta, B_R),
\]

as \(\nu \to \infty\). We choose an index \(j_0\) so large that for \(j \geq j_0\) and every \(\beta \in T_1\) we have

\[
E(W_{\nu,i}, \varphi^{\nu,i}_\beta(B_R)) > E(W_\beta, B_R) - \frac{\pi}{4 |T_1|} \tag{2.115}
\]

Let \(\beta \neq \gamma \in T\) be vertices. We denote by \((\beta, \beta_1, \ldots, \beta_{k-1}, \gamma)\) the chain of vertices connecting \(\beta\) with \(\gamma\), and write \(\beta_0 := \beta, \beta_k := \gamma\). By conditions 15(ii) and 20(ii) the hypothesis of Lemma 51 with

\[
\varphi^\nu_{\beta_1} := \varphi^\nu_{\beta_1}, \quad z_i := z_{\beta_i, \beta_{i+1}}, \quad w_i := z_{\beta_i, \beta_{i-1}}
\]

are satisfied. It follows that for every compact subset \(Q \subseteq S^2 \setminus Z_\beta\) and \(Q' \subseteq S^2 \setminus Z_\gamma\), for \(\nu\) large enough, we have

\[
\varphi^\nu_{\beta}(Q) \cap \varphi^\nu_{\beta}(Q') = \emptyset \tag{2.116}
\]

Applying this several times with \(\beta, \gamma \in T_1\) and \(Q := Q' := B_R\), it follows that for \(\nu\) large enough the sets \(\varphi^\nu_{\beta}(B_R)\), \(\beta \in T_1\), are disjoint. Increasing \(j_0\) we may assume w.l.o.g. that this holds for \(\nu \geq n_{j_0}\). Therefore, for \(j \geq j_0\), we have

\[
E(\bigcup_{\beta \in T_1} \varphi^{\nu,i}_\beta(B_R)) = \sum_{\beta \in T_1} E(W_{\nu,i}, \varphi^{\nu,i}_\beta(B_R)) > \left( \sum_{\beta \in T_1} E(W_\beta, B_R) \right) - \frac{\pi}{4} \tag{2.117}
\]

Here in the second line we used (2.115) and in the third line we used (2.114). Our assumption (2.25) and Proposition 24 imply that

\[
\sum_{\beta \in T_1} E(W_\beta, C) = E(W_\nu, C),
\]
for $\nu$ large enough. Hence (2.117) implies that
\begin{equation}
E\left(W_{\nu ij}, \mathbb{C} \setminus \bigcup_{\beta \in T_1} \varphi^{\nu ij}_\beta (B_R)\right) < \frac{\pi}{2},
\end{equation}
for $j$ large enough.

Let now $z \in S^2 \setminus (Z_\alpha \cup \{z_{\alpha,0}\})$. We show that $z$ does not belong to $\psi(Z)$. We choose a number $\varepsilon > 0$ so small that $\bar{B}_\varepsilon(\psi^{-1}(z)) \subseteq \mathbb{C} \setminus \psi^{-1}(Z_\alpha)$. We define $Q := \psi(\bar{B}_\varepsilon(\psi^{-1}(z)))$. By (2.116), we have
\[ \varphi^\nu_{\alpha}(Q) \cap \varphi^\nu_{\beta}(\bar{B}_R) = \emptyset, \]
for $\nu$ large enough. Therefore, by (2.118) implies that
\[ E(W_{\nu ij}, \varphi^\nu_{\alpha}(Q)) < \frac{\pi}{2}, \]
for $j$ large enough. On the other hand, if $z$ belonged to $\psi(Z)$, then by condition 37(iii) we would have
\[ \lim_{j \to \infty} E(W_{\nu ij}, \varphi^\nu_{\alpha}(Q)) = \lim_{j \to \infty} E(W_{\nu ij}, \bar{B}_\varepsilon(\psi^{-1}(z))) \geq E_{\min} = \pi. \]
This contradiction proves that $z \notin \psi(Z)$. It follows that $\psi(Z) \subseteq Z_\alpha \cup \{z_{\alpha,0}\}$. Since $\psi(\infty) = z_{\alpha,0}$, Claim 2 follows. This concludes the proof of Claim 1.

Claim 1 and an elementary argument imply that $u_\nu \circ \varphi^\nu_{\alpha}(Q) \subseteq M^*$ for $\nu$ large enough. Furthermore, it follows from the same claim and Lemma 119 in Appendix A.7 that $Gu_\nu \circ \varphi^\nu_{\alpha} \to \bar{x}_0$ in $C^1$ on $Q$, as $\nu \to \infty$. This proves the second part of 20(iii). Hence all conditions of Definition 20 are satisfied, and therefore, condition 27(i) holds. This concludes the proof of Proposition 27.
CHAPTER 3

Fredholm theory for vortices over the plane

In this chapter the equivariant homology class \([W]\) of an equivalence class \(W\) of triples \((P, A, u)\) is defined, and the equivariant Chern number of \([W]\) is interpreted as a certain Maslov index. This number entered the index formula (1.27). Furthermore, the second main result of this memoir, Theorem 4, is proven. It states the Fredholm property for the vertical differential of the vortex equations over the plane \(C\), viewed as equations for equivalence classes \(W\) of triples \((P, A, u)\).

3.1. Equivariant homology, the Chern number, and the Maslov index

We fix numbers

\[ p > 2, \quad \lambda > 1 - \frac{2}{p}. \]

Then every equivalence class \(W \in B_p^\lambda\) of triples \((P, A, u)\) carries an equivariant homology class \([W] \in \pi_{G}^2(M, \mathbb{Z})\), whose definition is based on the following lemma. Let \(P\) be a topological (principal) \(G\)-bundle over \(\mathbb{C}\), and \(u : P \to M\) a continuous equivariant map. By an extension of the pair \((P, u)\) to \(S^2\) we mean a triple \((\tilde{P}, \iota, \tilde{u})\), where \(\tilde{P}\) is a topological \(G\)-bundle over \(S^2\), \(\iota : P \to \tilde{P}\) a morphism of topological \(G\)-bundles which descends to the inclusion \(\mathbb{C} \to \mathbb{C} \cup \{\infty\} = S^2\), and \(\tilde{u} : \tilde{P} \to M\) a continuous \(G\)-equivariant map satisfying \(\tilde{u} \circ \iota = u\).

52. Lemma. The following statements hold.

(i) For every triple \((P, A, u)\) there exists an extension \((\tilde{P}, \iota, \tilde{u})\) of the pair \((P, u)\), such that \(G\) acts freely on \(\tilde{u}(\tilde{P}_\infty) \subseteq M\), where \(\tilde{P}_\infty\) denotes the fiber of \(\tilde{P}\) over \(\infty\).

(ii) Let \(P\) be a topological \(G\)-bundle over \(\mathbb{C}\), \(u : P \to M\) a continuous \(G\)-equivariant map, and \((\tilde{P}, \iota, \tilde{u})\) an extension of \((P, u)\), such that \(G\) acts freely on \(\tilde{u}(\tilde{P}_\infty)\). Furthermore, let \((P', u', \tilde{P}', \iota', \tilde{u}')\) be another such tuple, and \(\Phi : P' \to P\) an isomorphism of topological \(G\)-bundles, such that \(u' = u \circ \Phi\).

Then there exists a unique isomorphism of topological \(G\)-bundles \(\tilde{\Phi} : \tilde{P}' \to \tilde{P}\), satisfying

\[
\tilde{\Phi} \circ \iota' = \iota \circ \Phi, \quad \tilde{u}' = \tilde{u} \circ \tilde{\Phi}.
\]

The proof of this lemma is postponed to the appendix (page 99). For the definition of \([W]\) we also need the following.

\[ \text{As always, we assume that hypothesis (H) (see Chapter 1) is satisfied.} \]

\[ \text{Such a bundle is trivializable, but we do not fix a trivialization here.} \]
53. Remark. Let $G$ be a topological group, $X$ a closed\(^3\) oriented topological (Hausdorff) manifold of dimension $k$, $P \to X$ a topological $G$-bundle, $Y$ a topological space, equipped with a continuous action of $G$, and $u : P \to Y$ a $G$-equivariant map. Then $u$ carries an equivariant homology class $[u]_G \in H^G_k(Y, Z)$, defined as follows. We choose a universal $G$-bundle $EG \to BG$ and a continuous $G$-equivariant map $\theta : P \to EG$.\(^4\) The map $(u, \theta) : P \to Y \times EG$ descends to a map $u_G : X \to (Y \times EG)/G$. We define

$$[u]_G \in H^G_k(Y, Z) = H_k((Y \times EG)/G, Z)$$

to be the push-forward of the fundamental class of $X$, under the map $u_G$. This class does not depend on the choice of $\theta$, nor on $EG$ in the following sense. If $EG' \to BG'$ is another universal $G$-bundle, then the corresponding class $[u]_G' \in H_k((Y \times EG')/G, Z)$ is mapped to $[u]_G$ under the canonical isomorphism\(^5\)

$$H_k((Y \times EG')/G, Z) \to H_k((Y \times EG)/G, Z).$$ \(\square\)

54. Definition (Equivariant homology class). We define the equivariant homology class $[W] \in H^G_k(M, Z)$ of an element

$$W \in \left( \bigcup_{p>2, \lambda>1-\frac{4}{p}} \mathcal{B}_p^k \right) / \sim_p$$

to be the equivariant homology class of $\tilde{u} : \tilde{P} \to M$, where $(\tilde{P}, \iota, \tilde{u})$ is an extension as in Lemma 52, corresponding to any representative $(P, A, u)$ of $W$. Here the equivalence relation $\sim_p$ is defined as in Section 1.4.

It follows from Lemma 52 that this class does not depend on the choices of $(\tilde{P}, \iota, \tilde{u})$ and $w$.

55. Remark. The condition $\lambda > 1 - 2/p$ is needed for $[W]$ to be well-defined, for every $W \in \mathcal{B}_p^k$. Consider for example the case $M := \mathbb{R}^2, \omega := \omega_0, J := i$ and $G := \{1\}$. Let $p > 2$. We choose a smooth map $u : \mathbb{C} \times \{1\} \cong \mathbb{C} \to \mathbb{R}^2$ such that

$$u(z) = \left( \sin \left( \sqrt{\log |z|} \right), 0 \right), \quad \forall z \in \mathbb{C} \setminus B_1.$$ 

Then the equivalence class $W$ of $(P := \mathbb{C} \times \{1\}, 0, u)$ lies in $\mathcal{B}_p^k$, for every $\lambda \leq 1 - 2/p$. However, there is no extension of $(P, u)$ as in Lemma 52, since $u(z)$ diverges, as $|z| \to \infty$. Therefore, $[W]$ is not well-defined. \(\square\)

56. Remark. Let $p > 2$ and $W \in \mathcal{B}_p^{k, \text{loc}} = \mathcal{B}_p^{k, \text{loc}} / \sim_p$ be a gauge equivalence class of triples $(P, A, u)$ of Sobolev class.\(^6\) Assume that every representative of $W$ satisfies the vortex equations (1.8,1.9), the energy of $W$ is finite, and the closure of its image compact. As explained in Remark 9 in Section 1.5, we have $W \in \mathcal{B}_p^k$, for every $\lambda < 2 - 2/p$. Therefore, the equivariant homology class of $W$ is well-defined. \(\square\)

---

\(^3\)i.e., compact and without boundary

\(^4\)Such a map descends to a classifying map $X \to BG$.

\(^5\)This isomorphism is induced by an arbitrary continuous equivariant map from $EG'$ to $EG$.

\(^6\)Recall from Section 1.4 that each such triple consists of a $G$-bundle of class $W^{2, \text{loc}}$, and a connection $A$ and a $G$-equivariant map $u : P \to M$ of class $W^{1, \text{loc}}$. 
The contraction appearing in formula (1.27) has a concrete geometric meaning. It can be interpreted as the Maslov index of a certain loop of linear symplectic transformations, as follows. Let \((M, \omega)\) be a symplectic manifold and \(G\) a connected compact Lie group, acting on \(M\) in a Hamiltonian way, with momentum map \(\mu\). Assume that \(G\) acts freely on \(\mu^{-1}(0)\). Let \(\Sigma\) be a compact, connected, oriented topological surface\(^7\) with non-empty boundary. We associate to this data a map \(m_{\Sigma, \omega, \mu}\), called “Maslov index”, as follows. The domain of this map consists of the weak \((\omega, \mu)\)-homotopy classes of \((\omega, \mu)\)-admissible maps from \(\Sigma \to M\), and it takes values in the even integers.

Here we call a continuous map \(u : \Sigma \to M\) \((\omega, \mu)\)-admissible, iff for every connected component \(X\) of the boundary \(\partial \Sigma\) there exists a \(G\)-orbit which is contained in \(\mu^{-1}(0)\), and contains the set \(u(X)\). We denote by \(C(\Sigma, M; \omega, \mu)\) the set of such maps. We call two maps \(u_0, u_1 \in C(\Sigma, M; \omega, \mu)\) weakly \((\omega, \mu)\)-homotopic, iff they are homotopic through such maps.\(^8\) This defines an equivalence relation on \(C(\Sigma, M; \omega, \mu)\). We call the corresponding equivalence classes \(\text{weak \((\omega, \mu)\)-homotopy classes}\).

57. Example. Consider \(\mathbb{R}^{2n} = \mathbb{C}^n\), equipped with the standard symplectic form \(\omega := \omega_0\), and the action of \(S^1 \subseteq \mathbb{C}\) given by
\[
z \cdot (z_1, \ldots, z_n) := (z_1, \ldots, zzn),
\]
with momentum map
\[
(3.2) \quad \mu : \mathbb{C}^n \to (\text{Lie } S^1)^* \cong \text{Lie } S^1 = i\mathbb{R}, \quad \mu(z_1, \ldots, z_n) := \frac{i}{2} \left( 1 - \sum_{j=1}^{n} |z_j|^2 \right).
\]
We have \(\mu^{-1}(0) = S^{2n-1} \subseteq \mathbb{C}^n\), and the \(S^1\)-orbits contained in the unit sphere are the fibers of the Hopf fibration \(S^{2n-1} \to \mathbb{CP}^{n-1}\). Consider the case in which \(\Sigma\) is the unit disk \(D \subseteq \mathbb{C}\). Then for each integer \(d \in \mathbb{Z}\) and each vector \(v \in S^{2n-1}\) the map
\[
(3.3) \quad u_{d,v} : D \to \mathbb{C}^n, \quad u_{d,v}(z) := z^d v
\]
is \((\omega_0, \mu)\)-admissible. Furthermore, \(u_{d,v}\) and \(u_{d',v'}\) are weakly \((\omega_0, \mu)\)-homotopic if and only if \(d = d'\). To see this, note that if \(d = d'\) then a homotopy between the two maps is given by \([0, 1] \times D \ni (t, z) \mapsto z^d v(t)\), where \(v \in C([0, 1], S^{2n-1})\) is any path joining \(v\) and \(v'\). Conversely, assume that \(u_{d,v}\) and \(u_{d',v'}\) are weakly \((\omega_0, \mu)\)-homotopic. Then by an elementary argument, there exists a smooth weak \((\omega_0, \mu)\)-homotopy \(h : [0, 1] \times D \to \mathbb{C}^n\) between these maps. It follows that
\[
d' \pi = \int_D u_{d',v}^* \omega_0 = \int_D u_{d,v}^* \omega_0 + \int_{[0,1] \times \partial D} h^* \omega_0 = d \pi + 0,
\]
where in the last equality we used the fact that for every \(v \in T\partial D\), \(dh(t, \cdot) v\) is tangent to the characteristic distribution on \(S^{2n-1}\), \(^9\) and therefore \(\omega_0(h, \cdot) v\) vanishes on vectors tangent to \(S^{2n-1}\). Therefore, we have \(d = d'\). This proves the claimed equivalence. \(\square\)

\(^7\)i.e., real two-dimensional topological manifold

\(^8\)This means that there exists a continuous map \(u : [0, 1] \times \Sigma \to M\), such that \(u(t, \cdot) = u_i\), for \(i = 0, 1\), and for every \(t \in [0, 1]\) we have \(u(t, \cdot) \in C(\Sigma, M; \omega, \mu)\).

\(^9\)This follows from the fact that by assumption, \(h(t, \partial D)\) is contained in a Hopf circle, for every \(t \in [0, 1]\).
The definition of the map $m_{\Sigma,\omega,\mu}$ is based on the following Maslov index of a regular symplectic transport over a curve. Let $X$ be an oriented, connected, closed topological curve, and $(V,\omega)$ a symplectic vector space. We denote by $\text{Aut}\omega$ the group of linear symplectic automorphisms of $V$. We define a regular symplectic transport over $X$ to be a continuous map $\Phi : X \times X \to \text{Aut}\omega$ satisfying

$$\Phi(z,z) = 1,$$

$$\Phi(z'',z) = \Phi(z'',z') \Phi(z',z), \quad z, z', z'' \in X.$$ 

We define the Maslov index of such a map to be

$$m_{X,\omega}(\Phi) := 2 \deg (X \ni z \mapsto \rho_\omega \circ \Phi(z,z_0) \in S^1).$$

Here $z_0 \in X$ is an arbitrary point, $\rho_\omega : \text{Aut}(\omega) \to S^1$ denotes the Salamon-Zehnder map (see [SZ, Theorem 3.1.]), and $\deg$ the degree of a map from $X$ to $S^1$. This definition does not depend on the choice of $z_0$, by some homotopy argument.

Let now $M,\omega,G,\mu,\Sigma$ be as before, and $a$ a weak $(\omega,\mu)$-homotopy class. To define $m_{\omega,\mu}(a)$, we choose a representative $u : \Sigma \to M$ of $a$, a symplectic vector space $(V,\Omega)$ of dimension $\dim M$ and a symplectic trivialization $\Psi : \Sigma \times V \to u^*TM$. Let $X$ be a connected component of $\partial \Sigma$. We define the map $\Phi_X : X \times X \to \text{Aut}\Omega$ by

$$\Phi_X(z',z) := \Psi^{-1}_{z'} g_{z',z} \cdot \Psi_z.$$

Here $g_{z',z} \in G$ denotes the unique element satisfying $u(z') = g_{z',z} u(z)$, and the induced action of $g_{z',z}$ on $TM$, and $\Psi_z := \Psi(z,\cdot)$. The map $\Phi_X$ is a regular symplectic transport.

58. Definition (Maslov index). We define

$$m_{\Sigma,\omega,\mu}(a) := \sum m_{X,\omega}(\Phi_X),$$

where the sum runs over all connected components $X$ of $\partial \Sigma$.

This definition does not depend on the choices of the symplectic vector space $(V,\Omega)$ and the trivialization $\Psi$. This follows from the fact that (3.5) agrees with the Maslov index associated with $a$ and the coisotropic submanifold $\mu^{-1}(0) \subseteq M$, as defined in [Zi3]. See [Zi3, Lemma 45].

Remark. This Maslov index is based on a definition by D. A. Salamon and R. Gaio (for $\Sigma = D$), see [GS].

59. Example. Consider the situation of Example 57, with $u_d,v$ defined as in (3.3). This map carries the Maslov index

$$m_{D,\omega_0,\mu}([u_d,v]) = 2dn,$$

where $[\cdot,\cdot]$ denotes the $(\omega_0,\mu)$-homotopy class. This follows from a straightforward calculation.

We now return to the setting of the beginning of this section. We define $\Sigma$ to be the compact oriented topological surface obtained from $\mathbb{C}$ by “gluing a circle at $\infty$” to it. This surface $W$ carries a weak $(\omega,\mu)$-homotopy class, whose definition relies on the following lemma.

10i.e., a real one-dimensional topological manifold

11Such a trivialization exists, since the group $\text{Aut}\Omega$ is connected, and the surface $\Sigma$ deformation retracts onto a wedge of circles. Here we use that $\Sigma$ is connected and has non-empty boundary.

12This surface is homeomorphic to the closed disk $D \subseteq \mathbb{C}$.  

---

<table>
<thead>
<tr>
<th>Footnote</th>
<th>Footnote Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>i.e., a real one-dimensional topological manifold</td>
</tr>
<tr>
<td>11</td>
<td>Such a trivialization exists, since the group $\text{Aut}\Omega$ is connected, and the surface $\Sigma$ deformation retracts onto a wedge of circles. Here we use that $\Sigma$ is connected and has non-empty boundary.</td>
</tr>
<tr>
<td>12</td>
<td>This surface is homeomorphic to the closed disk $D \subseteq \mathbb{C}$.</td>
</tr>
</tbody>
</table>
60. Lemma. Let \( p > 2 \), \( \lambda > 1 - 2/p \), and \((P, A, u) \in \tilde{B}_\lambda^{p}\). There exists a section \( \sigma : C \to P \) of class \( W^{1,p}_{\text{loc}} \), such that the map \( u \circ \sigma : C \to M \) continuously extends to \( \Sigma \). Furthermore, for every such section \( \sigma \) the corresponding extension \( \tilde{u} : \Sigma \to M \) is \((\omega, \mu)\)-admissible.

The proof of this lemma is postponed to the appendix (page 99). Let

\[
W \in \left( \bigcup_{p > 2, \lambda > 1 - \frac{2}{p}} \tilde{B}_\lambda^{p} \right)/\sim_p .
\]

61. Definition. We define the \((\omega, \mu)\)-homotopy class of \( W \) to be the weak \((\omega, \mu)\)-homotopy class of the continuous extension \( \tilde{u} : \Sigma \to M \) of the map \( u \circ \sigma : C \to M \). Here \((P, A, u)\) is a representative of \( W \), and \( \sigma \) a section of \( P \) as in the previous lemma.

By Lemma 85 in Appendix A.3 this homotopy class is independent of the choice of the section \( \sigma \). Furthermore, it follows from a straightforward argument that it is independent of the choice of the representative \((P, A, u)\). The contraction appearing in formula (1.27) can now be expressed as follows.

62. Proposition (Chern number and Maslov index). We have

\[
2\langle c_1^G(M, \omega), [W] \rangle = m_{\Sigma, \omega, \mu}(\text{\((\omega, \mu)\)-homotopy class of \( W \))}.
\]

The proof of this result is postponed to the appendix (page 102).

Example (Maslov index of a vortex). Let \((M, \omega, J, G) := (\mathbb{R}^2, \omega_0, i, S^1)\), \(\langle \cdot, \cdot \rangle_g\) be the standard inner product on \( g := \text{Lie}(S^1) = i\mathbb{R} \), the action of \( S^1 \subseteq \mathbb{C} \) on \( \mathbb{R}^2 = \mathbb{C} \) be given by multiplication, with momentum map as in (3.2) with \( n = 1 \), \( \Sigma := C \), equipped with the area form \( \omega_0 \), and \( W \) a gauge equivalence class of smooth finite energy vortices. By Proposition 23 and Remark 56 the equivariant homology class \([W]\) is well-defined. Furthermore, we have

\[
\langle c_1^G(M, \omega), [W] \rangle = \deg(W),
\]

where the degree \( \deg(W) \) is defined as in (2.18). This follows from Proposition 62 and a straightforward calculation of the Maslov index of the \((\omega, \mu)\)-homotopy class of \( W \).

\[\square\]

### 3.2. Proof of the Fredholm result

In this section Theorem 4 is proved, based on a Fredholm theorem for the augmented vertical differential and the existence of a bounded right inverse for \( L^*_u \), the formal adjoint of the infinitesimal action of the gauge group on pairs \((A, u)\). In the present section we always assume that

\[\bar{n} := (\dim M)/2 - \dim G > 0.\]

3.2.1. Reformulation of the Fredholm theorem. In this subsection we state the two results mentioned above and use them to prove Theorem 4. To formulate the first result, let \( p > 2 \), \( \lambda \in \mathbb{R} \), \( \tilde{B}_\lambda^{p}\) be defined as in (1.16), and \( w := (P, A, u) \in \tilde{B}_\lambda^{p}\). We denote

\[
\text{im} L := \{(x, L_x \xi) \mid x \in M, \xi \in g\},
\]

\[\text{im} L := \{(x, L_x \xi) \mid x \in M, \xi \in g\},\]
and by $\text{Pr} : TM \to TM$ the orthogonal projection onto $\text{im} L$. $\text{Pr}$ induces an orthogonal projection

$$\text{Pr}^w : TM^w := (u^*TM)/G \to TM^w$$

onto $(u^*\text{im} L)/G$. Recall that $A^1(\mathfrak{g}_P)$ denotes the bundle of one-forms on $\mathbb{R}^2$ with values in $\mathfrak{g}_P$. We write

$$\text{Pr}^w \zeta := (\alpha, \text{Pr}^w v), \quad \forall \zeta = (\alpha, v) \in A^1(\mathfrak{g}_P) \oplus TM^w.$$  

Note that $\text{im} L$ is in general not a subbundle of $TM$, since the dimension of $\text{im} L_x$ may vary with $x \in M$. Recall that $\Gamma_{\text{loc}}^1 p(E)$ denotes the space of $W^{1,p}_{\text{loc}}$-sections of a vector bundle $E$. For $\zeta \in \Gamma_{\text{loc}}^1 p (A^1(\mathfrak{g}_P) \oplus TM^w)$ we define

$$\| \zeta \|_{w,p,\lambda} := \| \zeta \|_{w,p,\lambda} + \| \text{Pr}^w \zeta \|_{p,\lambda},$$

where $\| \zeta \|_{w,p,\lambda}$ is defined as in (1.18). Recall the definition (1.21) of $\tilde{\mathcal{Y}}^p_{\lambda}$. We denote by $\Gamma_{\lambda}^p (\mathfrak{g}_P)$ the space of $L^p_{\lambda}$-sections of $\mathfrak{g}_P$. We define

$$\tilde{\mathcal{X}}^p_{\lambda} := \{ \zeta \in \Gamma_{\text{loc}}^1 p (A^1(\mathfrak{g}_P) \oplus TM^w) : \| \zeta \|_{w,p,\lambda} < \infty \},$$

$$\tilde{\mathcal{Y}}^p_{\lambda} := \tilde{\mathcal{Y}}^p_{\lambda} := \tilde{\mathcal{Y}}^p_{\lambda} \oplus \Gamma_{\lambda}^p (\mathfrak{g}_P).$$

Recall the definition (1.19) of the formal adjoint map for the infinitesimal action of the gauge group on pairs $(A,u)$. Restricting the domain and target, this becomes the operator

$$L^*_w : \tilde{\mathcal{X}}^p_{\lambda} \to \Gamma_{\lambda}^p (\mathfrak{g}_P), \quad L^*_w (\alpha, v) := -d_A^* \alpha + L^*_w v.$$  

It follows from the fact $L^*_w = L^*_w (\text{Pr}_x)$ (for every $x \in M$) and compactness of $\overline{w(P)}$ that this operator is well-defined and bounded. We define the augmented vertical differential of the vortex equations over $\mathcal{C}$ at $w$ to be the map

$$(3.8) \quad \hat{D}_w := \hat{D}^p_{\lambda} : \tilde{\mathcal{X}}^p_{\lambda} \to \tilde{\mathcal{Y}}^p_{\lambda},$$

$$(3.9) \quad \hat{D}_w \zeta := \left( \begin{array}{c} \nabla^A v + L \alpha \alpha )^{0,1} - \frac{1}{2} J(\nabla^A J)(d_A u)^{1,0} \\
\partial A \alpha + \omega \partial \mu (u) v \\
L^*_w \zeta \end{array} \right).$$

63. Theorem (Fredholm property for the augmented vertical differential). Let $p > 2$ and $\lambda > -2/p + 1$ be real numbers, and $w := (P, A, u) \in \mathcal{B}^p_{\lambda}$. Then the following statements hold.

(i) The normed spaces $(\tilde{\mathcal{X}}^p_{\lambda}, \| \cdot \|_{w,p,\lambda}), (\tilde{\mathcal{Y}}^p_{\lambda}, \Gamma_{\lambda}^p (\mathfrak{g}_P)$ are complete.

(ii) Assume that $-2/p + 1 < \lambda < -2/p + 2$. Then the operator $\hat{D}_w$ (as in (3.8, 3.9)) is Fredholm of real index

$$\text{ind} \hat{D}_w = 2n + 2\langle \gamma^G_1 (M, \omega), \{w\} \rangle,$$

where $[w]$ denotes the equivalence class of $w$, and $[\{w\}]$ denotes the equivariant homology class of $[w]$.

This theorem will be proved in Section 3.2.2, based on the existence of a suitable trivialization of $A^1(\mathfrak{g}_P) \oplus TM^w$ in which the operator $\hat{D}_w$ becomes standard up to a compact perturbation.

The second ingredient of the proof of Theorem 4 is the following.

64. Theorem. Let $p > 2, \lambda > 1 - 2/p$, and $w := (P, A, u) \in \mathcal{B}^p_{\lambda}$. Then the map $L^*_w : \tilde{\mathcal{X}}^p_{\lambda} \to \Gamma_{\lambda}^p (\mathfrak{g}_P)$ admits a bounded (linear) right inverse.
The proof of Theorem 64 is postponed to Section 3.2.4 (page 86). It is based on the existence of a bounded right inverse for the operator $d^*_A$ over a compact subset of $\mathbb{R}^n$ diffeomorphic to $B_1$ (Proposition 69) and the existence of a neighborhood $U \subseteq M$ of $\mu^{-1}(0)$, such that
\[
\inf \{ |L_x \xi| \mid x \in U, \xi \in \mathfrak{g}, |\xi| = 1 \} > 0.
\]
Recall the definition (2.14) of the subset $M^*$ of $M$. Theorem 4 can be reduced to Theorems 63 and 64, as follows:

**Proof of Theorem 4 (p. 9).** Let $p > 2$, $\lambda > 1 - 2/p$, and $W \in B^\mathfrak{g}_\lambda$

**We prove statement (i).**

**Claim.** We have
\[
\tilde{X}_w := \tilde{X}^{p,\lambda}_w = K := \ker \left( L^*_w : \tilde{X}^{p,\lambda}_w \to \Gamma^p_\lambda(g_P) \right),
\]
and the restriction of the norm $\| \cdot \|_{w,p,\lambda}$ to $\tilde{X}_w$ is equivalent to $\| \cdot \|_{w,p,\lambda}$.

**Proof of the claim.** It suffices to prove that $\tilde{X}_w \subseteq K$ and this inclusion is bounded. Hypothesis (H) implies that there exists $\delta > 0$ such that $\mu^{-1}(B_\delta) \subseteq M^*$. We have
\[
c := \min \{ |L_x \xi| \mid x \in \mu^{-1}(B_\delta), \xi \in \mathfrak{g}, |\xi| = 1 \} > 0.
\]
It follows from Lemma 84 in Appendix A.3 that there exists $R > 0$ such that $u(P|_{C \cap B_R}) \subseteq \mu^{-1}(B_\delta)$. Let $\zeta = (\alpha, v) \in \tilde{X}_w$. Then $L^*_w v = d^*_A \alpha$, and thus, using the last assertion of Remark 125 in Appendix A.7,
\[
||\text{Pr}^w v||_{p,\lambda} \leq c^{-1} ||L^*_w v||_{p,\lambda} \leq c^{-1} ||\nabla^A \alpha||_{p,\lambda} \leq c^{-1} ||\zeta||_{w,p,\lambda} < \infty.
\]
Hence $\tilde{X}_w \subseteq K$, and this inclusion is bounded. This proves the claim.

**Statement (i) follows from Theorem 63(i) and the claim.**

**Statement (ii) follows from Theorem 63(ii), Theorem 64 and Lemma 122 (Appendix A.7) with**
\[
X := \tilde{X}_w, \quad Y := \tilde{Y}_w, \quad Z := \Gamma^p_\lambda(g_P), \quad T := L^*_w, \quad D' : \tilde{X}_w \to \tilde{Y}_w,
\]
where $D'\zeta$ is defined to be the vector consisting of the first and second rows of $D_w^\mathfrak{g}_w \zeta$ (as in (3.9)). This proves Theorem 4.

**3.2.2. Proof of Theorem 63 (augmented vertical differential).** This subsection contains the core of the proof of Theorem 63. Here we introduce the notion of a good complex trivialization, and state an existence result for such a trivialization (Proposition 66). Furthermore, we formulate a result saying that every good trivialization transforms $\mathcal{D}_w$ into a compact perturbation of the direct sum of copies of $\partial_z$ and a certain matrix operator (Proposition 67). The results of this subsection will be proved in Subsection 3.2.3.

We denote by $s$ and $t$ the standard coordinates in $\mathbb{R}^2 = \mathbb{C}$. For $v \in \mathbb{R}^n$ and $d \in \mathbb{Z}$, we denote
\[
\langle v \rangle := \sqrt{1 + |v|^2}, \quad p_d : \mathbb{C} \to \mathbb{C}, \quad p_d(z) := z^d.
\]
We equip the bundle $A^1(g_P)$ with the (fiberwise) complex structure $J_P$ defined by $J_P \alpha := -\alpha i$. Furthermore, we denote
\[
\mathfrak{g}^\mathbb{C} := \mathfrak{g} \otimes_\mathbb{R} \mathbb{C}, \quad V := \mathbb{C}^n \oplus \mathfrak{g}^\mathbb{C} \oplus \mathfrak{g}^\mathbb{C},
\]
and for \( a \in \mathbb{C} \) we use the notation
\[
a \cdot \oplus \mathrm{id} : V \to V, \quad (v^1, \ldots, v^n, \alpha, \beta) \mapsto (av^1, v^2, \ldots, v^n, \alpha, \beta).
\]
For \( x \in M \) we write
\[
L_x^C : \mathfrak{g}^C \to T_xM
\]
for the complex linear extension of \( L_x \). We define
\[
H_x := \ker d\mu(x) \cap (\text{im} L_x)^{\perp}, \forall x \in M.
\]
Note that in general, the union \( H \) of all the \( H_x \)'s is not a smooth subbundle of \( TM \), since the dimension of \( H_x \) may depend on \( x \). However, there exists an open neighborhood \( U \subseteq M \) of \( \mu^{-1}(0) \) such that \( H|_U \) is a subbundle of \( TM|_U \). Let \( p > 2, \lambda > -2/p + 1 \) and \( w := (P, A, u) \in \mathcal{B}^p_\lambda \). We denote
\[
(3.10) \quad d := \langle c_1^g(M, \omega), [W] \rangle.
\]
For \( z \in \mathbb{C} \) we define
\[
H^u_z := \{ G \cdot (p, v) \mid p \in \pi^{-1}(z) \subseteq P, v \in H_{u(p)} \}.
\]
Consider a complex trivialization (i.e., a bundle isomorphism descending to the identity on the base \( \mathbb{C} \))
\[
\Psi : \mathbb{C} \times V \to A^1(\mathfrak{g}_P) \oplus TM^u.
\]
65. **Definition.** We call \( \Psi \) **good**, if the following properties are satisfied.

(i) **(Splitting)** For every \( z \in \mathbb{C} \) we have
\[
(3.11) \quad \Psi_z(C^n \oplus \mathfrak{g}^C \oplus \{ 0 \}) = \{ 0 \} \oplus TM^u_z,
\]
\[
(3.12) \quad \Psi_z(\{ 0 \} \oplus \{ 0 \} \oplus \mathfrak{g}^C) = A^1(\mathfrak{g}_P) \oplus \{ 0 \}.
\]
Furthermore, there exists a number \( R > 0 \), a section \( \sigma \) of \( P \to \mathbb{C} \setminus B_1 \), of class \( W^{1,p}_{\text{loc}} \), and a point \( x_{\infty} \in \mu^{-1}(0) \), such that the following conditions are satisfied. For every \( z \in \mathbb{C} \setminus B_R \) we have
\[
(3.13) \quad \Psi_z(C^n \oplus \{ 0 \} \oplus \{ 0 \}) = H^u_z,
\]
\[
\quad u \circ \sigma(re^{i\varphi}) \to x_{\infty}, \text{ uniformly in } \varphi \in \mathbb{R}, \text{ as } r \to \infty,
\]
\[
\quad \sigma^* A \in L_\lambda^p(\mathbb{C} \setminus B_1, \mathfrak{g}),
\]
and for every \( z \in \mathbb{C} \setminus B_R \) and \( (\alpha, \beta = \varphi + i\psi) \in \mathfrak{g}^C \oplus \mathfrak{g}^C \), we have
\[
(3.14) \quad \Psi_z(0, \alpha, \beta) = (G \cdot (\sigma(z), \varphi ds + \psi dt), G \cdot (u \circ \sigma(z), L_{w_0\sigma(z)}^C(\alpha))).
\]
(ii) There exists a number \( C > 0 \) such that for every \( (z, \zeta) \in \mathbb{C} \times V \)
\[
(3.15) \quad C^{-1} | \zeta | \leq | \Psi_z(z^\varphi \cdot \oplus \mathrm{id}) \zeta | \leq C | \zeta |.
\]
(iii) We have \( \nabla^4(\Psi(p_{\mathrm{id}} \cdot \oplus \mathrm{id})) \in L^p_\lambda(\mathbb{C} \setminus B_1) \).

The first ingredient of the proof of Theorem 63 is the following result.

66. **Proposition.** If \( p > 2, \lambda > -2/p + 1 \), and \( w := (P, A, u) \in \mathcal{B}^p_\lambda \), then there exists a good complex trivialization of \( A^1(\mathfrak{g}_P) \oplus TM^u \).
The proof of this proposition is postponed to subsection 3.2.3 (page 78). The next result shows that a good trivialization transforms \( \hat{D}_w \) into a compact perturbation of some standard operator. We denote \( N_0 := \mathbb{N} \cup \{ 0 \} \) and

\[
|\alpha| := \sum_{i=1}^{n} \alpha_i, \quad \partial^\alpha := \partial_1^{\alpha_1} \cdots \partial_n^{\alpha_n}, \quad \forall \alpha = (\alpha_1, \ldots, \alpha_n) \in N_0^n.
\]

Let \( 1 \leq p \leq \infty, n \in \mathbb{N}, k \in N_0, \lambda \in \mathbb{R}, \Omega \subseteq \mathbb{R}^n \) be an open subset, \( W \) a real or complex vector space, and \( u : \Omega \to W \) a \( k \)-times weakly differentiable map. We define

\[
\|u\|_{L^p_\lambda (\Omega, W)} := \sum_{|\alpha| \leq k} \| \langle \cdot \rangle^{|\lambda|+|\alpha|} \partial^\alpha u \|_{L^p(\Omega, W)} \in [0, \infty],
\]

\[
\|u\|_{W^k_\lambda (\Omega, W)} := \sum_{|\alpha| \leq k} \| \langle \cdot \rangle^{|\lambda|} \partial^\alpha u \|_{L^p(\Omega, W)} \in [0, \infty],
\]

(3.16) \( \Gamma_{\lambda}^k (\Omega, W) := \{ u \in W^k_{\lambda, W}(\Omega, W) | \|u\|_{L^p_{\lambda, W}(\Omega, W)} < \infty \} \)

(3.17) \( W_{\lambda}^k (\Omega, W) := \{ u \in W^k_{\lambda, W}(\Omega, W) | \|u\|_{W^k_{\lambda, W}(\Omega, W)} < \infty \} \).

If \( (X_i, \| \cdot \|_i), i = 1, \ldots, k, \) are normed vector spaces then we endow \( X_1 \oplus \cdots \oplus X_k \) with the norm \( \|(x_1, \ldots, x_k)\| := \sum_i \|x_i\|_i \). Let \( d \in \mathbb{Z} \). If \( d < 0 \) then we choose \( \rho_0 \in C^\infty([0, 1]) \) such that \( \rho_0(z) = 0 \) for \( |z| \leq 1/2 \) and \( \rho_0(z) = 1 \) for \( |z| \geq 1 \). In the case \( d \geq 0 \) we set \( \rho_0 := 1 \). The isomorphism of Lemma 89 (Appendix A.4) induces norms on the vector spaces

\[
\tilde{X}_{\rho, \lambda, d} := C\rho_0 p_d + L^1_{\lambda-1-d} (\mathbb{C}, \mathbb{C}), \quad \tilde{X}_{\rho, \lambda} := \mathbb{C}^{\rho} + L^1_{\lambda-1} (\mathbb{C}, \mathbb{C}^{\rho}).
\]

We define

\[
\tilde{X}_d := \tilde{X}_{\rho, \lambda, d} := \tilde{X}_{\rho, \lambda, d} \oplus \tilde{X}_{\rho, \lambda} \oplus W^1_{\lambda, W^1_{\lambda}} (\mathbb{C}, \mathbb{C}^{\rho} \oplus \mathbb{C}^{\rho}),
\]

\[
\tilde{Y}_d := \tilde{Y}_{\rho, \lambda, d} := L^p_{\lambda-d} (\mathbb{C}, \mathbb{C}) \oplus L^p_{\lambda} (\mathbb{C}, \mathbb{C}^{\rho} \oplus \mathbb{C}^{\rho}).
\]

For a complex vector space \( W \) we denote by \( \partial_W^W (\partial_W^W) \) the operator \( (1/2)(\partial_\lambda + i \partial_\lambda) \) acting on functions from \( \mathbb{C} \) to \( W \). We denote by \( \langle \cdot, \cdot \rangle_\rho \) the hermitian inner product on \( \mathbb{C}^{\rho} \) (complex anti-linear in its first argument) extending \( \langle \cdot, \cdot \rangle_\rho \). Furthermore, we denote by \( A^{0,1}(T M^n) \) the bundle of complex anti-linear one-forms on \( \mathbb{C} \) with values in \( TM^n \), and define the isomorphisms

\[
F_1 : TM^n \to A^{0,1}(TM^n), \quad F_1 (v) := (ds - J dt)v,
\]

\[
F_2 : A^1 (\mathfrak{g}_P) \to A^2 (\mathfrak{g}_P) \oplus \mathfrak{g}_P, \quad F_2 (\varphi ds + \psi dt) := (\psi ds \wedge dt, \varphi),
\]

\[
F : A^1 (\mathfrak{g}_P) \oplus TM^n \to A^{0,1}(TM^n) \oplus A^2 (\mathfrak{g}_P) \oplus \mathfrak{g}_P, \quad F (\alpha, v) := (F_1 v, F_2 \alpha).
\]

We are now ready to formulate the second ingredient of the proof of Theorem 63:

67. PROPOSITION (Operator in good trivialization). Let \( p > 2, \lambda > -2/p + 1, \)

\[ w := (P, A, u) \in \mathcal{B}_\lambda^p, \]

\[ \Psi : \mathcal{C} \times V \to A^1 (\mathfrak{g}_P) \oplus TM^n \]

be a good trivialization. We define \( d \) as in (3.10). The following statements hold.

(i) The following maps are well-defined isomorphisms of normed spaces:

\[
\tilde{X}_d \ni \zeta \mapsto \Psi \zeta \in \tilde{X}_w, \quad \tilde{Y}_d \ni \zeta \mapsto F \Psi \zeta \in \tilde{Y}_w
\]
There exists a positive\textsuperscript{13} \( C \)-linear map \( S_\infty^\prime : g^C \to g^C \) such that the following operator is compact:

\begin{equation}
S := (F\Psi)^{-1} \hat{\Delta}_w \Psi - \partial_x^n \otimes \left( \frac{\partial_y^C}{S_\infty} \right) : \tilde{\mathcal{X}} \to \tilde{\mathcal{Y}}.
\end{equation}

The proof of Proposition 67 is postponed to subsection 3.2.3 (page 81). It is based on some inequalities and compactness properties for weighted Sobolev spaces and a Hardy-type inequality (Propositions 90 and 91 in Appendix A.4).

**Proof of Theorem 63** (p. 74). We fix \( p > 2, \lambda > -2/p + 1 \), and a triple \( w := (P, A, u) \in \mathcal{B}^p \). We prove part (i). The space (3.16) is complete, see [Lo1]. The same holds for the space (3.17) by Proposition 90(ii) (Appendix A.4). Combining this with Propositions 66 and 67(ii), part (i) follows.

**Part (ii)** follows from Propositions 66 and 67(ii), Corollary 96 and Proposition 97 (Appendix A.4). This proves Theorem 63. \( \Box \)

\textbf{68. Remark.} An alternative approach to prove Theorem 63 is to switch to "logarithmic" coordinates \( \tau + i\varphi \) (defined by \( e^{\tau + i\varphi} = s + it \in \mathbb{C} \setminus \{0\} \)). In these coordinates and a suitable trivialization the operator \( \hat{\Delta}_w \) is of the form \( \partial_x + A(\tau) \). Hence one can try to apply the results of [RoSa]. However, this is not possible, since \( A(\tau) \) contains the operator \( v \mapsto e^{\tau} d\mu(u)v d\tau \wedge d\varphi \), which diverges for \( \tau \to \infty \). \( \Box \)

### 3.2.3. Proofs of the results of subsection 3.2.2.

**Proof of Proposition 66** (p. 76). Let \( p, \lambda \) and \( w \) be as in the hypothesis. We choose a section \( \sigma \) of \( P|\tilde{\mathcal{X}} \), and a point \( x_\infty \in \mu^{-1}(0) \) as in Lemma 84 in Appendix A.3.

1. **Claim.** There exists an open \( \mathcal{G} \)-invariant neighborhood \( U \subseteq M \) of \( x_\infty \) such that \( H|_U \) is a smooth subbundle of \( TM \) with the following property. There exists a smooth complex trivialization \( \Psi^U : U \times \mathbb{C}^n \to H|_U \) satisfying

\[
\Psi^U_{\infty^U} v_0 = g \Psi^U_X v_0 := g \Psi^U(x, v_0), \quad \forall g \in \mathcal{G}, \; x \in U, \; v_0 \in \mathbb{C}^n.
\]

**Proof of Claim 1.** By hypothesis (H) we have \( x_\infty \in M^* \) (where \( M^* \) is defined as in (2.14)). We choose a \( \mathcal{G} \)-invariant neighborhood \( U_0 \subseteq M^* \) of \( x_\infty \) so small that \( \ker d\mu(x) \) and \( \text{im}L_x \) intersect transversely, for every \( x \in U_0 \). Then \( H|_{U_0} \) is a smooth subbundle of \( TM|_{U_0} \). Furthermore, by the local slice theorem there exists a pair \( (U, N) \), where \( U \subseteq U_0 \) is a \( \mathcal{G} \)-invariant neighborhood of \( x_\infty \) and \( N \subseteq U \) is a submanifold of dimension \( \dim M - \dim G \) that intersects \( Gx \) transversely in exactly one point, for every \( x \in U \). We choose a complex trivialization of \( H|_N \) and extend it in a \( \mathcal{G} \)-equivariant way, thus obtaining a trivialization of \( \Psi^U \) of \( H|_U \). This proves Claim 1. \( \Box \)

We choose \( U \) and \( \Psi^U \) as in Claim 1. It follows from Lemma 84 that there exists \( R > 1 \) such that \( u(p) \in U \), for \( p \in \pi^{-1}(z) \subseteq P \), if \( z \in \mathbb{C} \setminus B_R \). We define

\[
\tilde{\Psi}^\infty : \left( \mathbb{C} \setminus B_R \right) \times (\mathbb{C}^n \oplus g^C) \to TM^* = (u^*TM)/G,
\]

\[
\tilde{\Psi}^\infty(v_0, \alpha) = G \cdot \left( u \circ \sigma(z) \right) \Psi^\infty_{U_0}(z^{-d} \cdot \circ \text{id}) v_0 + L^C_{U_0}(z) \alpha.
\]

\textsuperscript{13}This means that \( \langle S_\infty v, v \rangle^C_\hat{g} > 0 \) for every \( 0 \neq v \in g^C \).
This is a complex trivialization of $TM^u|_{\mathcal{C} \setminus B_R}$ (of class $W^{1,p}_{\text{loc}}$).

2. CLAIM. $\tilde{\Psi}^\infty|_{\mathcal{C} \setminus B_{R+1}}$ extends to a complex trivialization of $TM^u$.

We define $f : \mathbb{C} \setminus \{0\} \to S^1$ by $f(z) := z/|z|$.

**Proof of Claim 2.** We choose a complex trivialization
\[
\Psi^0 : B_R \times (\mathbb{C}^n \oplus \mathfrak{g}^C) \to TM^u|_{B_R}
\]
of class $W^{1,p}_{\text{loc}}$. We define
\[
\Phi : S^1_R := \{z \in \mathbb{C} | |z| = R\} \to \text{Aut}(\mathbb{C}^n \oplus \mathfrak{g}^C),
\]
\[
\Phi_z(v_0, \alpha) := (\Psi^0_z)^{-1} \left( G \cdot (u \circ \sigma(z), \Psi^U_{\sigma\circ\sigma(z)} v_0 + L^C_{\sigma\circ\sigma(z)} \alpha) \right).
\]

For a continuous map $x : S^1_R \to S^1$ we denote by $\deg(x)$ its degree.

3. CLAIM. We have
\[
\langle c_1^L(M, \omega), [[u]] \rangle = \deg(f \circ \det \circ \Phi).
\]

**Proof of Claim 3.** We define $\tilde{P}$ to be the quotient of $P \coprod ((S^2 \setminus \{0\}) \times G)$ under the equivalence relation generated by $p \sim (z, g)$, where $g \in G$ is determined by $\sigma(z) g = p$, for $p \in \pi^{-1}(z) \subseteq P$, $z \in \mathbb{C} \setminus \{0\}$. Furthermore, we define
\[
\tilde{u} : \tilde{P} \to M, \quad \tilde{u}([p]) := \begin{cases} u(p), & \text{for } p \in P, \\ \tilde{u}(\infty, g) := g^{-1}x_{\infty}, & \text{for } g \in G. \end{cases}
\]

The statement of Lemma 84 implies that this map is continuous and extends $u$. The fiberwise pullback form $\tilde{u}^*\omega$ on $\tilde{P}$ descends to a symplectic form $\tilde{\omega}$ on the vector bundle $TM^\bar{u} = (\tilde{u}^*TM)/G \to S^2$. Similarly, the structure $J$ induces an complex structure $\tilde{J}$ on $TM^\bar{u}$. The structures $\tilde{\omega}$ and $\tilde{J}$ are compatible, and therefore, we have
\[
c_1(TM^\bar{u}, \tilde{\omega}) = c_1(TM^\bar{u}, \tilde{J}).
\]

Using Lemma 86 in Appendix A.3, it follows that
\[
\langle c_1^L(M, \omega), [[u]] \rangle = \langle c_1(TM^\bar{u}, \tilde{J}), [S^2] \rangle.
\]

We define the local complex trivialization
\[
\Psi^\infty : (S^2 \setminus B_R) \times (\mathbb{C}^n \oplus \mathfrak{g}^C) \to TM^\bar{u},
\]
\[
\Psi^\infty_z(v_0, \alpha) := \begin{cases} G \cdot (u \circ \sigma(z), \Psi^U_{\sigma\circ\sigma(z)} v_0 + L^C_{\sigma\circ\sigma(z)} \alpha), & \text{if } z \in \mathbb{C} \setminus B_R, \\ G \cdot ([\infty, 1], \Psi^U_{s_{\infty} v_0 + L^C_{s_{\infty}} \alpha}), & \text{if } z = \infty. \end{cases}
\]

Recalling the definition (3.21), we have
\[
\Phi_z = (\Psi^0_z)^{-1}\Psi^\infty_z, \quad \forall z \in S^1_R.
\]

Therefore, $\Phi$ is the transition map between $\Psi^0$ and $\Psi^\infty$. It follows that
\[
\langle c_1(TM^\bar{u}, \tilde{J}), [S^2] \rangle = \deg(f \circ \det \circ \Phi).
\]

Combining this with (3.23), equality (3.22) follows. This proves Claim 3.  \hfill \Box
We denote \( d := \langle c_1^\mathfrak{g}(M, \omega), [w] \rangle \). By Claim 3 and Lemma 123 in Appendix A.7 the maps \( \Phi \) and
\[
S_R^1 \ni z \mapsto (z^d \cdot \text{id}) \in \text{Aut}(\mathbb{C}^n \oplus \mathfrak{g}^\mathbb{C})
\]
are homotopic. Hence there exists a continuous map
\[
h : \hat{B}_R \setminus B_1 \to \text{Aut}(\mathbb{C}^n \oplus \mathfrak{g}^\mathbb{C}),
\]
such that \( h_z := h(z) = (z^d \cdot \text{id}) \), if \( z \in S_1^1 \), and \( h_z = \Phi(z) \), if \( z \in S_1^1 \). We define
\[
\tilde{\Psi} : \mathbb{C} \times (\mathbb{C}^n \oplus \mathfrak{g}^\mathbb{C}) \to TM^u, \quad \tilde{\Psi}_z := \begin{cases} \tilde{\Psi}_z^\infty, & \text{for } z \in \mathbb{C} \setminus B_R, \\ \Psi^0 h_z(z^{-d} \cdot \text{id}), & \text{for } z \in B_R \setminus B_1, \\ \Psi^0_z, & \text{for } z \in B_1.
\end{cases}
\]
Regularizing \( \tilde{\Psi} \) on the ball \( B_{R+1} \), we obtain the required extension of \( \tilde{\Psi}^\infty|_{\mathbb{C} \setminus B_{R+1}} \), of class \( W^{1,p}_{\text{loc}} \). This proves Claim 2.

We define the trivialization
\[
(3.24) \quad \tilde{\Psi}^\infty : (\mathbb{C} \setminus B_R) \times \mathfrak{g}^\mathbb{C} \to A^1(\mathfrak{g}_P|_{\mathbb{C} \setminus B_R}), \quad \tilde{\Psi}^\infty_z(\varphi + i\psi) := G \cdot (\sigma(z), \varphi ds + \psi dt).
\]

4. CLAIM. \( \tilde{\Psi}^\infty|_{\mathbb{C} \setminus B_{R+1}} \) extends to a complex trivialization of the bundle \( A^1(\mathfrak{g}_P) \) over \( \mathbb{C} \).

**Proof of Claim 4.** We denote by \( \text{Ad} \) and \( \text{Ad}^\mathbb{C} \) the adjoint representations of \( G \) on \( \mathfrak{g} \) and \( \mathfrak{g}^\mathbb{C} \) respectively. We have
\[
\det(\text{Ad}^\mathbb{C}_g) = \det(\text{Ad}_g) \in \mathbb{R}, \quad \forall g \in G.
\]
We choose a continuous section \( \hat{\sigma} \) of the restriction \( P|_{\hat{B}_R} \). We define \( g : S_1^1 \to G \) to be the unique map such that \( \sigma(z) = \hat{\sigma}(z)g(z) \), for every \( z \in S_1^1 \). Since \( f \circ \det(\text{Ad}^\mathbb{C}_g) = \pm 1 \), we have
\[
\deg \left( S_R^1 \ni z \mapsto f \circ \det(\text{Ad}^\mathbb{C}_g(z)) \right) = 0.
\]
Hence Lemma 123 (Appendix A.7) implies that there exists a continuous map \( \Phi : \hat{B}_R \to \text{Aut}(\mathfrak{g}^\mathbb{C}) \) satisfying \( \Phi_z := \Phi(z) = \text{Ad}^\mathbb{C}_g(z) \), for every \( z \in S_1^1 \). We define \( \hat{\Psi} : \mathbb{C} \times \mathfrak{g}^\mathbb{C} \to A^1(\mathfrak{g}_P) \) to be the trivialization that equals \( \tilde{\Psi}^\infty \) on \( \mathbb{C} \setminus B_R \), and satisfies
\[
\hat{\Psi}_z \alpha := G \cdot (\hat{\sigma}, \varphi' ds + \psi' dt),
\]
where \( \varphi' + i\psi' := \Phi_z \alpha \), for every \( z \in B_R \), \( \alpha \in \mathfrak{g}^\mathbb{C} \). Regularizing \( \hat{\Psi} \) on the ball \( B_{R+1} \), we obtain an extension of \( \hat{\Psi}^\infty|_{\mathbb{C} \setminus B_{R+1}} \), of class \( W^{1,p}_{\text{loc}} \). This proves Claim 4.

We choose extensions \( \tilde{\Psi} \) and \( \hat{\Psi} \) of \( \tilde{\Psi}^\infty \) and \( \hat{\Psi}^\infty \) as in Claims 2 and 4, and we define
\[
\Psi : \mathbb{C} \times V \to A^1(\mathfrak{g}_P) \oplus TM^u, \quad \Psi(z; v_0, \alpha, \beta) := (\tilde{\Psi}_z \beta, \hat{\Psi}_z(v_0, \alpha)).
\]

5. CLAIM. The map \( \Psi \) is a good complex trivialization.

**Proof of Claim 5.** Condition (i) of Definition 65 follows from the construction of \( \Psi \). (The condition \( \sigma' A \in L^\mathbb{C}_s(\mathbb{C} \setminus B_1, \mathfrak{g}) \) follows from the statement of Lemma 84.)

To prove (ii), note that for \( z \in \mathbb{C} \setminus B_{R+1} \) and \( (v_0, \alpha, \beta) \in V \), we have
\[
(3.25) \quad |\Psi_z(z^d \cdot \text{id})(v_0, \alpha, \beta)|^2 = |\beta|^2 + |\Psi_{\text{uro}(z)}v_0|^2 + |L^\mathbb{C}_{\text{uro}(z)}\beta|^2.
\]
That proves Claim 5 and concludes the proof of Proposition 66. □

Using the fact using (3.24), it follows that for every \( z \in \mathbb{C} \setminus B_{R+1} \), \( v_0 \in \mathbb{C}^n \), and \( \alpha \in \mathfrak{g}^C \). Combining this with equality (3.25), condition (ii) follows.

We check condition (iii). Let
\[
\zeta := (v_0, \alpha, \beta = \varphi + i\psi) \in V, \quad z \in \mathbb{C} \setminus B_{R+1}, \quad v \in T_z \mathbb{C}.
\]
We choose a point \( p \in \pi^{-1}(z) \subseteq P \) and a vector \( \tilde{v} \in T_p P \) such that \( \pi \tilde{v} = v \). Then
\[
\nabla^A (\tilde{\Psi} (p_d \odot \text{id}) (v_0, \alpha)) = G \cdot (\varphi (p), \nabla^A (\Psi (v_0 + L^C_0 \alpha))),
\]
where \( \nabla^A \tilde{v} \) is defined as in (A.62). Furthermore, for every smooth vector field \( X \) on \( U \) we have
\[
\nabla^A \tilde{v} X = (u^* \nabla) \tilde{v} - p(A\tilde{v}) X = \nabla d_\lambda u \tilde{v} X.
\]
We define
\[
C := \max \| \nabla^A (\Psi (v'' + L^C_0 \alpha)) \|,
\]
where the maximum is taken over all \( v'' \in T_x M, \; x \in u(P \cap B_{R+1}) \) and \( (v'', \alpha) \in \mathbb{C}^n \oplus \mathfrak{g}^C \) such that \( |v''| \leq 1, \; |(v'', \alpha)| \leq 1 \). Furthermore, we define
\[
C' := \| d_\lambda u \|_{L^\infty(\mathbb{C} \setminus B_{R+1})}.
\]
It follows that
\[
\| \nabla^A (\tilde{\Psi} (p_d \odot \text{id}) (v_0, \alpha)) \|_{L^\infty(\mathbb{C} \setminus B_{R+1})} \leq CC' \| (v_0, \alpha) \|.
\]
We now define \( \tilde{\varphi}, \tilde{\psi} : \mathbb{C} \to \mathfrak{g} \) to be the unique equivariant maps such that \( \tilde{\varphi} \circ \sigma \equiv \varphi, \; \tilde{\psi} \circ \sigma \equiv \psi \). We have \( d_\lambda \tilde{\varphi} \sigma_* v = [(\sigma^* A) v, \varphi] \), and similarly for \( \tilde{\psi} \). Since
\[
\nabla^A \tilde{\varphi} \sigma_* (\tilde{\varphi} ds + \tilde{\psi} dt) = (d_\lambda \tilde{\varphi} \sigma_* v) ds + (d_\lambda \tilde{\psi} \sigma_* v) dt,
\]
using (3.24), it follows that
\[
\| \nabla^A (\tilde{\varphi} ds + \tilde{\psi} dt) \| = \| G \cdot (\tilde{\varphi} ds + \tilde{\psi} dt) \| = \| [(\sigma^* A) v, \beta] \|.
\]
Using the fact \( \| \sigma^* A \|_{p, \lambda} < \infty \) and inequality (3.26), condition (iii) follows. This proves Claim 5 and concludes the proof of Proposition 66.

**Proof of Proposition 67** (p. 77). Let \( p, \lambda, w = (P, A, u) \) and \( \Psi \) be as in the hypothesis. We choose \( \rho_0 \in C^\infty(\mathbb{C}, [0, 1]) \) such that \( \rho_0(z) = 0 \) for \( z \in B_{1/2} \) and \( \rho_0(z) = 1 \) for \( z \in \mathbb{C} \setminus B_1 \). We fix \( R \geq 1, \; \sigma \) and \( \sigma_\infty \) as in Definition 65(i).

**We prove statement (i).** For every \( \zeta \in W^{1,1}_\text{loc}(\mathbb{C}, V) \) Leibnitz’ rule implies that
\[
\nabla^A (\Psi (\zeta)) = \left( \nabla^A (\Psi (p_d \odot \text{id})) \right) (p_{-\lambda} \cdot \odot \text{id}) \zeta + \Psi (p_d \cdot \odot \text{id}) D((p_{-\lambda} \cdot \odot \text{id}) \zeta).
\]

1. **Claim.** The first map in (3.19) is well-defined and bounded.
3. Fredholm Theory for Vortices Over the Plane

**Proof of Claim 1.** Proposition 90(i) in Appendix A.4 and the fact \( \lambda > -2/p + 1 \) imply that there exists a constant \( C_1 \) such that

\[
\|((\alpha)^{-d} \cdot \oplus \text{id})\zeta\|_{\infty} \leq C_1 \|\zeta\|_{\tilde{X}_d}, \quad \forall \zeta \in \tilde{X}_d.
\]

We choose a constant \( C_2 := C_1 \) as in part (ii) of Definition 65. Then by (3.15) and (3.28), we have

\[
\|\Psi \|_{\infty} \leq C_1 C_2 \|\zeta\|_{\tilde{X}_d}, \quad \forall \zeta \in \tilde{X}_d.
\]

It follows from (3.13) and (3.14), the definition \( H_x := \ker d\mu(x) \cap \text{im} L_x^+ \) and the compactness of \( u(P) \) that there exists \( C_3 \in \mathbb{R} \) such that, for every \( \zeta \in \tilde{X}_d \),

\[
\|d\mu(u)\zeta + |Pr^\alpha \zeta| + |\alpha'|\|_{p,\lambda} \leq C_3 \|\zeta\|_{\tilde{X}_d},
\]

where \((\alpha',\alpha') := \Psi \zeta\). For \( r > 0 \) we denote

\[
B_r^C := C \setminus B_r, \quad \| \cdot \|_{p,\lambda;r} := \| \cdot \|_{L^p(B_r^C)}.
\]

We define

\[
C_4 := \max \left\{ \|\nabla^A(\Psi(p_d \cdot \oplus \text{id}))\|_{p,\lambda;1}, C_2 \right\}.
\]

By condition (iii) of Definition 65 we have \( C_4 < \infty \). Let \( \zeta \in \tilde{X}_d \). Then by (3.27) we have

\[
\|\nabla^A(\Psi \zeta)\|_{p,\lambda;1} \leq C_4 \left( \|p_d \cdot \oplus \text{id}\|_{L^\infty} \|\zeta\|_{\tilde{X}_d} + \|D((p_d - \oplus \text{id})\zeta)\|_{p,\lambda;1} \right).
\]

Defining

\[
C_5 := \max \left\{ -d2^{(-d+3)/2}, 2 \right\},
\]

we have, by Proposition 90(iv),

\[
\|D((p_d - \oplus \text{id})\zeta)\|_{p,\lambda;1} \leq C_5 \|\zeta\|_{\tilde{X}_d}.
\]

Combining this with (3.31) and (3.28), we get

\[
\|\nabla^A(\Psi \zeta)\|_{p,\lambda;1} \leq C_4 (2 \|\zeta\|_{\tilde{X}_d} + C_5) \|\zeta\|_{\tilde{X}_d}.
\]

By a direct calculation there exists a constant \( C_6 \) such that

\[
\|\nabla^A(\Psi \zeta)\|_{L^p(B_r^C)} \leq C_6 \|\zeta\|_{\tilde{X}_d}, \quad \forall \zeta \in \tilde{X}_d.
\]

Claim 1 follows from this and (3.29,3.30,3.32).

**2. Claim.** The map \( \tilde{X}_w \ni \zeta' \mapsto \Psi^{-1}\zeta' \in \tilde{X}_d \) is well-defined and bounded.

**Proof of Claim 2.** We choose a neighborhood \( U \subseteq M \) of \( \mu^{-1}(0) \) as in Lemma 126 (Appendix A.7), and define \( c \) as in (A.67), and \( C_1 := \max \{ c^{-1}, 1 \} \). Since \( u \circ \sigma(re^{i\varphi}) \) converges to \( x_\infty \), uniformly in \( \varphi \in \mathbb{R} \), as \( r \to \infty \), there exists \( R' \geq R \) such that \( u(p) \in U \), for every \( p \in \pi^{-1}(B_R^C) \subseteq P \). Then (3.13,3.14) and (A.67) imply that

\[
\|((\alpha,\beta))\|_{p,\lambda;R'} \leq C_1 \|\Psi \|_{0,\alpha,\beta}\|_{p,\lambda;R'} \leq C_1 \|\zeta'\|_{w},
\]

where \((\alpha_0,\alpha,\beta) := \Psi^{-1}\zeta'\), for every \( \zeta' \in \tilde{X}_d \).

**3. Claim.** There exists a constant \( C_2 \) such that for every \( \zeta' \in \tilde{X}_w \), we have

\[
\|D((\rho \circ p_d - \oplus \text{id})\Psi^{-1}\zeta')\|_{L^p(C)} \leq C_2 \|\zeta'\|_{w}.
\]
Proof of Claim 3. It follows from equality (3.27) and conditions (ii) and (iii) of Definition 65 that there exist constants $C$ and $C'$ such that

$$\|D((p_d - d \cdot \text{id})\psi^{-1}\zeta')\|_{p,\lambda} \leq C\left(\|\nabla A\zeta'\|_{p,\lambda} + \|\nabla A(\psi(p_d \cdot \text{id}))\|_{p,\lambda}\|\zeta'\|_{\infty}\right) \leq C'\|\zeta'\|_w, \quad \forall \zeta' \in \hat{\mathcal{X}}_w.$$  

On the other hand, Leibnitz’ rule implies that

$$D(\psi^{-1}\zeta') = \psi^{-1}(\nabla A\zeta' - (\nabla A\psi)\psi^{-1}\zeta').$$

Hence by a short calculation, using Leibnitz’ rule again, it follows that there exists a constant $C''$ such that

$$\|D((\rho_0 p_{-d} \cdot \text{id})\psi^{-1}\zeta')\|_{L^p(B_1)} \leq C''\|\zeta'\|_w, \quad \zeta' \in \hat{\mathcal{X}}_w.$$  

Combining this with (3.35), Claim 3 follows. \qed

Let $\zeta' \in \hat{\mathcal{X}}_w$. We denote

$$\tilde{\zeta} := (\tilde{v}_0, \tilde{\alpha}, \tilde{\beta}) := (\rho_0 p_{-d} \cdot \text{id})\psi^{-1}\zeta'.$$

By inequality (3.34) the hypotheses of Proposition 91 in Appendix A.4 with $n := 2$ and $\lambda$ replaced by $\lambda - 1$ are satisfied. It follows that there exists

$$\zeta_\infty := (v_\infty, \alpha_\infty, \beta_\infty) \in V = \mathbb{C}^n \oplus \mathfrak{g}^C \oplus \mathfrak{g}^C,$$

such that $\tilde{\zeta}(r e^{i\varphi}) \to \zeta_\infty$, uniformly in $\varphi \in \mathbb{R}$, as $r \to \infty$, and

$$\|(|\tilde{\zeta} - \zeta_\infty| \cdot |\lambda - 1|)|_{L^p(\mathbb{C})} \leq (\dim M + 2 \dim G)\frac{p}{\lambda - 1 + \frac{2}{p}}\|D\tilde{\zeta}| \cdot |\lambda\|_{L^p(\mathbb{C})}. $$

Since $\lambda > -2/p + 1$, we have

$$\int_{B_1^G} (\cdot)^{p\lambda} = \infty.$$  

Hence the convergence $(\tilde{\alpha}, \tilde{\beta}) \to (\alpha_\infty, \beta_\infty)$ and the estimate (3.33) imply that $(\alpha_\infty, \beta_\infty) = (0, 0)$. We choose a constant $C > 0$ as in part (ii) of Definition 65. The convergence $\tilde{v}_0 \to v_\infty$ and the first inequality in (3.15) imply that

$$|v_\infty| \leq \|\tilde{v}_0\|_\infty \leq 2\frac{|d|}{C}\|\zeta'\|_\infty.$$  

We define

$$(v^1, \ldots, v^n, \alpha, \beta) := \psi^{-1}\zeta' - (\rho_0 p_d v_\infty^1, v_\infty^2, \ldots, v_\infty^n, 0, 0).$$

Proposition 90(iv) in Appendix A.4 and inequalities (3.36) and (3.34) imply that there exists a constant $C_6$ (depending on $p, \lambda, d$ and $\Psi$, but not on $\zeta'$) such that

$$\|v^1\|_{L^1_{p,-d}(B^c)} + \|(v^2, \ldots, v^n, \alpha, \beta)\|_{L^1_{p,d}(B^c)} \leq C_6\|\zeta'\|_w.$$  

Finally, by a straight-forward argument, there exists a constant $C_7$ (independent of $\zeta'$) such that

$$\|\psi^{-1}\zeta'\|_{W^{1, p}(B^c)} \leq C_7\|\zeta'\|_w.$$  

Combining this with (3.33,3.36,3.38), Claim 2 follows. \qed
follows that 

\[ \text{direct calculation shows that} \]

Here (3.11) and (3.12) there exist complex trivializations
\[ S^\circ : \mathbb{C} \times (\mathbb{C}^n \oplus \mathfrak{g}^C) \to TM^\nu, \quad \Psi_2 : \mathbb{C} \times \mathfrak{g}^C \to A^1(\mathfrak{g}_p), \]

such that \( \Psi_z(v_0, \alpha, \beta) = ((\Psi_2)_z \beta, (\Psi_1)_z(v_0, \alpha)) \). We denote by
\[ \iota : \mathfrak{g}^C \to \mathbb{C}^n \oplus \mathfrak{g}^C, \quad \text{pr} : \mathbb{C}^n \oplus \mathfrak{g}^C \to \mathfrak{g}^C \]

the canonical inclusion and projection. We define
\[ d : \mathfrak{g}^C \to \mathbb{C}^n \oplus \mathfrak{g}^C, \quad \text{pr} : \mathbb{C}^n \oplus \mathfrak{g}^C \to \mathfrak{g}^C \]

Since \( \hat{S} \) is finite dimensional, \( S|_{\hat{Y}_d} \) is compact. Hence it suffices to prove that \( S|_{\hat{Y}_d} \) is compact. To see this, we denote
\[ Q := \left( \frac{ds \wedge dt \, d\mu(u)}{L_u^*} \right), \quad T := \left( \frac{da}{-d_A^*} \right), \]

and we define \( \hat{S}_{ij}^j : \hat{X}_d \to \hat{Y}_d \) (for \( i, j = 1, 2 \)) and \( \hat{S}_{ij}^1 : \hat{X}_d^1 \to \hat{Y}_d^1 \) by
\[ \hat{S}_{11}^1 := (F_1 \Psi_1)_1^{-1}(P_{\nu}, \alpha) \]
\[ \hat{S}_{22}^1 := (F_2 \Psi_2)_2^{-1}(P_{\nu}, \alpha) \]
\[ \hat{S}_{22}^1 := (F_2 \Psi_2)_2^{-1}(P_{\nu}, \alpha) \]

Here \( (T \Psi_2)_2 : = T(\Psi_2)_2 \), for \( \alpha \in \mathfrak{g}^C \) (viewed as a constant section of \( \mathbb{C} \times \mathfrak{g}^C \)). (Recall also that \( S^\circ : \mathfrak{g}^C \to \mathfrak{g}^C \) is the complex linear extension of \( L^\nu \mathcal{L}_\infty : \mathfrak{g} \to \mathfrak{g} \).)

A direct calculation shows that
\[ S(v, \alpha) = (S_1^1 v + \hat{S}_{11}^1 v + S_{22}^1 v + S_{22}^2) \]

For a subset \( X \subseteq \mathbb{C} \) we denote by \( \chi_X : \mathbb{C} \to \{0, 1\} \) its characteristic function. It follows that \( \chi_{B_R} S_{\hat{Y}_d} \) is of 0-th order. Since it vanishes outside \( B_R \), it follows that this map is compact.

**4. CLAIM**. The operators \( \chi_{B_R} S_{\hat{Y}_d} \), \( i, j = 1, 2 \), and \( \chi_{B_R} \hat{S}_{11}^1 \) are compact.

**Proof of Claim 4.** To see that \( \chi_{B_R} S_{\hat{Y}_d} \) is compact, note that Leibnitz’ rule and holomorphicity of \( p_d \) imply that
\[ (\nabla^A \Psi_1)_1^{0.1} = (\nabla^A (\Psi_1 (p_d \cdot \text{id})))^{0.1} (p_{-d} \cdot \text{id}), \quad \text{on } \mathbb{C} \setminus \{0\}. \]

For a normed vector space \( V \) we denote by \( C_b(\mathbb{C}, V) \) the space of bounded continuous maps from \( \mathbb{C} \) to \( V \). Since \( \lambda > 1 - 2/p \), assertions (iv) and (i) of Proposition 90 imply that the map
\[ (p_{-d} \cdot \text{id}) : \hat{X}_d^1 \to C_b(\mathbb{C}, \mathbb{C}^n \oplus \mathfrak{g}^C) \]
is well-defined and compact. By Definition 65(iii), the map
\[ \chi_{B^c_n} (\nabla^A (\Psi_1 (pA \cdot \langle \cdot \rangle)))^{0,1} : C_0 (C, C \otimes g^C) \to \Gamma^p_\lambda (A_{0,1} (TM^n)) \]
is bounded. Condition (ii) of Definition 65 implies boundedness of the map
\[ (F^1_\lambda)^{-1} : \Gamma^p_\lambda (A_{0,1} (TM^n)) \to \tilde{Y}^d_\lambda. \]
Compactness of \( \chi_{B^c_n} S^1 \) follows.

By the definition of \( \tilde{B}^p_n \), we have \( |d_A u| \in L^p_\lambda (C) \). This together with Proposition 90(iv) and (i) and Definition 65(ii) implies that the map \( \chi_{B^c_n} S^1 \) is compact. Furthermore, it follows from Definition 65(i) that \( \chi_{B^c_n} S^2 = 0 \).

To see that \( \chi_{B^c_n} S^2 \) is compact, we define \( f : B^p_n \to \text{End}(g^C ) \) by setting \( f(z) : g^C \to g^C \) to be the complex linear extension of the map
\[ (\nabla^A (\Psi_1 (pA \cdot \langle \cdot \rangle)))^{0,1} : C_0 (C, C \otimes g^C) \to \Gamma^p_\lambda (A_{0,1} (TM^n)) \]
By the definition of \( \chi_{B^c_n} S^2 \) is compact. Claim 4 follows. It follows that the operator
\[ \chi_{B^c_n} S^2 = \chi_{B^c_n} f \text{pr}. \]
It follows that this operator is compact.

Finally, Proposition 90(i) and parts (iii) and (ii) of Definition 65 imply that the map \( \chi_{B^c_n} S^2 \) is compact. Claim 4 follows. It follows that the operator \( S : \tilde{X}_d \to \tilde{Y}_d \) (as in (3.20)) is compact. This completes the proof of statement (ii) and hence of Proposition 67.

3.2.4. Proof of Theorem 64 (Right inverse for \( L_w^* \)). For the proof of this result we need the following. Let \( n \in \mathbb{N}, \ell \in \mathbb{N}_0, p > n/(\ell + 1), G \) be a compact Lie group, \( \langle \cdot, \cdot \rangle_g \) an invariant inner product on \( g := \text{Lie}(G) \), \( X \) a manifold (possibly with boundary), and \( P \to X \) a \( G \)-bundle of class \( W^{\ell+1}_\text{loc} \). We denote by \( g_P := ((P \times g)/G) \to X \) the adjoint bundle, and by \( A^{\text{i.e.}}_\text{loc} (P) \) the affine space of connections on \( P \) of class \( W^{\ell}_\text{loc} \), i.e., of class \( W^{\ell}_\text{loc} \) on every compact subset of \( X \). If \( X \) is compact then we abbreviate \( A^{\text{i.e.}}_\text{loc} (P) := A^{\text{i.e.}}_\text{loc} (P) \). Let \( \langle \cdot, \cdot \rangle_X \) be a Riemannian metric on \( X \) and \( A \in A^{\text{i.e.}}_\text{loc} (P) \). The connection \( A \) induces a connection \( d_A \) on the adjoint bundle \( g_P = (P \times g)/G \). For every \( i \in \mathbb{N} \) this connection and the Levi-Civita connection of \( \langle \cdot, \cdot \rangle_X \) induce a connection \( \nabla^A_{\langle \cdot, \cdot \rangle_X} \) on the bundle \( (T^* X)^{\otimes i} \otimes g_P \). We abbreviate these connections by \( \nabla^A \). Let \( k \in \{0, \ldots, \ell + 1\} \).

For a vector bundle \( E \) over \( X \) we denote by \( \Gamma^p_{k,p,A} (E) \) the space of \( W^{k,p}_\text{loc} \)-sections of \( E \). For \( \alpha \in \Gamma^k_{k,p,A} ((T^* X)^{\otimes i} \otimes g_P) \) we define
\[
\| \alpha \|_{k,p,A} := \| \alpha \|_{k,p,A, \langle \cdot, \cdot \rangle_X} := \sum_{j=0}^{\ell} \| (\nabla^A)^j \alpha |_{\langle \cdot, \cdot \rangle_X} \|_{L^p(X, \langle \cdot, \cdot \rangle_X)},
\]
where \( \| \cdot \|_{L^p(X, \langle \cdot, \cdot \rangle_X)} \) denotes the pointwise norm induced by \( \langle \cdot, \cdot \rangle_X \) and \( \langle \cdot, \cdot \rangle_g \), and \( \| \cdot \|_{L^p(X, \langle \cdot, \cdot \rangle_X)} \) denotes the \( L^p \)-norm of a function on \( X \), induced by \( \langle \cdot, \cdot \rangle_X \).

We denote by \( A^i (g_P) \) the bundle of \( i \)-forms on \( X \) with values in \( g_P \), and
\[
\Omega^p_{k,p,A} (g_P) := \{ \alpha \in \Gamma^p_{k,p,A} (A^i (g_P)) \mid \| \alpha \|_{k,p,A} < \infty \},
\]
\[
\Gamma^p_{k,p,A} (g_P) := \Omega^p_{k,p,A} (g_P), \quad \Gamma^p (g_P) := \Gamma^0_{k,p,A} (g_P).
\]
We choose a compact subset $\tilde{\rho}$, with respect to the $L^2$-metrics induced by $\langle \cdot, \cdot \rangle_X$ and $\langle \cdot, \cdot \rangle_g$. Here $\ast$ denotes the Hodge star operator.

69. PROPOSITION (Right inverse for $d'_A$). Let $n, G$ and $\langle \cdot, \cdot \rangle_g$ be as above, $p > n$, and $(X, \langle \cdot, \cdot \rangle_X)$ a Riemannian manifold. Assume that $X$ is diffeomorphic to $\overline{B}_1 \subseteq \mathbb{R}^n$. Then the following statements hold.

(i) For every $G$-bundle $P \to X$ of class $W^{2,p}$ and every connection one-form $\tilde{\omega}$ on $P$ of class $W^{1,p}$ there exists a bounded right inverse of the operator (3.42).

(ii) There exist constants $\varepsilon > 0$ and $C > 0$ such that for every $G$-bundle $P \to X$ of class $W^{2,p}$, and every $A^1_{\ast,D} \in \mathcal{A}(P)$ satisfying $\|F_A\|_p \leq \varepsilon$, there exists a right inverse $R$ of the operator $d'_A$ (as in (3.42)), satisfying

$$||R|| := \sup \{ ||RX||_{1,p,A} \mid \xi \in \Gamma^p(g_P) : ||\xi||_p \leq 1 \} \leq C.$$ 

We postpone the proof of Proposition 69 to the appendix (page 118).

PROOF OF THEOREM 64 (p. 74). Let $p, \lambda$ and $w = (P, A, u)$ be as in the hypothesis. We construct a map

$$R : L^p_{\text{loc}}(g_P) \to \Gamma^p_{\text{loc}}(A^1(\mathcal{g}_P) \oplus TM^w)$$

such that $L^p_{\text{loc}}R$ is well-defined and equals id, and we show that $R$ restricts to a bounded map from $\Gamma^p_{\text{loc}}(g_P)$ to $\bar{X}^{p,\lambda}_{\text{loc}}$. (See Claim 1 below.) It follows from hypothesis (H) that there exists $\delta > 0$ such that $\mu^{-1}(\overline{B}_\delta) \subseteq M^*$ (defined as in (2.14)). It follows from Lemma 84 in Appendix 3.1 that there exists a number $a > 0$ such that $u(p) \in \mu^{-1}(\overline{B}_\delta)$, for every $p \in \pi^{-1}(\mathbb{C} \setminus (-a, a)^2) \subseteq P$. We choose constants $\varepsilon_1$ and $C_1$ as in the second assertion of Proposition 69 (corresponding to $\varepsilon$ and $C$, for $n = 2$). Furthermore, we choose constants $C_2$ and $\varepsilon_2$ as in Lemma 107 in Appendix A.6 (corresponding to $C$ and $\varepsilon$). We define $\varepsilon := \min\{\varepsilon_1, \varepsilon_2\}$. By assumption we have $|F_A| \in L^p_\lambda(\mathbb{C})$. Hence there exists an integer $N > a$ such that

$$\|F_A\|_{L^p_{\text{loc}}(\mathbb{C} \setminus (-N, N)^2)} < \varepsilon.$$ 

We choose a smooth function $\rho : [-1, 1] \to [0, 1]$ such that $\rho = 0$ on $[-1, -3/4] \cup [3/4, 1]$, $\rho = 1$ on $[-1/4, 1/4]$, and $\rho(-t) = \rho(t)$ and $\rho(t) + \rho(t - 1) = 1$, for all $t \in [0, 1]$. We choose a bijection

$$(\varphi, \psi) : \mathbb{Z} \setminus \{0\} \to \mathbb{Z}^2 \setminus \{-N, \ldots, N\}^2.$$ 

We define $\tilde{\rho} : \mathbb{R} \to [0, 1]$ by

$$\tilde{\rho}(t) := \begin{cases} 1, & \text{if } |t| \leq N, \\ \rho(|t| - N), & \text{if } N \leq |t| \leq N + 1, \\ 0, & \text{if } |t| \geq N + 1, \end{cases}$$

and $\rho_0 : \mathbb{C} \to [0, 1]$ by $\rho_0(s, t) := \tilde{\rho}(s/\varphi(i))\tilde{\rho}(t)$. Furthermore, for $i \in \mathbb{Z} \setminus \{0\}$ we define $\rho_i : \mathbb{C} \to [0, 1]$, $\rho_i(s, t) := \rho(s - \varphi(i))\rho(t - \psi(i))$.

We choose a compact subset $K_0 \subseteq [-N - 1, N + 1]^2$ diffeomorphic to $\overline{B}_1$, such that

$$[-N - 3/4, N + 3/4]^2 \subseteq \text{int}K_0.$$
and we denote $\Omega_0 := \text{int} K_0$. Furthermore, we choose a compact subset $K \subseteq [-1,1]^2$ diffeomorphic to $\hat{B}_1$, such that $[-3/4, 3/4]^2 \subseteq \text{int} K$. For $i \in \mathbb{Z} \setminus \{0\}$ we define $\hat{\Omega}_i := \text{int} K + (\varphi(i), \psi(i))$.

For $i \in \mathbb{Z}$ we define

$$T_i := \delta_A^i \Omega_{1,p,A}(\hat{g}_P|\hat{\Omega}_i) \to \Gamma_p^p(\hat{g}_P|\hat{\Omega}_i).$$

By the first assertion of Proposition 69 there exists a bounded right inverse $R_0$ of $T_0$. We fix $i \in \mathbb{Z} \setminus \{0\}$. Since $\lambda > 1 - 2/p > 0$, we have $\|F_\lambda\|_{L_p(\Omega_i)} \leq \|F_\lambda\|_{L_p^\xi(\Omega_i)}$, and by inequality (3.44), the right hand side is bounded by $\varepsilon$. Hence it follows from the statement of Proposition 69 that there exists a right inverse $R_i$ of $T_i$, satisfying

$$\|R_i \xi\|_{1,p,\Omega_i,A} \leq C_1 \|\xi\|_{L_p(\Omega_i)}, \quad \forall \xi \in \Gamma_A^1(\hat{g}_P|\hat{\Omega}_i).$$

We define

$$\hat{\mathcal{R}} : L_{\text{loc}}^p(\hat{g}_P) \to \Gamma_{\text{loc}}^1(\hat{A}_i^1(\hat{g}_P)), \quad \hat{\mathcal{R}} \xi := \sum_{i \in \mathbb{Z}} \rho_i A(\xi|\Omega_i).$$

Each section $\xi : \mathbb{C} \to \hat{g}_P$ induces a section $L_u \xi : \mathbb{C} \to TM^u$. For every $p \in \pi^{-1}(\mathbb{C} \setminus (-N,N)^2) \subseteq P$ we have $u(p) \in \mu^{-1}(B_0) \subseteq M^*$, and therefore the map $L_u^p : \hat{g} \to \hat{g}$ is invertible. We define $\hat{\mathcal{R}}^p : L_{\text{loc}}^p(\hat{g}_P) \to \Gamma_{\text{loc}}^p(TM^u)$ by

$$\hat{\mathcal{R}}^p \xi(z) := \begin{cases} 0, & \text{for } z \in (-N,N)^2, \\ L_u(L_u^p)^{-1}(\xi - d^p_A \hat{\mathcal{R}}^p \xi)(z), & \text{for } z \in \mathbb{C} \setminus (-N,N)^2. \end{cases}$$

Furthermore, we define the map (3.43) by

$$R \xi := (-\hat{\mathcal{R}} \xi, \hat{\mathcal{R}} \xi).$$

The operator $L_u^* R$ is well-defined and equals id. The statement of Theorem 64 is now a consequence of the following. We denote by $\Gamma^p_\lambda(\hat{g}_P)$ the space of $L^\lambda_A$-sections of $\hat{g}_P$.

1. **Claim.** The map $R$ restricts to a bounded operator from $\Gamma^p_\lambda(\hat{g}_P)$ to $\hat{\mathcal{R}}_{\text{loc}}^p(\hat{A}_i^1(\hat{g}_P))$ (defined as in (3.6)).

**Proof of Claim 1.** We choose a constant $C_3$ so big that

$$\sup_{z \in \hat{\Omega}_i} |z|^{p_\lambda} \leq C_3 \inf_{z \in \hat{\Omega}_i} |z|^{p_\lambda}, \quad \forall i \in \mathbb{Z}. \quad (3.47)$$

For a weakly differentiable section $\xi : \mathbb{C} \to \hat{g}_P$ we denote

$$\|\xi\|_{1,p,\lambda,A} := \|\xi\|_{p,\lambda} + \|dA\xi\|_{p,\lambda}. \quad (3.48)$$

2. **Claim.** There exists a constant $C_4$ such that

$$\|\xi - d^p_A \hat{\mathcal{R}} \xi\|_{1,p,\lambda,A} \leq C_4 \|\xi\|_{p,\lambda}, \quad \forall \xi \in \Gamma^p_\lambda(\hat{g}_P). \quad (3.49)$$

**Proof of Claim 2.** Let $\xi \in \Gamma^p_\lambda(\hat{g}_P)$. We denote $\alpha := \hat{\mathcal{R}} \xi$ and $\alpha_i := R_i(\xi|\hat{\Omega}_i)$. Since $\sum_{i \in \mathbb{Z}} \rho_i = 1$, a straightforward calculation shows that

$$d^p_A \alpha - \xi = \sum_{i \in \mathbb{Z}} (d\rho_i) \wedge \alpha_i. \quad (3.50)$$

Fix $z \in \mathbb{C}$. Then $\left| \left\{ i \in \mathbb{Z} \mid \rho_i(z) \neq 0 \right\} \right| \leq 4$. Hence equality (3.50) implies that

$$\left| (\xi - d^p_A \alpha)(z) \right|^p \leq 4^{p-1} \left\| \rho^p \right\|_\infty \sum_{i \in \mathbb{Z}} |\alpha_i(z)|^p.$$
Combining this with (3.45, 3.47), we obtain
\[ \|\xi - d_{\lambda}^*\alpha\|_{p,\lambda} \leq 4^p p' \|\rho\|_{\infty} \max \left\{ C^p_4, \|R_0\|^p \right\} C_3 \sum_{i \in Z} \|\xi\|_{L^p_\lambda(\Omega_i)}^p. \]
By (3.48), we have
\[ |d_{\lambda}(\xi - d_{\lambda}^*\alpha)(z)|^p \leq 8^{p-1} \max \left\{ \|\rho''\|_{p,\lambda}, \|\rho'\|_{\infty} \right\} \sum_{i \in Z} \left( |\alpha_i|^p + |\nabla^i \alpha_i|^p \right)(z). \]
Using again (3.45), Claim 2 follows.

3. FREDHOLM THEORY FOR VORTICES OVER THE PLANE

We choose $C_4$ as in Claim 2. The following will be used in the proofs of Claims 3 and 4 below. Let $\xi \in \Gamma^p_\lambda(g_P)$. We abbreviate $\tilde{\xi} := \xi - d_{\lambda}^*\tilde{R}_\xi$. By the fact $\tilde{\xi}|_{(-N,N)^2} = 0$, Lemma 107 in Appendix A.6 (Twisted Morrey’s inequality, using (3.44)), the fact $\lambda > 1 - 2/p > 0$ and Claim 2, we have
\[ \|\tilde{\xi}\|_{L^\infty} \leq C_2 \|\tilde{\xi}\|_{1,p,\lambda,\Lambda} \leq C_2 C_4 \|\xi\|_{p,\lambda}. \]
Recall that we have chosen $\delta > 0$ such that $\mu^{-1}(B_\delta) \subseteq M^*$. We define
\[ c := \inf \left\{ \frac{|L_x\tilde{\xi}|}{|\xi|} \mid x \in \mu^{-1}(B_\delta), \ 0 \neq \xi \in g \right\}. \]
Recall that $Pr^w : TM^u \to TM^u$ denotes the orthogonal projection onto $\langle u^* \text{im}L \rangle / G$. Claim 1 is now a consequence of the following three claims.

3. CLAIM. We have
\[ \sup \left\{ \|R\tilde{\xi}\|_{\infty} + \|d\mu(u)\tilde{R}\tilde{\xi}\| + \|Pr^w\tilde{R}\tilde{\xi}\| + \|\tilde{R}\tilde{\xi}\|_{p,\lambda} \mid \xi \in \Gamma^p_\lambda(g_P) : \|\xi\|_{p,\lambda} \leq 1 \right\} < \infty. \]

PROOF OF CLAIM 3. Let $\xi \in \Gamma^p_\lambda(g_P)$ be such that
\[ \|\xi\|_{p,\lambda} \leq 1. \]
We denote $\tilde{\xi} := \xi - d_{\lambda}^*\tilde{R}_\xi$. Inequality (3.49), Remark 125, and the assumption $\|\xi\|_{p,\lambda} \leq 1$ imply that
\[ \|\tilde{R}\tilde{\xi}\|_{\infty} \leq c^{-1}\|\tilde{\xi}\|_{L^\infty(C \setminus (-N,N)^2)} \leq c^{-1}C_2 C_4, \]
where $c$ is defined as in (3.50). We fix $i \in Z$ and denote $\alpha_i := R_i(\xi|_{\Omega_i})$. For $i \neq 0$ Lemma 107 in Appendix A.6, (3.45), the fact $\lambda > 1 - 2/p > 0$, and the assumption $\|\xi\|_{p,\lambda} \leq 1$ imply that
\[ \|\alpha_i\|_{\infty} \leq C_2 \|\alpha_i\|_{L^p(\Omega_i)} \leq C_2 C_1 \|\xi\|_{L^p(\Omega_i)} \leq C_2 C_1. \]
Furthermore, we have
\[ \|\alpha_0\|_{\infty} \leq C_5 \|R_0\| \|\xi|_{\Omega_0}\|_{p} + C_5 \|R_0\|, \]
where
\[ C_5 := \sup \left\{ \|\alpha\|_{\infty} \mid \alpha \in \Gamma^p_\Lambda(A^1(\mathcal{H}|_{\Omega_0})) : \|\alpha\|_{1,p,A} \leq 1 \right\}. \]
An argument involving a finite cover of $\Omega_0$ by small enough balls and Lemma 107, implies that $C_5 < \infty$. It follows that
\[ \|\tilde{R}\tilde{\xi}\|_{\infty} \leq \sup_i \|\alpha_i\|_{\infty} \leq \max \left\{ C_2 C_1, C_5 \|R_0\| \right\} < \infty. \]
We define
\[ C := \max \left\{ \|d\mu(x)\| \mid x \in \overline{u(P)} \right\}. \]
The definition (3.46), the second inequality in (A.66) (Remark 125 in Appendix A.7), the statement of Claim 2, and the assumption \( \|\xi\|_{p,\lambda} \leq 1 \) imply that
\[
\|d\mu(u) \tilde{R}\xi\|_{p,\lambda} \leq Cc^{-1}\|\tilde{\xi}\|_{L^p(\mathbb{C}\setminus \{ -N, N\}^2)} \leq Cc^{-1}C_4.
\]
By the last equality in (A.66), we have
\[
\text{Pr}^u \tilde{R}\xi = L_u(L_u^* L_u)^{-1} \tilde{\xi}.
\]
Hence using again the second inequality in (A.66) and the statement of Claim 2, we have
\[
\|\text{Pr}^u \tilde{R}\xi\|_{p,\lambda} \leq c^{-1}C_4.
\]
For every \( z \in \mathbb{C} \) there are at most four indices \( i \in \mathbb{Z} \) for which \( \rho_i(z) \neq 0 \). Therefore, we have
\[
\|\tilde{R}\xi\|_{p,\lambda} \leq 4^p \sum_i \|\alpha_i\|_{L^p(\Omega_i)}.
\]
Using (3.45,3.47) and the assumption \( \|\xi\|_{p,\lambda} \leq 1 \), it follows that
\[
\|\tilde{R}\xi\|_{p,\lambda} \leq 4^p \max\{C^p_1, \|R_0\|^p\} C_3.
\]
Combining this with (3.51,3.52,3.53,3.54), Claim 3 follows. \( \square \)

4. Claim. We have
\[
\sup \{ \|\nabla^A(\tilde{R}\xi)\|_{p,\lambda} : \xi \in \Gamma^p_\lambda(\mathfrak{g}_P) : \|\xi\|_{p,\lambda} \leq 1 \} < \infty.
\]
Proof of Claim 4. Let \( \xi \in \Gamma^p_\lambda(\mathfrak{g}_P) \). We define
\[
\tilde{\xi} := \xi - d^*_A \tilde{R}\xi, \quad \eta := (L_u^* L_u)^{-1} \tilde{\xi},
\]
and \( \rho \in \Omega^2(M, \mathfrak{g}) \) as in (A.65) in Appendix A.7. By Lemma 124 in the same appendix, we have
\[
\nabla^A(L_u \eta) = L_u d_A \eta + \nabla_{d_A u} X_\eta,
\]
where \( X_{\xi_0} \) denotes the vector field on \( M \) generated by an element \( \xi_0 \in \mathfrak{g} \). Using the second part of Lemma 124 (with \( v := L_u \eta \) ), it follows that
\[
L_u^* L_u d_A \eta = d_A \tilde{\xi} - \rho(d_A u, L_u \eta) - L_u^* \nabla_{d_A u} X_\eta.
\]
We choose a constant \( C \) so big that
\[
|\rho(v, v')| \leq C|v||v'|, \quad |\nabla_{v'} X_{\xi_0}| \leq C|v||\xi_0|, \quad \forall x \in \mu^{-1}(\bar{B}_\delta), \quad v, v' \in T_x M, \quad \xi_0 \in \mathfrak{g}.
\]
We define \( C_0 := \max\{c^{-1}, 3Cc^{-2}\} \). Since \( \tilde{R}\xi = L_u \eta \), equalities (3.55,3.56) and Remark 125 imply that
\[
\|\nabla^A(\tilde{R}\xi)\|_{p,\lambda} \leq C_0(\|d_A \tilde{\xi}\|_{p,\lambda} + \|d_A u\|_{p,\lambda}\|\tilde{\xi}\|_{\infty}).
\]
Since \( \|d_A u\|_{p,\lambda} < \infty \), Claim 2 and (3.49) now imply Claim 4. \( \square \)

5. Claim. We have
\[
\sup \{ \|\nabla^A(\tilde{R}\xi)\|_{p,\lambda} : \xi \in \Gamma^p_\lambda(\mathfrak{g}_P) : \|\xi\|_{p,\lambda} \leq 1 \} < \infty.
\]
Proof of Claim 5. Let \( \xi \in \Gamma_\lambda^p (\mathfrak{g}_F) \) be such that \( \| \xi \|_{p, \lambda} \leq 1 \). We write \( \alpha_i := R_i (\xi |_{\Omega_i}) \).

Then we have
\[
\nabla^A (\hat{R} \xi) = \sum_i \left( \rho_i \nabla^A \alpha_i + d \rho_i \otimes \alpha_i \right).
\]

Setting
\[
C := 8^p \| \rho' \|_{p, \infty}^p C_3 \max \{ C_1^p, \| R_0 \|_p \},
\]

it follows that
\[
\| \nabla^A (\hat{R} \xi) \|_{p, \lambda}^p \leq 8^{p-1} \sum_i \left( \| \nabla^A \alpha_i \|_{p, \lambda}^p + \| \rho' \|_{p, \infty} \| \alpha_i \|_{p, \lambda}^p \right) \leq C.
\]

Here in the second inequality we used the fact \( \| \rho' \|_{\infty} \geq 1 \), and (3.45). This proves Claim 5, and completes the proof of Claim 1 and hence of Theorem 64. \( \square \)
Auxiliary results about vortices, weighted spaces, and other topics

In the appendix some additional results are recollected, which were used in the proofs of the main theorems of this memoir. As always, we denote \( N_0 := \mathbb{N} \cup \{0\} \), by \( B_r \subseteq \mathbb{C} \) the open ball of radius \( r \), by \( S_r^1 \subseteq \mathbb{C} \) the circle of radius \( r \), centered at 0, and by \( \mathcal{A}(P) \) the affine space of smooth connection one-forms on a smooth principal bundle \( P \). Let \( M, \omega, G, \langle \cdot, \cdot \rangle_g, \mu, J \) be as in Chapter 1, and \( (\Sigma, j) \) a Riemann surface, equipped with a compatible area form \( \omega_{\Sigma} \). For \( \xi \in g \) and \( x \in M \) we denote by \( L_x \xi \in T_xM \) the (infinitesimal) action of \( \xi \) at \( x \). Let \( p > 2 \), \( P \) be a \((principal)\) \( G \)-bundle over \( \Sigma \) of class \( W^{2,p}_{loc} \), \( A \) a connection one-form on \( P \) of class \( W^{1,p}_{loc} \), and \( u : P \to M \) a \( G \)-equivariant map of class \( W^{1,p}_{loc} \). We denote \( w := (P, A, u) \), define the energy density \( e_w \) as in (1.11), and denote by

\[
E(w) := \int_{\Sigma} e_w \omega_{\Sigma}
\]

the energy of \( w \).

A.1. Auxiliary results about vortices

Let \( M, \omega, G, \langle \cdot, \cdot \rangle_g, \mu, J \) be as in Chapter 1.\(^1\) The following result was used in the proof of Proposition 24 in Section 2.3.

70. **Proposition.** Let \( w := (P, A, u) \) be a smooth vortex over \( \mathbb{C} \) with finite energy, such that the closure of the image \( u(P) \subseteq M \) is compact. Then there exists a smooth section \( \sigma : \mathbb{C} \to P \), such that

\[
(A.1) \quad \int_{B_R} (u \circ \sigma)^* \omega \to E(w), \quad \text{as} \quad R \to \infty.
\]

This result is a consequence of [GS, Proposition 11.1]. For the convenience of the reader we include a proof here.\(^2\) We need the following. We denote by \( \gamma \) the standard angular one-form on \( \mathbb{R}^2 \setminus \{0\} \).\(^3\)

71. **Lemma.** Let \( P \) be a smooth \( G \)-bundle over \( \mathbb{R}^2 \) and \( A \in \mathcal{A}(P) \). Then there exists a smooth section \( \sigma : \mathbb{R}^2 \to P \), such that

\[
(A.2) \quad \int_{S_R^1} |\sigma^* A| R \gamma \leq \int_{B_R \setminus B_1} |F_A| d^2x + \int_{S_1^1} |\sigma^* A| \gamma,
\]

\(^1\)As always, we assume that hypothesis (H) is satisfied.
\(^2\)This proof is similar to the one of [GS, Proposition 11.1], however, it relies on the isoperimetric inequality for the invariant symplectic action functional proved in [Zi2] (Theorem 1.2) rather than the earlier inequality [GS, Lemma 11.3].
\(^3\)By our convention this form integrates to \( 2\pi \) over any circle centered at the origin.
Proof of Lemma 71. We choose $\sigma$ such that

(A.3) \[(\sigma ^* A)_x = 0, \quad \forall x \in \mathbb{R}^2 \setminus B_1.\]

(This means that $\sigma ^* A$ is in radial gauge on $\mathbb{R}^2 \setminus B_1$. Such a section exists, since (A.3) corresponds to a family of ordinary differential equations, one for each direction $x \in S^1$.) We identify $\mathbb{R}/(2\pi \mathbb{Z})$ with $S^1$ and define

$\varphi : \Sigma := [0, \infty) \times S^1 \to \mathbb{C} = \mathbb{R}^2, \quad \varphi(s, t) := e^{s+it}, \quad \Psi := ((\sigma \circ \varphi)^* A)_t : \Sigma \to \mathfrak{g}$,

where the subscript “$t$” refers to the $t$-component of the one-form $(\sigma \circ \varphi)^* A$. It follows from (A.3) that the $s$-component of this form vanishes, and therefore,

$$(\sigma \circ \varphi)^* A = \Psi dt, \quad (\sigma \circ \varphi)^* F_A = \partial_s \Psi \, ds \, dt.$$ 

Using the estimate

$$|\Psi(s, t)| \leq \int_0^s |\partial_s \Psi(s', t)| \, ds' + |\Psi(0, t)|,$$

it follows that

$$\int_{(s) \times S^1} |(\sigma \circ \varphi)^* A|_\Sigma \, dt = \int_{[0, s] \times S^1} |(\sigma \circ \varphi)^* F_A|_\Sigma \, ds' \, dt + \int_{\{0\} \times S^1} |(\sigma \circ \varphi)^* A|_\Sigma \, dt,$$

for every $s \geq 0$, where the subscript “$\Sigma$” indicates that the norms are taken with respect to the standard metric on $\Sigma$. Inequality (A.2) follows from this by a straightforward calculation. This proves Lemma 71.

Proof of Proposition 70. Let $w := (P, A, u)$ be as in the hypothesis and $R > 0$. We choose a section $\sigma : \mathbb{C} \to P$ as in Lemma 71. Denoting by $E(w, B_R)$ the energy of $w$ over $B_R$, we have, by [CGS, Proposition 3.1],

$$E(w, B_R) = \int_{B_R} ((u \circ \sigma)^* \omega - d(\mu \circ u \circ \sigma, \sigma^* A))_g$$

(A.4) \[= \int_{B_R} (u \circ \sigma)^* \omega - \int_{S_R^1} \langle \mu \circ u \circ \sigma, \sigma^* A \rangle_g.\]

Let $\varepsilon > 0$. By [Zi2, Corollary 1.4] there exists a constant $C_1$ such that

(A.5) \[\sqrt{e_w(z)} \leq C_1 |z|^{-2+\varepsilon}, \quad \forall z \in \mathbb{C} \setminus B_1.\]

Combining this with the estimate $|F_A| \leq \sqrt{e_w}$, and using (A.2), it follows that

$$\int_{S_R^1} |\sigma^* A| R^\gamma \leq C_2 R^\varepsilon + C_3, \quad \text{where} \quad C_2 := \frac{2\pi C_1}{\varepsilon}, \quad C_3 := \int_{S_R^1} |\sigma^* A| \gamma.$$

Combining this with the inequality $|\mu \circ u| \leq \sqrt{e_w}$ and (A.5), it follows that

$$\int_{S_R} \langle \mu \circ u \circ \sigma, \sigma^* A \rangle_g \leq C_1 C_2 R^{-2+2\varepsilon} + C_1 C_3 R^{-2+\varepsilon}.$$

By choosing $\varepsilon \in (0, 1)$ and using (A.4), the convergence (A.1) follows. This proves Proposition 70.

The next result was used in the proofs of Propositions 44 and 45 (Section 2.6).
72. **Lemma** (Bound on energy density). Let $K \subseteq M$ be a compact subset. Then there exists a constant $E_0 > 0$ such that the following holds. Let $r > 0$, $P$ be a smooth $G$-bundle over $B_r$, $p > 2$, and $(A,u)$ a vortex on $P$ of class $W^{1,p}_{\text{loc}}$, such that

\[ u(P) \subseteq K, \]
\[ E(w,B_r) \leq E_0. \]

(where $E(w,B_r)$ denotes the energy of $w$ over the ball $B_r$). Then we have

\[ e_w(0) \leq \frac{8}{\pi r^2} E(w,B_r). \]

For the proof of Lemma 72 we need the following lemma.

73. **Lemma** (Heinz). Let $r > 0$ and $c \geq 0$. Then for every function $f \in C^2(B_r,\mathbb{R})$ satisfying the inequalities

\[ f \geq 0, \quad \Delta f \geq -cf^2, \quad \int_{B_r} f < \frac{\pi}{8c} \]

we have

\[ f(0) \leq \frac{8}{\pi r^2} \int_{B_r} f. \]

**Proof of Lemma 73.** This is [MS2, Lemma 4.3.2]. □

**Proof of Lemma 72.** Since $G$ is compact, we may assume w.l.o.g. that $K$ is $G$-invariant. The result then follows from Theorem 76 below, the calculation in Step 1 of the proof of [GS, Proposition 11.1.], and Lemma 73. □

Lemma 72 has the following consequence.

74. **Corollary** (Quantization of energy). If $M$ is equivariantly convex at $\infty$\footnote{as defined in Chapter 1 on p. 6}, then we have

\[ \inf_w E(w) > 0, \]
where $w = (P,A,u)$ ranges over all vortices over $\mathbb{C}$ with $P$ smooth and $(A,u)$ of class $W^{1,p}_{\text{loc}}$ for some $p > 2$, such that $E(w) > 0$ and $\bar{u}(P)$ is compact.

**Proof of Corollary 74.** This is an immediate consequence of Proposition 79 below and Lemma 72. □

This corollary implies that the minimal energy $E_1$ of a vortex over $\mathbb{C}$ (defined as in (2.33)) is positive, and therefore $E_{\text{min}} > 0$ (defined as in (2.34)).

The next lemma was used in the proofs of Proposition 38 and Lemma 42 (Section 2.5). It is a consequence of [GS, Lemma 9.1]. Let $(\Sigma, \omega, j)$ be a surface with an area form and a compatible complex structure.

75. **Lemma** (Bounds on the momentum map component). Let $c > 0$, $Q \subseteq \Sigma \setminus \partial \Sigma$ and $K \subseteq M$ be compact subsets, and $p > 2$. Then there exist positive constants
$R_0$ and $C_p$ such that the following holds. Let $R \geq R_0$, $P$ be a smooth $G$-bundle over $\Sigma$, and $(A,u)$ an $R$-vortex on $P$ of class $W^{1,p}_{\text{loc}}$, such that
\[ u(P) \subseteq K, \]
\[ \|d_A u\|_{L^\infty(\Sigma)} \leq c, \]
\[ |\xi| \leq c |L_{u(p)} \xi|, \quad \forall p \in P, \forall \xi \in \mathfrak{g}. \]
Then
\[ \int_Q |\mu \circ u|^p \omega_\Sigma \leq C_p R^{-2p}, \quad \sup_Q |\mu \circ u| \leq C_p R^{2p-2}, \]
where we view $|\mu \circ u|$ as a function from $\Sigma$ to $\mathbb{R}$.

**Proof of Lemma 75.** This follows from the proof of [GS, Lemma 9.1], using Theorem 76 below.

The next result was also used in the proofs of Proposition 45 (Section 2.6) and Lemma 72, and will be used in the proof of Proposition 77.

76. **Theorem** (Regularity modulo gauge over a compact surface). Assume that $\Sigma$ is compact. Let $P$ be a smooth $G$-bundle over $\Sigma$, $p > 2$, and $(A,u)$ a vortex on $P$ of class $W^{1,p}$. Then there exists a gauge transformation $g \in W^{2,p}(\Sigma,G)$ such that $g^*w$ is smooth over $\Sigma \setminus \partial \Sigma$.

**Proof of Theorem 76.** This follows from the proof of [CGMS, Theorem 3.1], using a version of the local slice theorem allowing for boundary (see [We, Theorem 8.1]).

The next result will be used in the proof of Proposition 79 below.

77. **Proposition** (Regularity modulo gauge over $\mathbb{C}$). Let $R \geq 0$ be a number, $P$ a smooth $G$-bundle over $\mathbb{C}$, $p > 2$, and $w := (A,u)$ an $R$-vortex on $P$ of class $W^{1,p}_{\text{loc}}$. Then there exists a gauge transformation $g$ on $P$ of class $W^{2,p}_{\text{loc}}$ such that $g^*w$ is smooth.

**Proof of Proposition 77.**

**Claim.** There exists a collection $(g_j)_{j \in \mathbb{N}}$, where $g_j$ is a gauge transformation over $B_{j+1}$ of class $W^{2,p}$, such that for every $j \in \mathbb{N}$, we have
\[ g_j^*w \text{ is smooth over } B_{j+1}, \]
\[ g_{j+1} = g_j \text{ over } B_j. \]

**Proof of the claim.** By Theorem 76 there exists a gauge transformation $g_1 \in W^{2,p}(B_2,G)$ such that $g_1^*w$ is smooth. Let $\ell \in \mathbb{N}$ be an integer and assume by induction that there exist gauge transformations $g_j \in W^{2,p}(B_{j+1},G)$, for $j = 1, \ldots, \ell$, such that (A.6) holds for $j = 1, \ldots, \ell$, and (A.7) holds for $j = 1, \ldots, \ell - 1$. We show that there exists a gauge transformation $g_{\ell+1} \in W^{2,p}(B_{\ell+2},G)$ such that
\[ g_{\ell+1}^*w \text{ smooth over } B_{\ell+2}, \]
\[ g_{\ell+1} = g_\ell \text{ over } B_\ell. \]

---

\[ ^5 \text{This proof follows the lines of the proofs of [Fr1, Theorems 3.6 and A.3].} \]
We choose a smooth function \( \rho : B_{\ell+2} \to B_{\ell+1} \) such that \( \rho(z) = z \) for \( z \in B_{\ell} \). By Theorem 76 there exists a gauge transformation \( h \in W^2,p(B_{\ell+2}, G) \) such that \( h^*w \) is smooth over \( B_{\ell+2} \). We define

\[
\ell_{\ell+1} := h((h^{-1}\ell \rho) \circ \rho).
\]

Then \( g_{\ell+1} \) is of class \( W^2,p \) over \( B_{\ell+2} \), and (A.9) is satisfied. Furthermore, \( g_{\ell+1}^*w = (h^{-1}\ell h)h^*w \) is smooth over \( B_{\ell+1} \). Therefore, using smoothness of \( h^*w \) over \( B_{\ell+2} \), Lemma 114(ii) below implies that \( h^{-1}\ell h \) is smooth over \( B_{\ell+1} \). It follows that

\[
g_{\ell+1}^*w = ((h^{-1}\ell h) \circ \rho)h^*w
\]

is smooth over \( B_{\ell+2} \). This proves (A.8), terminates the induction, and concludes the proof of the claim.

We choose a collection \( (g_j) \) as in the claim, and define \( g \) to be the unique gauge transformation on \( P \) that restricts to \( g_j \) over \( B_j \). This makes sense by (A.7). Furthermore, (A.6) implies that \( g^*w \) is smooth. This proves Proposition 77.

The next result was used in the proof of Proposition 38 (Section 2.5).

78. Theorem (Compactness for vortex classes over compact surface). Let \( \Sigma \) be a compact surface (possibly with boundary), \( \omega_\Sigma \) an area form, \( j \) a compatible complex structure on \( \Sigma \), \( P \) a \( G \)-bundle over \( \Sigma \), \( K \subseteq M \) a compact subset, \( R_\nu \in [0, \infty) \), \( p > 2 \), and \( (A_\nu, u_\nu) \) an \( R_\nu \)-vortex on \( P \) of class \( W^{1,p} \), for every \( \nu \in \mathbb{N} \). Assume that \( R_\nu \) converges to some \( R_0 \in [0, \infty) \), and

\[
u(S) \leq K, \quad \sup_\nu \|d_A\nu u_\nu\|_{L^p(\Sigma)} < \infty.
\]

Then there exist a smooth \( R_0 \)-vortex \( (A_0, u_0) \) on \( P(\Sigma \setminus \partial \Sigma) \) and gauge transformations \( g_\nu \) on \( P \) of class \( W^{2,p} \), such that \( g_\nu^*(A_\nu, u_\nu) \) converges to \( (A_0, u_0) \), in \( C^\infty \) on every compact subset of \( \Sigma \setminus \partial \Sigma \).

Proof of Theorem 78. This follows from a modified version of the proof of [CGMS, Theorem 3.2]; We use a version of Uhlenbeck compactness for a compact base with boundary, see Theorem 112 below, and a version of the local slice theorem allowing for boundary, see [We, Theorem 8.1]. Note that the proof carries over to the case in which \( R_\nu = 0 \) for some \( \nu \in \mathbb{N} \), or \( R_0 = 0 \).

The following result was used in the proofs of Theorem 3 (Section 2.7) and Corollary 74.

79. Proposition (Boundedness of image). Assume that \( M \) is equivariantly convex at \( \infty \). Then there exists a \( G \)-invariant compact subset \( K_0 \subseteq M \) such that the following holds. Let \( p > 2 \), \( P \) a \( G \)-bundle over \( \Sigma \), and \( (A, u) \) a vortex on \( P \) of class \( W^{1,p}_{\text{loc}} \), such that \( E(w) < \infty \) and \( \overline{u(P)} \) is compact. Then we have \( u(P) \subseteq K_0 \).

Proof of Proposition 79. Let \( P \) be a \( G \)-bundle over \( \Sigma \). By an elementary argument every smooth vortex on \( P \) is smoothly gauge equivalent to a smooth vortex that is in radial gauge outside \( B_1 \). Using Proposition 77, it follows that every vortex on \( P \) of class \( W^{1,p}_{\text{loc}} \) is gauge equivalent to a smooth vortex that is in radial gauge outside \( B_1 \). Hence the statement of Proposition 79 follows from [GS, Proposition 11.1].
The proof of Proposition 45 (Energy concentration near ends) in Section 2.6 was based on an isoperimetric inequality and an energy action identity for the invariant action functional (Theorem 82 and Proposition 83 below). Building on work by D. A. Salamon and R. Gaio [GS], we define this functional as follows.6 We first review the usual symplectic action functional: Let \((M, \omega)\) be a symplectic manifold without boundary. We fix a Riemannian metric \(\langle \cdot, \cdot \rangle_M\) on \(M\), and denote by \(d\), \(|v|\), \(t_x\) > 0 the distance function, the exponential map, the norm of a vector \(v \in TM\), and the injectivity radii of a point \(x \in M\) and a subset \(X \subseteq M\), respectively. We define the symplectic action of a loop \(x : S^1 \to M\) of length \(\ell(x) < 2\epsilon(x(S^1))\) to be

\[ A(x) := -\int_D u^* \omega. \]

Here \(D \subseteq \mathbb{C}\) denotes the (closed) unit disk, and \(u : D \to M\) is any smooth map such that

\[ u(e^{it}) = x(t), \forall t \in \mathbb{R}/(2\pi\mathbb{Z}) \cong S^1, \quad d(u(z), u(z')) < \epsilon(x(S^1)), \forall z, z' \in D. \]

80. Lemma. The action \(A(x)\) is well-defined, i.e., a map \(u\) as above exists, and \(A(x)\) does not depend on the choice of \(u\).

Proof. The lemma follows from an elementary argument, using the exponential map \(\exp_{x_0(z+\mathbb{Z})} : T_{x_0(z+\mathbb{Z})} M \to M\). \(\square\)

Let now \(G\) be a compact connected Lie group with Lie algebra \(\mathfrak{g}\). Suppose that \(G\) acts on \(M\) in a Hamiltonian way, with (equivariant) momentum map \(\mu : M \to \mathfrak{g}^*\), and that \(\langle \cdot, \cdot \rangle_M\) is \(G\)-invariant. We denote by \(\langle \cdot, \cdot \rangle : \mathfrak{g}^* \times \mathfrak{g} \to \mathbb{R}\) the natural contraction. Let \(P\) be a smooth \(G\)-bundle over \(S^1\) and \(x \in C^\infty_G(P, M)\). We call \((P, x)\) admissible iff there exists a section \(s : S^1 \to P\) such that \(\ell(x \circ s) < 2\epsilon(x(P))\), and

\[ A(g \cdot (x \circ s)) - A(x \circ s) = \int_{S^1} \langle \mu \circ x \circ s, g^{-1} dg \rangle, \]

for every \(g \in C^\infty(S^1, G)\) satisfying \(\ell(g \cdot (x \circ s)) \leq \ell(x \circ s)\).

81. Definition. Let \((P, x)\) be an admissible pair, and \(A\) be a connection on \(P\). We define the invariant symplectic action of \((P, A, x)\) to be

\[ A(P, A, x) := A(x \circ s) + \int_{S^1} \langle \mu \circ x \circ s, A ds \rangle, \]

where \(s : S^1 \to P\) is a section as above.

To formulate the isoperimetric inequality, we need the following. If \(X\) is a manifold, \(P\) a \(G\)-bundle over \(X\) and \(u \in C^\infty_G(P, M)\), then we define \(u : X \to M\) by \(\tilde{u}(y) := Gu(p)\), where \(p \in P\) is any point in the fiber over \(y\). We define \(M^*\) as in (2.14). For a loop \(x : S^1 \to M^*/G\) we denote by \(\ell(x)\) its length w.r.t. the Riemannian metric on \(M^*/G\) induced by \(\langle \cdot, \cdot \rangle_M\). Furthermore, for each subset \(X \subseteq M\) we define

\[ m_X := \inf \{ |L_x| \mid x \in X, \xi \in \mathfrak{g} : |\xi| = 1 \}. \]

The first ingredient of the proof of Proposition 45 is the following.

---

6This is the definition from [Zi2], written in a more intrinsic way.
82. Theorem (Isoperimetric inequality). Assume that there exists a $G$-invariant $\omega$-compatible almost complex structure $J$ such that $\langle \cdot, \cdot \rangle_M = \omega(\cdot, J \cdot)$. Then for every compact subset $K \subseteq M^*$ and every constant $c > \frac{1}{2}$ there exists a constant $\delta > 0$ with the following property. Let $P$ be a $G$-bundle over $S^1$ and $x \in C^\infty_C(P, M)$, such that $x(P) \subseteq K$ and $\ell(x) \leq \delta$. Then $(P, x)$ is admissible, and for every connection $A$ on $P$ we have
\[
|A(P, A, x)| \leq c\|d_A x\|^2_2 + \frac{1}{2m^2\delta} \sup M \|\mu \circ x\|^2_2.
\]

Here we view $d_A x$ as a one-form on $S^1$ with values in the bundle $(x^*TM)/G \to S^1$, and $\mu \circ x$ as a section of the co-adjoint bundle $(P \times \frak{g}^*)/G \to S^1$. Furthermore, $S^1$ is identified with $\mathbb{R}/(2\pi\mathbb{Z})$, and the norms are taken with respect to the standard metric on $\mathbb{R}/(2\pi\mathbb{Z})$, the metric $\langle \cdot, \cdot \rangle_M$ on $M$, and the operator norm on $\frak{g}^*$ induced by $\langle \cdot, \cdot \rangle_{\frak{g}}$.

Proof of Theorem 82. This is [Zi2, Theorem 1.2]. \hfill \Box

83. Proposition (Energy action identity). For every compact subset $K \subseteq M^*$ there exists a constant $\delta > 0$ with the following property. Let $s_\leq \leq s_\geq$ be numbers, $\Sigma := [s_\leq, s_\geq] \times S^1$, $\omega_K$ an area form on $\Sigma$, $J$ a compatible complex structure, and $w := (A, u)$ a smooth vortex over $\Sigma$, such that $u(P) \subseteq K$ and $\ell(u \circ t_s) < \delta$, for every $s \in [s_\leq, s_\geq]$. Then the pairs $t_{s_\leq}^*(P, u)$ are admissible, and
\[
E(w) = -A(t_{s_\leq}^*(P, A, u)) + A(t_{s_\geq}^*(P, A, u)).
\]

Proof of Proposition 83. This follows from [Zi2, Proposition 3.1]. \hfill \Box

A.3. Proofs of the results of Section 3.1

This section contains the proofs of Lemmas 52, 60 and Proposition 62, which were stated in Section 3.1. We also state and prove Lemma 85, which was used in Definition 61 in that section. Let $M, \omega, G, \langle \cdot, \cdot \rangle_M$ and $J$ be as in Chapter 1, $\Sigma := C, \omega_K$ the standard area form $\omega_0$, $p > 2$, and $\lambda > 1 - 2/p$. Assume that hypothesis (H) holds.

Lemma 52 was used in the definition of the equivariant homology class of an equivalence class of triples $(P, A, u)$ (Definition 54). Its proof is based on the following result, which was also used in the proofs of Theorem 4 (Section 3.2.1), 64 (Section 3.2.4) and Proposition 66 (Section 3.2.2).

84. Lemma. For every $(P, A, u) \in \tilde{B}_\lambda^P$ there exists a section $\sigma$ of the restriction of the bundle $P$ to $B_1^\omega := C \setminus B_1$, of class $W^{1,p}_{loc}$, and a point $x_\infty \in \mu^{-1}(0)$, such that $u \circ \sigma(r e^{i\varphi})$ converges to $x_\infty$, uniformly in $\varphi \in \mathbb{R}$, as $r \to \infty$, and $\sigma^* A \in L^p_{loc}(B_1^\omega)$.

Proof of Lemma 84.

---

7Note that in [Zi2, Theorem 1.2] $S^1$ was identified with $\mathbb{R}/\mathbb{Z}$ instead. Note also that hypothesis (H) is not needed for Theorem 82.
A. AUXILIARY RESULTS

1. CLAIM. The expression $|\mu \circ u|(re^{iv})$ converges to 0, uniformly in $\varphi \in \mathbb{R}$, as $r \to \infty$.

PROOF OF CLAIM 1. We define the function $f := |\mu \circ u|^2 : M \to \mathbb{R}$. It follows from the ad-invariance of $\langle \cdot, \cdot \rangle_\theta$ that

$$df = 2\langle d_A(\mu \circ u), \mu \circ u \rangle_\theta = 2\langle d\mu(u)d_Au, \mu \circ u \rangle_\theta.$$  

Since $\mu(\mathbb{P}) \subseteq M$ is compact, we have $\sup \nabla|d\mu(u)| < \infty$ and $\sup \nabla |\mu \circ u| < \infty$. Furthermore, $|d_Au| \leq \sqrt{c_\varphi} \in L_\varphi^\gamma$. Combining this with (A.10), it follows that $df \in L_\varphi^\gamma$. Therefore, by Proposition 91 in the next section (Hardy-type inequality, applied with $u$ replaced by $f$ and $\lambda$ replaced by $\lambda - 1$) the expression $f(re^{iv})$ converges to some number $y_\infty \in \mathbb{R}$, as $r \to \infty$, uniformly in $\varphi \in \mathbb{R}$. Since $|\mu \circ u| \leq \sqrt{c_\varphi} \in L_\varphi^\gamma$, it follows that $y_\infty = 0$. This proves Claim 1.

It follows from hypothesis (H) that there exists a $\delta > 0$ such that $\mu^{-1}(B_\delta) \subseteq M^\ast$ (defined as in (2.14)). We choose $R > 0$ so big that $|\mu \circ u|(z) \leq \delta$ if $z \in B_{C \setminus \mathbb{R}}^\ast = \mathbb{C} \setminus \mathbb{R}$. Since $G$ is compact, the action of it on $M$ is proper. Hence the local slice theorem implies that $M^\ast/G$ carries a unique manifold structure such that the canonical projection $\pi^M : M^\ast \to M^\ast/G$ is a submersion. Consider the map $\bar{u} : B_{C \setminus \mathbb{R}}^C \to M^\ast/G$ defined by $\bar{u}(z) := Gu(p)$, where $p \in \pi^{-1}(z) \subseteq \mathbb{P}$ is arbitrary.

2. CLAIM. The point $\bar{u}(re^{iv})$ converges to some point $\bar{x}_\infty \in \mu^{-1}(0)/G$, uniformly in $\varphi \in \mathbb{R}$, as $r \to \infty$.

PROOF OF CLAIM 2. We choose $n \in \mathbb{N}$ and an embedding $\iota : M^\ast/G \to \mathbb{R}^n$. Furthermore, we choose a smooth function $\rho : \mathbb{C} \to \mathbb{R}$ that vanishes on $B_{C \setminus \mathbb{R}}$ and equals 1 on $B_C^C$. We define $f : \mathbb{C} \to \mathbb{R}^n$ to be the map given by $\rho \circ \iota \circ \bar{u}$ on $B_{C \setminus \mathbb{R}}$ and by 0 on $B_{C \setminus \mathbb{R}}$. It follows that

$$|df|_{L_\varphi^\gamma(B_C^C)} \leq \|d\bar{u}d\bar{u}\|_{L_\varphi^\gamma(B_C^C)} + \|\iota \circ \bar{u}dp\|_{L_\varphi^\gamma(B_C^C)}.$$  

A short calculation shows that $|d\bar{u}| \leq |d_Au|$, and therefore,

$$\|d\bar{u}d\bar{u}\|_{L_\varphi^\gamma(B_C^C)} \leq \|d_Au\|_{L_\varphi^\gamma(B_C^C)}.$$  

Our assumption $w = (P, A, u) \in B_C^C$ implies that $\|d_Au\|_{L_\varphi^\gamma(B_C^C)} < \infty$. Furthermore, $\mu$ is proper by the hypothesis (H), hence the set $\mu^{-1}(B_\delta)$ is compact. Thus the same holds for the set $\pi^M(\mu^{-1}(B_\delta))$. This set contains the image of $\bar{u}$. It follows that $\|d\bar{u}\|_{L_\varphi^\gamma(B_C^C)} < \infty$. Combining this with (A.11,A.12), we obtain the estimate

$$
\|df\|_{L_\varphi^\gamma(C)} \leq \|df\|_{L_\varphi^\gamma(B_C^C)} + \|df\|_{L_\varphi^\gamma(B_C^C)} < \infty.
$$

Hence the hypotheses of Proposition 91 (with $\lambda$ replaced by $\lambda - 1$) are satisfied. It follows that the point $f(re^{iv})$ converges to some point $y_\infty \in \mathbb{R}^n$, uniformly in $\varphi \in \mathbb{R}$, as $r \to \infty$. Claim 2 follows.

Let $\bar{x}_\infty$ be as in Claim 2. We choose a local slice around $\bar{x}_\infty$, i.e., a pair $(\hat{U}, \hat{\sigma})$, where $\hat{U} \subseteq M^\ast/G$ is an open neighborhood of $\bar{x}_\infty$, and $\hat{\sigma} : \hat{U} \to M^\ast$ is a smooth map satisfying $\pi^M \circ \hat{\sigma} = id_G$. Then there exists a unique section $\sigma'$ of $P|B_C^C$, of class $W_{\text{loc}}^{1, p}$, such that $\hat{\sigma} \circ \bar{u} = u \circ \sigma'$. By the continuous homotopy lifting property of $P$ we may extend this to a continuous section $\sigma''$ of $P|B_C^C$. Regularizing $\sigma''$ on $B_{R+1} \setminus B_1$, we obtain a section $\sigma$ of $P|B_C^C$, of class $W_{\text{loc}}^{1, p}$.

We define $\bar{x}_\infty := \hat{\sigma}(\bar{x}_\infty)$.

---

For this we regularize $\sigma''$ suitably in local trivializations.
It follows from Claim 2 that \( u \circ \sigma (re^{\varphi}) \) converges to \( x_{\infty} \), uniformly in \( \varphi \), for \( r \to \infty \). Furthermore,
\[
\| \sigma^* L_u A \|_{L^\infty (B_{R+1}^C)} \leq \| \sigma^* du \|_{L^\infty (B_{R+1}^C)} + \| \sigma^* d_A u \|_{L^\infty (B_{R+1}^C)},
\]
\[
\sigma^* du = du d\sigma = d\bar{\sigma} du, \text{ on } B_{R+1}^C, \quad |du| \leq |d_A u|.
\]

Since
\[
\operatorname{inf} \left\{ |L_u (p) \xi | \mid p \in P \mid B_{R+1}^C, \right\} \leq 0, \quad \|d_A u\|_{p, \lambda} < \infty,
\]
it follows that \( \sigma^* A \in L^\infty (B_{R}^C) \). This proves Lemma 84.

**Proof of Lemma 52.** We prove statement (i): We denote by \( \pi : P \to C \) the bundle projection, and identify \( S^2 \cong C \cup \{ \infty \} \). We choose \( \sigma \) and \( x_{\infty} \) as in Lemma 84, and we define \( \tilde{P} \) to be the quotient of \( P \square ((S^2 \setminus \{0\}) \times G) \) under the equivalence relation generated by \( p \sim (\pi (p), g) \), where \( g \in G \) is determined by \( (\sigma \circ \pi (p)) g = p \), for \( p \in P \). We define \( \iota \) to be the canonical map from \( P \) to \( P \), and \( \tilde{u} : \tilde{P} \to M \) to be the unique map satisfying
\[
\tilde{u} \circ \iota = u, \quad \tilde{u} (\{ \infty, g \}) := g^{-1} x_{\infty}, \forall g \in G.
\]
The statement of Lemma 84 implies that this map is continuous. This proves (i).

We prove statement (ii). Uniqueness of \( \tilde{\Phi} \) follows from the condition \( \tilde{\Phi} \circ \iota' = \iota \circ \Phi \) and continuity of \( \tilde{\Phi} \). We prove existence: We define the map \( \varphi : \tilde{P}_{\infty} \to \tilde{P}_{\infty} \) as follows. The map \( \tilde{u} \) descends to a continuous map \( \tilde{f} : S^2 \to M/G \). Recall that \( M^* \) denotes the set of points in \( M \) where \( G \) acts freely. We denote \( \tilde{U} := \tilde{f}^{-1} (M^*/G) \). Since \( M^* \) is open, the set \( \tilde{U} \) is, as well. Since \( G \) is compact, the canonical map \( M^* \to M^*/G \) defines a smooth \( G \)-bundle. We denote by \( \tilde{\pi} : \tilde{P} \to S^2 \) the projection map. We define
\[
(A.13) \quad \tilde{\Psi} : \tilde{\pi}^{-1} (\tilde{U}) \to \tilde{f}^* M^*, \quad \tilde{\Psi} (\tilde{p}) := (\tilde{\pi} (\tilde{p}), \tilde{u} (\tilde{p})).
\]
Furthermore, we define \( \tilde{j}', \tilde{U}', \tilde{\psi}' \) in an analogous way, using \( \tilde{P}' \) and \( \tilde{u}' \). Since the map \( \tilde{u} \) descends to the identity on \( C \), and \( u' = u \circ \Phi \), the maps \( u \) and \( u' \) descend to the same map \( C \to M/G \). Since \( \tilde{u} \circ \iota = u, \tilde{u}' \circ \iota' = u' \), and \( \tilde{u} \) and \( \tilde{u}' \) are continuous, it follows that \( \tilde{f} = \tilde{f}' \). We claim that there exists a unique map \( \tilde{\Phi} : \tilde{P}' \to \tilde{P} \), satisfying
\[
(A.14) \quad \tilde{\Phi} = \tilde{\Psi}^{-1} \circ \tilde{\psi}' \text{ on } (\tilde{\pi}'^{-1} (\tilde{U})), \quad \tilde{\Phi} \circ \iota' = \iota \circ \Phi \text{ on } P'.
\]
To see uniqueness of this map, note that the hypothesis \( \tilde{u}'(\tilde{P}'_{\infty}) \subseteq M^* \) implies that \( \tilde{P}'_{\infty} \subseteq (\tilde{\pi}')^{-1} (\tilde{U}) \). Hence conditions (A.14) determine \( \tilde{\Phi} \) on the whole of \( \tilde{P}' \). Existence of this map follows from the equality \( \tilde{\Psi} \circ \iota' = \tilde{\Psi} \circ \iota \circ \Phi \) on \( \pi^{-1} (U \cap C) \subseteq P' \), which follows from the assumptions \( \tilde{u}' \circ \iota' = u' \), \( \tilde{u} \circ \iota = u \), and \( u \circ \Phi = u' \). The map \( \tilde{\Phi} \) has the required properties. This proves (ii) and completes the proof of Lemma 52.

We now prove Lemma 60 (p. 73), which was used in Section 3.1, in order to define the \((\omega, \mu)\)-homotopy class of an equivalence class \( W \) of triples \((P, A, u)\). (See Definition 61.)

**Proof of Lemma 60.** To prove the first statement, we choose a section \( \sigma_0 \) of the restriction of \( P \) to the disk \( \mathbb{D} \), of class \( W^{2,p}_{\text{loc}} \). By Lemma 84 there exists a section \( \tilde{\sigma} \) of the restriction of the bundle \( P \) to \( B_{R+1}^C := C \setminus B_1 \), of class \( W^{1,p}_{\text{loc}} \), and a
point $x_\infty \in \mu^{-1}(0)$, such that $u \circ \tilde{\sigma}(r e^{i\varphi})$ converges to $x_\infty$, uniformly in $\varphi \in \mathbb{R}$, as $r \to \infty$. We define $g_\infty : S^1 \to G$ to be the unique map satisfying $\tilde{\sigma} = \sigma_0 g_\infty$, on $S^1$, and $\sigma$ to be the continuous section of $P$ that agrees with $\sigma_0$ on $B_1$, and satisfies

$$\sigma(z) = \tilde{\sigma}(z)g_\infty(z/|z|)^{-1}, \quad \forall z \in B_1^\circ.$$

By regularizing $\sigma$, we may assume that it is of class $W^{1,p}_{\text{loc}}$. This section satisfies the requirements of the first part of the lemma.

To prove the second statement, let $\sigma$ be a section of $P$ of class $W^{1,p}_{\text{loc}}$, such that the map $u \circ \sigma : \mathbb{C} \to M$ continuously extends to a map $\tilde{u} : \Sigma \to M$. It follows from Claim 2 in the proof of Lemma 84 that there exists a point $\bar{x}_\infty \in M = \mu^{-1}(0)/G$, such that $G\tilde{u}(z) = \bar{x}_\infty$, for every $z \in \partial \Sigma$. The second statement follows from this. This proves Lemma 60.

The next lemma was used in Definition 61.

85. LEIMA. Let $p > 2$, $\lambda > 1 - 2/p$, $(P, A, u) \in \overline{B}_\lambda^p$ be a triple, and $\sigma, \sigma'$ sections of $P$ as in Lemma 60. Then the continuous extensions $\tilde{u}, \tilde{u}' : \Sigma \to M$ of $u \circ \sigma, u \circ \sigma'$ are weakly $(\omega, \mu)$-homotopic.

PROOF OF LEMMA 85. Let $R \in (0, \infty)$. We denote by $B_R$ and $\overline{B}_R$ the open and closed balls in $\mathbb{C}$, of radius $R$, centered around 0.

CLAIM. There exists a continuous map $h : [0, 1] \times \Sigma \to M$ such that

(A.15)\hline
$\hline$

There exists a continuous map $g : [0, 1] \times \mathbb{C} \to G$ such that

(A.16) $g(0, \cdot) = g_0, \quad g(1, z) = 1, \quad \forall z \in \overline{B}_R, \quad g(t, z) = g_0(z), \quad \forall z \in \mathbb{C} \setminus B_{R+1}.$

To see this, observe that we may assume without loss of generality that $g_0(0) = 1$. (Here we use the assumption that $G$ is connected.) We choose a continuous map $f : [0, 1] \times \mathbb{C} \to \mathbb{C}$ such that

$$f(0, \cdot) = \text{id}, \quad f(1, z) = 0, \quad \forall z \in \overline{B}_R, \quad f(t, z) = z, \quad \forall z \in \mathbb{C} \setminus B_{R+1}.$$

We define $g := g_0 \circ f$. This map satisfies (A.16). We now define

$$h(t, z) := \begin{cases} u(g(t, z)\sigma(z)), & \text{if } z \in \mathbb{C}, \\ \tilde{u}(z), & \text{if } z \in \partial \Sigma. \end{cases}$$

This map satisfies the conditions (A.15). This proves the claim.\hline

It follows from hypothesis (H) that there exists a number $R > 0$ such that $\tilde{u}(\Sigma \setminus B_R) \subseteq M^*$. By the claim, we may assume without loss of generality that $\tilde{u} = \tilde{u}'$ on $\overline{B}_R$. Since $G$ is compact, the canonical projection $\pi : M^* \to M^*/G$ naturally defines a smooth $G$-bundle. It follows that the map

$$[0, 1] \times (\Sigma \setminus B_R) \ni (t, z) \mapsto \pi \circ \tilde{u}(z) \in M^*/G$$

has a continuous lift $h : [0, 1] \times (\Sigma \setminus B_R) \to M^*$ that agrees with the map $(0, z) \mapsto \tilde{u}(z)$ on $\{0\} \times (\Sigma \setminus B_R)$, with the map $(1, z) \mapsto \tilde{u}'(z)$ on $\{1\} \times (\Sigma \setminus B_R)$, and with
the map \((t, z) \mapsto \tilde{u}(z)\) on \([0, 1] \times S^1_R\), where \(S^1_R \subseteq \mathbb{C}\) denotes the circle of radius \(R\), around 0. The map
\[
[0, 1] \times \Sigma \ni (t, z) \mapsto \begin{cases} \tilde{u}(z), & \text{if } z \in \overline{B}_R, \\ h(t, z), & \text{otherwise,} \end{cases}
\]
is a weak \((\omega, \mu)\)-homotopy from \(\tilde{u}\) to \(\tilde{u}'\). This proves Lemma 85.

We now prove Proposition 62. We need the following. Let \(w\) be a representative of \(W\). Let \((\tilde{P}, \tilde{\varepsilon}, \tilde{u})\) be an extension as in Lemma 52 (p. 69). Then \(\omega\) induces a fiberwise symplectic form \(\tilde{\omega}\) on the topological vector bundle \(TM^u = (\tilde{u}^*TM)/G\) over \(S^2\). We denote by \(c_1(TM^u, \tilde{\omega})\) its first Chern class.

86. LEMMA (Chern number). We have
\[
(A.17) \quad \langle c_1^G(M, \omega), [W] \rangle = \langle c_1(TM^u, \tilde{\omega}), [S^2] \rangle.
\]

For the proof of this lemma we need the following remark.

87. REMARK. Let \(G\) be a topological group, \(X\) and \(X'\) topological spaces, \(P \to X\) and \(P' \to X'\) topological \(G\)-bundles, \(M\) a topological \(G\)-space, \(E\) a \(G\)-equivariant symplectic vector bundle over \(M\), and \(u : P \to M\), \(\theta : P \to P'\) continuous \(G\)-equivariant maps. We define \(f : X \to (M \times P')/G\) to be the map induced by \(u\) and \(\theta\). Then the symplectic vector bundles
\[
(A.18) \quad (u^*E)/G, \quad f^*((E \times P')/G)
\]
are isomorphic. Here we denote by \((u^*E)/G\) the symplectic vector bundle over \(X\) obtained from the pullback bundle \(u^*E \to P\) as the quotient by the \(G\)-action, by \(E \times P'\) the natural symplectic vector bundle over \(M \times P'\), and by \((E \times P')/G\) the induced symplectic vector bundle over \((M \times P')/G\). An isomorphism between the bundles in (A.18) is given by the map
\[
G(p, v) \mapsto (\pi(p), G(v, \theta(p))). \square
\]

Proof of Lemma 86. We choose a continuous \(G\)-equivariant map \(\theta : \tilde{P} \to EG\). We denote by
\[
f : S^2 \cong \mathbb{C} \coprod \{\infty\} \to (M \times EG)/G
\]
the map induced by \((\tilde{u}, \theta) : \tilde{P} \to M \times EG\). By definition, \(c_1^G(M, \omega)\) is the first Chern class of the vector bundle
\[
(TM \times EG)/G \to (M \times EG)/G,
\]
equipped with the fiberwise symplectic form induced by \(\omega\). Furthermore, we have \([W] = f_*[S^2]\). Therefore, equality (A.17) follows from naturality of the first Chern class under pullback by the map \(f\), and Remark 87, with \(X := S^2\), \((P, u)\) replaced by \((\tilde{P}, \tilde{u})\), and \((E, P') := (TM, EG)\). This proves Lemma 86.

For the proof of Proposition 62 we also need the following.

88. REMARK. Let \(\Sigma\) be an oriented topological surface homeomorphic to the closed disk. We denote by \(\Sigma'\) the surface obtained from \(\Sigma\) by collapsing its boundary to a point\(^9\), and by \(f : \Sigma \to \Sigma'\) the canonical “collapsing” map. Let \((E, \omega)\) be a

\(^9\)The surface \(\Sigma'\) is homeomorphic to \(S^2\).
symplectic vector bundle over $\Sigma'$, $(V, \Omega)$ a symplectic vector space of dimension the rank of $E$, and $\Psi : \Sigma \times V \to f^*E$ a symplectic trivialization. Then we have
\begin{equation}
(A.19) \quad \langle c_1(E, \omega), [\Sigma'] \rangle = m_{\partial \Sigma, \Omega} \left( \partial \Sigma \times \partial \Sigma \ni (z, z') \mapsto \Psi_z^{-1} \psi_z \in \text{Aut}\Omega \right).
\end{equation}
Here $[\Sigma']$ denotes the fundamental class of $\Sigma'$ and $\text{Aut}\Omega$ the group of linear symplectic automorphisms of $V$, and $m_{\partial \Sigma, \Omega}$ is defined as in (3.4). Furthermore, we denote by $\pi : \Sigma \to \Sigma'$ the canonical map, and we use the canonical identification $(f^*E)_z = E_{\pi(z)}$, for $z \in \partial \Sigma$. Equality (A.19) follows from an elementary argument (e.g. an argument as in the proof of [MS1, Theorem 2.69]).

**Proof of Proposition 62 (p. 73).** We choose an extension $(\tilde{P}, t, \tilde{u})$ as in Lemma 52(i), such that $\tilde{u}(\tilde{P}_\infty) \subseteq \mu^{-1}(0)$. (It follows from the proof of Lemma 52(i) that $\tilde{u}$ may be chosen to satisfy this condition.) By Lemma 86, equality (A.17) holds. We denote by $\tilde{\sigma} : \tilde{P} \to S^2$ the canonical projection, by $\Sigma$ the compact surface obtained from $\tilde{C}$ by "gluing a circle at $\infty$", and by
\[ f : \Sigma \to \mathbb{C} \bigcup \{\infty\} \cong S^2 \]
the map that is the identity on the interior $\mathbb{C} = \text{int}\Sigma$, and maps the boundary $\partial \Sigma \cong S^1$ to $\infty$. We choose a continuous map $\tilde{\sigma} : \Sigma \to \tilde{P}$, such that $\tilde{\sigma} \circ \tilde{u} = f$. We define $v := \tilde{u} \circ \tilde{\sigma} : \Sigma \to M$. This map continuously extends the map $u \circ \sigma$, where $\sigma := \tilde{\sigma}|_C$. Hence, by definition, the $(\omega, \mu)$-homotopy class of $W$ equals the $(\omega, \mu)$-homotopy class of $v$. We choose a symplectic trivialization $\Psi : \Sigma \times V \to v^*TM$. For $z, z' \in \partial \Sigma$ we define $g_{z', z} \in G$ to be the unique element satisfying
\begin{equation}
(A.20) \quad \tilde{\sigma}(z') g_{z', z} = \tilde{\sigma}(z).
\end{equation}
It follows that $v(z') = g_{z', z} v(z)$, and hence, using the definition of the Maslov index,
\begin{equation}
(A.21) \quad m_{\omega, \mu}(\text{homotopy class of } W) = m_{\partial \Sigma, \Omega} \left( \partial \Sigma \times \partial \Sigma \ni (z', z) \mapsto \Psi_z^{-1} g_{z', z} \cdot \psi_z \in \text{Aut}\Omega \right).
\end{equation}
The statement of Proposition 62 is now a consequence of the following claim.

CLAIM. The number (A.21) agrees with $\langle c_1(TM^\tilde{u}, \tilde{\omega}), [S^2] \rangle$.

**Proof of the claim.** We define the map
\[ \tilde{\Psi} : \Sigma \times V \to f^*TM^\tilde{u}, \quad \tilde{\Psi}_z w := \tilde{\Psi}(z, w) := (z, G(\tilde{\sigma}(z), \Psi_z w)). \]
This is a continuous symplectic trivialization. We denote by $\Sigma'$ the surface obtained from $\Sigma$ by collapsing its boundary $\partial \Sigma$ to a point. There is a canonical homeomorphism $\mathbb{C} \bigcup \{\infty\} \to \Sigma'$, and the composition of $f$ with this map agrees with the collapsing map. Therefore, applying Remark 88 with $E := TM^\tilde{u}$ and $\omega, \Psi$ replaced by $\tilde{\omega}, \tilde{\Psi}$, we have
\begin{equation}
(A.22) \quad \langle c_1(TM^\tilde{u}, \tilde{\omega}), [S^2] \rangle = m_{\partial \Sigma, \Omega} (\partial \Sigma \times \partial \Sigma \ni (z, z') \mapsto \tilde{\Psi}_z^{-1} \tilde{\Psi}_z \in \text{Aut}\Omega).
\end{equation}
Equality (A.20) implies that
\[ \tilde{\Psi}_z^{-1} \tilde{\Psi}_z = \Psi_z^{-1} g_{z', z} \cdot \psi_z, \quad \forall z, z' \in \partial \Sigma. \]
Combining this with (A.22), the claim follows. This proves Proposition 62. \qed
A.4. Weighted Sobolev spaces and a Hardy-type inequality

Let $d \in \mathbb{Z}$. The following lemma was used in Section 3.2.2 in order to define norms on the vector spaces $\tilde{X}^\lambda_{p,d}$ and $\tilde{X}^\mu_{p,d}$ defined in (3.18). If $d < 0$ then let $\rho_0 \in C^\infty([0,1])$ be such that $\rho_0(z) = 0$ for $|z| \leq 1/2$ and $\rho_0(z) = 1$ for $|z| \geq 1$. In the case $d \geq 0$ we set $\rho_0 := 1$. Recall the definitions

$$p_d : \mathbb{C} \to \mathbb{C}, \quad p_d(z) := z^d, \quad (x) := \sqrt{1 + |v|^2}, \quad \forall v \in \mathbb{R}^n.$$  

89. Lemma. For every $1 < p < \infty$ and $\lambda > -2/p$ the map

$$\mathbb{C} \oplus L^1_{\lambda-d}(\mathbb{C}, \mathbb{C}) \to \mathbb{C} : \rho_0 p_d + L^1_{\lambda-d}(\mathbb{C}, \mathbb{C}), \quad (v_\infty, v) \mapsto v_\infty \rho_0 p_d + v$$

is an isomorphism of vector spaces.

**Proof of Lemma 89.** This follows from a straightforward argument. \(\square\)

The following proposition was used in the proofs of Theorem 63 (Section 3.2.2) and Proposition 67 (Section 3.2.3). For every normed vector space $V$ we denote by $C_0(\mathbb{R}^n, V)$ the space of bounded continuous maps from $\mathbb{R}^n$ to $V$. We denote by $B_r$ the ball of radius $r$ in $\mathbb{R}^n$, and by $X^C$ the complement of a subset $X \subset \mathbb{R}^n$.

Recall the definitions (3.16,3.17) of the weighted Sobolev spaces $L^k_{\lambda,p}(\Omega, W)$ and $W^{k,p}_{\lambda}(\Omega, W)$.

90. PROPOSITION (Weighted Sobolev spaces). Let $n \in \mathbb{N}$. Then the following statements hold.

(i) Let $n < p < \infty$. Then for every $\lambda \in \mathbb{R}$ there exists $C > 0$ such that

$$\|u(\cdot)^{\lambda + \frac{2}{p}}\|_{L^\infty(\mathbb{R}^n)} \leq C\|u\|_{L^1_{\lambda,p}(\mathbb{R}^n)}, \quad \forall u \in W^{1,1}_{\lambda,p}(\mathbb{R}^n).$$

(ii) For every $k \in \mathbb{N}_0$, $1 < p < \infty$ and $\lambda \in \mathbb{R}$ the map

$$W^k_{\lambda,p}(\mathbb{R}^n) \ni u \mapsto \langle \cdot \rangle^\lambda u \in W^k(\mathbb{R}^n)$$

is a well-defined isomorphism (of normed spaces).

(iii) Let $p > 1$, $\lambda \in \mathbb{R}$, and $f \in L^\infty(\mathbb{R}^n)$ be such that $\|f\|_{L^\infty(\mathbb{R}^n \setminus B_i)} \to 0$, for $i \to \infty$. Then the operator

$$W^1_{\lambda,p}(\mathbb{R}^n) \ni u \mapsto fu \in L^p_{\lambda}(\mathbb{R}^n)$$

is compact.

(iv) For every $1 < p < \infty$, $\lambda \in \mathbb{R}$, $d \in \mathbb{Z}$, and $u \in L^1_{\lambda,p}(B^C_1)$ the following inequality holds:

$$\|p_d u\|_{L^1_{\lambda,d}(B^C_1)} \leq \max \left\{ -d2^{(-d+3)/2}, 2 \right\} \|u\|_{L^1_{\lambda,p}(B^C_1)}.$$  

**Proof of Proposition 90.** **Proof of statement (i):** Inequality (A.23) follows from inequality (1.11) in Theorem 1.2 in the paper [Ba] by R. Bartnik. Assume now that $\lambda > -n/p$. Then it follows from Morrey’s embedding theorem that there exists a canonical bounded inclusion $L^1_{\lambda,p}(\mathbb{R}^n) \hookrightarrow C_0(\mathbb{R}^n)$. In order to show that this inclusion is compact, let $u_n \in L^1_{\lambda,p}(\mathbb{R}^n)$ be a sequence such that

$$C := \sup_n \|u_n\|_{L^1_{\lambda,p}(\mathbb{R}^n)} < \infty.$$  

By Morrey’s embedding theorem and the Arzelà-Ascoli theorem on $\tilde{B}_j$ (for $j \in \mathbb{N}$) and a diagonal subsequence argument, there exists a subsequence $u_{n_j}$ of $u_n$ that
converges to some map \( u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n) \), weakly in \( W^{1,p}(B_j) \), and strongly in \( C(\bar{B}_j) \), for every \( j \in \mathbb{N} \).

Claim. We have \( u \in C_b(\mathbb{R}^n) \) and \( u_{\nu_j} \) converges to \( u \) in \( C_b(\mathbb{R}^n) \).

Proof of the claim. We choose a constant \( C' \) as in the first part of (i). For every \( R > 0 \) we have

\[
\|u\|_{L^{1,p}(B_R)} \leq \limsup_{j} \|u_{\nu_j}\|_{L^{1,p}(B_R)} \leq C.
\]

Hence \( u \in L^{1,p}(\mathbb{R}^n) \). Since \( \lambda > -n/p \), by inequality (A.23), this implies \( u \in C_b(\mathbb{R}^n) \).

To see the second statement, we choose a smooth function \( \rho : \mathbb{R}^n \to [0,1] \) such that \( \rho(x) = 0 \) for \( x \in B_j \), \( \rho(x) = 1 \) for \( x \in B_j^c \), and \( |D\rho| \leq 1 \). Let \( R \geq 1 \) and \( j \in \mathbb{N} \). We define \( \rho_R := \rho(\cdot / R) : \mathbb{R}^n \to [0,1] \). Abbreviating \( v_j := u_{\nu_j} - u \), we have

\[
(\text{A.25}) \quad \|v_j\| \leq \|v_j(1 - \rho_R)\| + \|v_j\rho_R\|. 
\]

Inequality (A.23) and the fact \( \rho_R = 0 \) on \( B_R \) imply that

\[
(\text{A.26}) \quad \|v_j\rho_R\| \leq C'R^{-\lambda - \frac{2}{p}} \|v_j\rho_R\|_{1,p,\lambda}. 
\]

Furthermore, using (A.24), we have

\[
\|v_j\| \leq 2\|v_j\|_{1,p,\lambda} \leq 4C. 
\]

Combining this with (A.25) and (A.26), and the fact \( \lim_{j \to \infty} \|v_j\|_{L^\infty(B_R)} = 0 \), it follows that

\[
\limsup_{j \to \infty} \|v_j\| \leq 4CC'R^{-\lambda - \frac{2}{p}}. 
\]

Since \( \lambda > -n/p \) and \( R \geq 1 \) is arbitrary, it follows that \( u_{\nu_j} \) converges to \( u \) in \( C_b(\mathbb{R}^n) \). This proves the claim and completes the proof of statement (i).

Statement (ii) follows from a straightforward calculation.

Proof of statement (iii): Let \( f \in L^\infty(\mathbb{R}^n) \) be as in the hypothesis. Let \( u_{\nu} \in W^{1,p}_\lambda(\mathbb{R}^n) \) be a sequence such that

\[
\underline{C} := \sup_{\nu} \|u_{\nu}\|_{W^{1,p}_\lambda(\mathbb{R}^n)} < \infty.
\]

By the Rellich-Kondrashov compactness theorem on \( \bar{B}_j \) (for \( j \in \mathbb{N} \)) and a diagonal subsequence argument there exists a subsequence \( (u_{\nu_j}) \) and a map \( v \in L^p_\lambda(\mathbb{R}^n) \), such that \( f u_{\nu_j} \) converges to \( v \), strongly in \( L^p(K) \), as \( j \to \infty \), for every compact subset \( K \subseteq \mathbb{R}^n \). Elementary arguments show that \( v \in L^p_\lambda(\mathbb{R}^n) \) and \( f u_{\nu_j} \) converges to \( v \) in \( L^p_\lambda(\mathbb{R}^n) \). (For the latter we use the hypothesis that \( \|f\|_{L^\infty(\mathbb{R}^n \setminus B_1)} \to 0 \), as \( i \to \infty \).) This proves (iii).

Statement (iv) follows from a straightforward calculation. This completes the proof of Proposition 90. \( \square \)

The next result was used in the proofs of Proposition 67 (Section 3.2.3) and Lemma 84 (Appendix A.3).

91. PROPOSITION (Hardy-type inequality). Let \( n \in \mathbb{N} \), \( p > n \), \( \lambda > -n/p \) and \( u \in W^{1,1}_{\text{loc}}(\mathbb{R}^n, \mathbb{R}) \) be such that \( \|Du\|_{L^p(\mathbb{R}^n)} \|L^{p}(\mathbb{R}^n) < \infty \). Then \( u(rx) \) converges to some \( y_\infty \in \mathbb{R} \), uniformly in \( r \in S^{n-1} \), as \( r \to \infty \), and

\[
(\text{A.27}) \quad \| (u - y_\infty) | \|_{L^p(\mathbb{R}^n)} \leq \frac{p}{\lambda + \frac{2}{p}} \|Du\|_{L^{p}(\mathbb{R}^n)} \cdot | \cdot |_{L^p(\mathbb{R}^n)}.
\]
For the proof of this proposition we need the following. We denote by $B_r$ the ball of radius $r$ in $\mathbb{R}^n$, and by $X^C$ the complement of a subset $X \subseteq \mathbb{R}^n$.

92. Lemma (Hardy’s inequality). Let $n \in \mathbb{N}$, $1 < p < \infty$, $\lambda > -n/p$ and $u \in W^{1,1}_{loc}(\mathbb{R}^n, \mathbb{R})$. If there exists $R > 0$ such that $|u|_{B_R^C} = 0$ then

$$||u| \cdot |^h\|_{L^p(\mathbb{R}^n)} \leq \frac{p}{\lambda + \frac{n}{p}} \|Du| \cdot |^{\lambda + 1}\|_{L^p(\mathbb{R}^n)} (\in [0, \infty]).$$

Proof of Lemma 92. If $u$ is smooth then the stated inequality follows from [Kav, Chapter 6, Exercise 21]. The general case can be reduced to this case by mollifying the function $u$. This proves the lemma. □

Proof of Proposition 91. Let $n, p, \lambda$ be as in the hypothesis. We define $\varepsilon := \lambda + \frac{n}{p}$.

Claim. There exists a constant $C_1$ such that for every weakly differentiable function $u : \mathbb{R}^n \rightarrow \mathbb{R}$ and $x, y \in \mathbb{R}^n$ satisfying $0 < |x| \leq |y|$, we have

$$|u(x) - u(y)| \leq C_1 |x|^{-\varepsilon} \|Du| \cdot |^{\lambda + 1}\|_{L^p(B_{2r}^C)}.$$

Proof of the claim. By Morrey’s theorem there is a constant $C$ such that

$$|u(0) - u(x)| \leq Cr^{-\frac{n}{p}} \|Du|_{L^p(B_r)}$$

for every $r > 0$, weakly differentiable function $u : B_r \rightarrow \mathbb{R}$, and $x \in B_r$. Let $u, x$ and $y$ be as in the hypothesis of the claim. Let $N \in \mathbb{N}$ be such that $2^{N-1}|x| \leq |y| \leq 2^N|x|$. For $i = 0, \ldots, N$ we define $x_i := 2^i x \in \mathbb{R}^n$. Furthermore, we set

$$x_{N+7} := 2^N |x| \frac{y}{|y|}, \quad x_{N+8} := y,$$

and we choose points

$$x_i \in S_{2^i |x|}^{n-1} := \{ y \in \mathbb{R}^n \mid |y| = 2^i |x| \}, \quad i = N + 1, \ldots, N + 6,$$

such that

$$|x_i - x_{i-1}| \leq 2^{N-1}|x|, \quad \forall i = N + 1, \ldots, N + 7.$$

For $i = 0, \ldots, N + 1$ we have $x_i \in B_{2^i |x|}(x_{i+1})$. Hence it follows from the statement of Morrey’s theorem that

$$|u(x_{i+1}) - u(x_i)| \leq C(2^i |x|)^{-\varepsilon} \|Du| \cdot |^{\lambda + 1}\|_{L^p(B_{2r}^C)},$$

Moreover, for $i = N, \ldots, N + 7$ we have $x_{i+1} \in B_{2^{N+1}|x|}(x_i)$, and hence analogously,

$$|u(x_{i+1}) - u(x_i)| \leq C(2^{N+1}|x|)^{-\varepsilon} \|Du| \cdot |^{\lambda + 1}\|_{L^p(B_{2r}^C)}.$$

Using the inequality

$$|u(y) - u(x)| \leq \sum_{i=0,\ldots,N+7} |u(x_{i+1}) - u(x_i)|,$$

the claim follows. □

Let $u \in W^{1,1}_{loc}(\mathbb{R}^n, \mathbb{R})$ be such that $\|Du| \cdot |^{\lambda + 1}\|_{L^p(\mathbb{R}^n)} < \infty$. It follows from the claim that there exists $y_\infty \in \mathbb{R}$ such that $u(rx)$ converges to $y_\infty$, as $r \rightarrow \infty$, uniformly in $x \in S^{n-1}$. To prove inequality (A.27), we choose a smooth map.
\( \rho : [0, \infty) \rightarrow [0, 1] \) such that \( \rho(t) = 1 \) for \( 0 \leq t \leq 1 \), \( \rho(t) = 0 \) for \( t \geq 2 \) and \( |\rho'(t)| \leq 2 \). We fix a number \( R > 0 \) and define
\[
\rho_R : \mathbb{R} \rightarrow [0, 1], \quad \rho_R(x) := \rho(\|x\|/R).
\]
We abbreviate \( v := u - y_{\infty} \). Using Lemma 92 with \( u \) replaced by \( \rho_Rv \), we have
\[
\|v \cdot |^\lambda L^p(Bn) \leq \frac{p}{\lambda + \frac{n}{p}} D(\rho_Rv) \cdot |^\lambda L^p(Bn).
\]
Combining this with a calculation using Leibnitz’ rule, it follows that
\[
(A.28) \quad \|v \cdot |^\lambda L^p(Bn) \leq \frac{p}{\lambda + \frac{n}{p}} \left( 4\|v \cdot |^\lambda L^p(Bn \setminus Bn) + \|Du \cdot |^\lambda + 1 L^p(Bn) \right).
\]
The above claim implies that
\[
|v(x)| \leq C_1|x|^{-\varepsilon}\|Du \cdot |^\lambda + 1 L^p(Bn) \setminus Bn), \quad \forall x \in B^C_R.
\]
Using the equalities
\[
\int_{Bn \setminus Bn} |x|^{-n} dx = \log 2|S_n^{-1}|
\]
and \( \varepsilon = \lambda + n/p \), it follows that
\[
\|v \cdot |^\lambda L^p(Bn \setminus Bn) \leq C_1 p \log 2|S_n^{-1}|\|Du \cdot |^\lambda + 1 L^p(Bn).
\]
Inequality (A.27) follows by inserting this into the right hand side of (A.28) and sending \( R \) to \( \infty \). This proves Proposition 91.

The next result will be used to prove Corollary 96 below, which was used in the proof of Theorem 63 (Section 3.2.2). For every \( d \in \mathbb{Z} \) we define \( P_d \) and \( \hat{P}_d \) to be the spaces of polynomials in \( z \in \mathbb{C} \) and \( \hat{z} \) of degree less than \( d \).

We abbreviate
\[
L_1^p := L_1^p(C, \mathbb{C}), \quad L_{\lambda}^p := L_{\lambda}^p(C, \mathbb{C}), \quad \partial_z := \partial_z^C, \quad \partial_\hat{z} := \partial_\hat{z}^C.
\]
Let \( X \) be a normed vector space and \( Y \subseteq X \) a closed subspace. We denote by \( X^* \) the dual space of \( X \) and equip \( X/Y \) with the quotient norm.

93. **Proposition** (Fredholm property for \( \partial_z \)). For every \( d \in \mathbb{Z} \), \( 1 < p < \infty \) and \( -2/p + 1 < \lambda < -2/p + 2 \) the following conditions hold.

(i) The operator \( T := \partial_z : L_{\lambda-1-d}^1 \rightarrow L_{\lambda-d}^p \) is Fredholm.

(ii) We have \( \ker T = P_d \).

(iii) The map
\[
(A.29) \quad P_{-d} \rightarrow (L_{\lambda-d}^p/\text{im}T)^*, \quad u \mapsto \left( v + \text{im}T \mapsto \int_C uv dsdt \right)
\]
is well-defined and a \( \mathbb{C} \)-linear isomorphism.

The proof of this proposition is based on the following result, which is due to R. B. Lockhart.

94. **Theorem**. Let \( n, k, m \in \mathbb{N}_0 \) be such that \( n \geq 2 \), \( k \geq m \), \( \lambda \in \mathbb{R} \), and
\[
T : L_{\lambda}^{k,p}(\mathbb{R}^n, \mathbb{C}) \rightarrow L_{\lambda+m}^{k-m,p}(\mathbb{R}^n, \mathbb{C})
\]
a constant coefficient homogeneous elliptic linear operator of order \( m \) on \( \mathbb{R}^n \). If \( \lambda + n/p \notin \mathbb{Z} \) then \( T \) is Fredholm.

---

10Hence if \( d \leq 0 \) we have \( P_d = \{0\} \).
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Proof of Theorem 94. This is an immediate consequence of R. B. Lockhart’s result [Lo2, Theorem 4.3], using that a bounded linear operator between Banach spaces is Fredholm if its adjoint operator is Fredholm. □

95. Remark. Let $X$ be a normed vector space and $Y \subseteq X$ a closed subspace. We equip $X/Y$ with the quotient norm. The map

$$Y^\perp := \{ \varphi \in X^* \mid \varphi(x) = 0, \forall x \in Y \} \to (X/Y)^*, \varphi \mapsto (x + Y \mapsto \varphi(x)),$$

is well-defined and an isometric isomorphism. This follows from a straightforward argument. ✷

We denote by $\mathcal{S}$ the space of Schwartz functions on $\mathbb{C}$ and by $\mathcal{S}'$ the space of temperate distributions. By $\hat{\cdot} : \mathcal{S}' \to \mathcal{S}'$ we denote the Fourier transform, and by $\vee : \mathcal{S}' \to \mathcal{S}'$ the inverse transform.

Proof of Proposition 93. Let $d, p, \lambda$, and $T$ be as in the hypothesis.

Statement (i) follows from Theorem 94, observing that $\partial \bar{\partial}$ is elliptic, i.e., its principal symbol

$$\sigma_T : \mathbb{R}^2 = \mathbb{C} \to \mathbb{C}, \sigma_T(\zeta) = \frac{\zeta}{2}$$

does not vanish on $\mathbb{R}^2 \setminus \{0\}$.

We prove statement (ii). A calculation in polar coordinates shows that for every polynomial $u$ in $z$ we have

$$(A.30) \quad u \in L^{1,p}_{\lambda-1-d} \iff \deg u < d - \lambda + 1 - \frac{2}{p}.$$

Hence our assumption $\lambda < -2/p + 2$ implies that $\ker T \supseteq P_d$. Therefore, statement (ii) is a consequence of the following claim.

1. Claim. We have $\ker T \subseteq P_d$.

Proof of Claim 1. Let $u \in \ker T$. Then $0 = \widehat{\partial \bar{\partial} u}(\zeta) = \frac{i}{2} \zeta \widehat{u}$ (as temperate distributions). It follows that the support of $\widehat{u}$ is either empty or consists of the point $0 \in \mathbb{C}$. Hence the Paley-Wiener theorem implies that $u$ is real analytic in the variables $s$ and $t$, where $z = s + it$, and there exists $N \in \mathbb{N}$ such that $\sup_{z \in \mathbb{C}} |u(z)| |\langle z \rangle|^N < \infty$. Therefore, by Liouville’s Theorem $u$ is a polynomial in the variable $z$. Since by our assumption $\lambda > -2/p + 1$, it follows from (A.30) that $u \in P_d$. This proves Claim 1. □

To prove statement (iii), we define $p' := p/(p - 1)$. Consider the isometric isomorphism

$$\Phi : L^p_{-\lambda+d} \to (L^p_{\lambda-d})^*, \Phi(u) := \left( v \mapsto \int_{\mathbb{C}} uv \right).$$

Denoting by $T^*$ the adjoint operator of $T$, we have

$$T^* \Phi = \partial_z : L^p_{-\lambda+d} \to (L^p_{\lambda-1-d})^*,$$

where the derivatives are taken in the sense of distributions.

2. Claim. We have $\ker(T^* \Phi) = \bar{P}_{-d}$.

\[\text{\footnotesize{\textsuperscript{11}See e.g. [ReSi, Theorem IX.12].}}\]
Proof of Claim 2. For every polynomial \( u \) in \( \mathcal{S} \) we have
\[
(A.31) \quad u \in L^p_{\lambda_{-1-d}} \iff \deg u < -\lambda - \frac{2}{p} = -\lambda - 2 + \frac{2}{p}.
\]
Our assumption \( \lambda > -2/p + 1 \) and (A.31) imply that \( \ker T^* \supseteq \mathcal{P}_{-d} \). Furthermore, the inclusion \( \ker T^* \subseteq \mathcal{P}_{-d} \) is proved analogously to the inclusion \( \ker T \subseteq \mathcal{P}_d \), using \( \lambda < -2/p + 2 \) and (A.31). This proves Claim 2. \( \square \)

It follows from Claim 2 that the map \( \Phi \) restricts to a \( \mathbb{C} \)-linear isomorphism between \( \mathcal{P}_{-d} \) and \( \ker T^* = (\mathrm{im}T)^\perp \). The composition of this map with the canonical isomorphism \( (\mathrm{im}T)^\perp \to (L^p_{\lambda_{-1-d}}/\mathrm{im}T)^\perp \) described in Remark 95, equals the map (A.29). Statement (iii) follows. This completes the proof of Proposition 93. \( \square \)

Let \( d \in \mathbb{Z}, 1 < p < \infty, -2/p + 1 < \lambda < -2/p + 2 \), and \( \rho_0 : \mathbb{C} \to [0, 1] \) be a smooth function that vanishes on \( B_{1/2} \) and equals 1 on \( B_1^c \). We equip \( \mathcal{C}_{p_{0d}} + L^p_{\lambda_{1-d}} \) with the norm induced by the isomorphism of Lemma 89. This norm is complete. (See e.g. [Lo1].)

96. **Corollary.** The map \( \partial_z : \mathcal{C}_{p_{0d}} + L^p_{\lambda_{1-d}} \to L^p_{\lambda_{-d}} \) is Fredholm, with real index \( 2 + 2d \).

**Proof of Corollary 96.** The composition of the isomorphism of Lemma 89 with the above map is given by
\[
T + S : \mathbb{C} \oplus L^p_{\lambda_{1-d}} \to L^p_{\lambda_{-d}}, \quad T(x_\infty, u) := \partial_z u, \quad S(x_\infty, u) := x_\infty (\partial_z \rho_0)p_d.
\]
The map \( T \) is the composition of the canonical projection \( \mathbb{C} \oplus L^1_{\lambda_{1-d}} \to L^1_{\lambda_{1-d}} \) with the operator \( \partial_z : L^1_{\lambda_{1-d}} \to L^p_{\lambda_{-d}} \). Using Proposition 93, it follows that \( T \) is Fredholm of real index \( 2 + 2d \). Furthermore, \( S \) is compact, since it equals the composition of the canonical projection \( \mathbb{C} \oplus L^1_{\lambda_{1-d}} \to \mathbb{C} \) (which is compact) with a bounded operator. Corollary 96 follows. \( \square \)

The next result was used in the proof of Theorem 63 (Fredholm property for the augmented vertical differential) in Section 3.2.2. Let \( (V, \langle \cdot, \cdot \rangle) \) be a finite dimensional hermitian vector space, \( A, B : V \to V \) positive linear maps, \( \lambda \in \mathbb{R} \) and \( 1 < p < \infty \). We define
\[
T_\lambda := \begin{pmatrix} \partial_z & A \\ B & \partial_z \end{pmatrix} : W^1_{\lambda, p}(\mathbb{C}, V \oplus V) \to L^p_{\lambda}(\mathbb{C}, V \oplus V).
\]

97. **Proposition.** The operator \( T_\lambda \) is Fredholm of index 0.

For the proof of Proposition 97 we need the following result.

98. **Proposition.** Let \( (V, \langle \cdot, \cdot \rangle), p \) and \( A \) be as above, and \( n \in \mathbb{N} \). Then the map
\[
-\Delta + A : W^{2,p}(\mathbb{R}^n, V) \to L^p(\mathbb{R}^n, V)
\]
is an isomorphism (of Banach spaces).

**Proof of Proposition 98.** Consider first the case \( \dim \mathbb{C} V = 1 \) and \( A = 1 \). We define
\[
G := (2\pi i)^\frac{2}{p} (\langle \cdot, \cdot \rangle^{-2})^\vee \in \mathcal{S}'.
\]
The map \( \mathcal{S} \ni u \mapsto G \ast u \in \mathcal{S} \) is well-defined. By Calderón’s Theorem this map extends uniquely to an isomorphism
\[
L^p(\mathbb{R}^n, \mathbb{C}) \ni u \mapsto G \ast u \in W^{2,p}(\mathbb{R}^n, \mathbb{C}).
\]
Note that 
\((−\Delta + 1)(G * u) = (⟨·⟩^2 (G * u))^\vee = u,\)
for every \(u ∈ S.\) It follows that the inverse of (A.32) is given by

\[-\Delta + 1 : W^{2,p}(\mathbb{R}^n, \mathbb{C}) → L^p(\mathbb{R}^n, \mathbb{C}).\]

Hence this is an isomorphism.

The general case can be reduced to the above case by diagonalizing the map \(A.\) This proves Proposition 98.

\[\text{□} \]

**Proof of Proposition 97.** We abbreviate \(L^p := L^p(\mathbb{C}, V ⊕ V),\) etc.

Assume first that \(\lambda = 0.\) We denote by \(A^{1/2}, B^{1/2} : V → V\) the unique positive linear maps satisfying \((A^{1/2})^2 = A, (B^{1/2})^2 = B.\) We define

\[L := \begin{pmatrix} \partial_z & A^{1/2} B^{1/2} \\ B^{1/2} A^{1/2} & -\partial_z \end{pmatrix} : W^{1,p} → L^p.\]

A short calculation shows that

\[(A^{33}) T_0 = (A^{1/2} ⊕ B^{1/2})L(A^{-1/2} ⊕ B^{-1/2}).\]

**Claim.** The operator \(L\) is an isomorphism.

**Proof of the claim.** We define

\[L' := \begin{pmatrix} -\partial_z & A^{1/2} B^{1/2} \\ B^{1/2} A^{1/2} & -\partial_z \end{pmatrix} : W^{2,p} → W^{1,p}.\]

By a short calculation we have

\[LL' = (-\frac{\Delta}{4} + A^{1/2} B^{1/2}) ⊕ (-\frac{\Delta}{4} + B^{1/2} A^{1/2}) : W^{2,p} → L^p.\]

Since the linear maps

\[A^{1/2} B^{1/2}, B^{1/2} A^{1/2} : V → V\]

are positive, Proposition 98 implies that \(LL'\) is an isomorphism. We denote by \((LL')^{-1} : L^p → W^{2,p}\) its inverse and define

\[R := L'(LL')^{-1} : L^p → W^{1,p}.\]

Then \(R\) is bounded and \(LR = \text{id}_{L^p}.\)

By a short calculation, we have \(LL'(u, v) = L'L(u, v),\) for every Schwartz function \((u, v) ∈ S.\) This implies that

\[(LL')^{-1}L|_S = L(LL')^{-1}|_S,\]

and therefore \(RL|_S = \text{id}_S.\) Since \(RL : W^{1,p} → W^{1,p}\) is continuous and \(S \subseteq W^{1,p}\) is dense, it follows that \(RL = \text{id}_{W^{1,p}}.\) The claim follows.

The maps

\[A^{1/2} ⊕ B^{1/2} : L^p → L^p, \quad A^{-1/2} ⊕ B^{-1/2} : W^{1,p} → W^{1,p}\]

are automorphisms. Therefore, \((A^{33})\) and the claim imply that \(T_0\) is an isomorphism.

Consider now the **general case** \(λ ∈ \mathbb{R}.\) The map

\[L^p ⊋ (u, v) ↦ ⟨·⟩^{-λ}(u, v) ∈ L^p_λ\]
is an isometric isomorphism. Furthermore, by Proposition 90(ii) the map
\[ W^1_{\lambda} \ni (u, v) \mapsto \langle \cdot \rangle^\lambda (u, v) \in W^1_p \]
is well-defined and an isomorphism. We define
\[ S := \langle \cdot \rangle^\lambda (\partial \bar{z} \langle \cdot \rangle - \lambda) \oplus \langle \cdot \rangle^\lambda (\partial z \langle \cdot \rangle - \lambda) : W^1_p \to L^p. \]

Direct calculations show that
\[ T^\lambda = \langle \cdot \rangle^\lambda (T^0 + S) \langle \cdot \rangle^\lambda, \quad |\partial \bar{z} \langle \cdot \rangle| \leq |\lambda| |\cdot|^{-\lambda-1}/2, \quad |\partial z \langle \cdot \rangle| \leq |\lambda| |\cdot|^{-\lambda-1/2}. \]

Therefore, Proposition 90(iii) implies that the operator \( S \) is compact. Since we proved that \( T^0 \) is an isomorphism, it follows that \( T^\lambda \) is a Fredholm map of index 0. This proves Proposition 97 in the general case.

A.5. Smoothening a principal bundle

The main result of this section states that a principal bundle of Sobolev class \( W^2_{\text{loc}} \) is Sobolev isomorphic to a smooth bundle, if \( p \) is large enough. This will be used in the proofs of Propositions 69, 103, and 106 in the next section. Let \( n \in \mathbb{N} \) be an integer, \( p > n/2 \) a real number, \( X \) a smooth manifold (possibly with boundary) of dimension \( n \), \( G \) a compact Lie group, and \( P \) a \( G \)-bundle over \( X \) of class \( W^2_{\text{loc}} \).

99. Theorem (Smoothening a principal bundle). If \( p > \frac{n}{2} \) and \( P \) is as above then there exists an isomorphism of principal \( G \)-bundles of class \( W^2_{\text{loc}} \), from \( P \) to a smooth bundle over \( X \).

The proof of this result relies on the facts that there exists a smooth \( G \)-bundle that is \( C^0 \)-close to \( P \), and that if two “Sobolev bundles” are \( C^0 \)-close then they are “Sobolev-isomorphic”. In order to explain this, let \( U \) be an open cover of \( X \).

We call a collection of functions \( g_{U, U'} : U \cap U' \to G \quad (U, U' \in U) \)
compatible iff it satisfies
\[ g_{U, U'} = 1, \quad g_{U, U'; U', U''} = g_{U, U'} \text{ on } U \cap U' \cap U'', \quad \forall U, U', U'' \in U. \]

Remark. The second condition means that the collection \( (g_{U, U'}) \) is a Čech 1-cocycle.

Recall that a cover \( U \) of \( X \) is called locally finite iff every point \( x \in X \) possesses a neighborhood which intersects only finitely many sets in \( U \). By a refinement of the cover \( U \) we mean a cover \( V \) of \( X \), together with a map \( V \ni V \mapsto U_V \in \mathcal{U} \), such that \( V \subseteq U_V \), for every \( V \in \mathcal{V} \). The first ingredient of the proof of Theorem 99 is the following.

100. Proposition (Smoothening a compatible collection of maps). Let
\[ g_{U, U'} \in W^2_{\text{loc}}(U \cap U', G) \quad (U, U' \in U) \]

\[ g_{U, U'} = \langle \cdot \rangle^\lambda (T^0 + S) \langle \cdot \rangle^\lambda, \quad |\partial \bar{z} \langle \cdot \rangle| \leq |\lambda| |\cdot|^{-\lambda-1}/2, \quad |\partial z \langle \cdot \rangle| \leq |\lambda| |\cdot|^{-\lambda-1/2}. \]

\[ g_{U, U'} = \langle \cdot \rangle^\lambda (T^0 + S) \langle \cdot \rangle^\lambda, \quad |\partial \bar{z} \langle \cdot \rangle| \leq |\lambda| |\cdot|^{-\lambda-1}/2, \quad |\partial z \langle \cdot \rangle| \leq |\lambda| |\cdot|^{-\lambda-1/2}. \]

\[ g_{U, U'} = \langle \cdot \rangle^\lambda (T^0 + S) \langle \cdot \rangle^\lambda, \quad |\partial \bar{z} \langle \cdot \rangle| \leq |\lambda| |\cdot|^{-\lambda-1}/2, \quad |\partial z \langle \cdot \rangle| \leq |\lambda| |\cdot|^{-\lambda-1/2}. \]
be a compatible collection, and \( W \) a neighborhood of the diagonal in \( G \times G \). Then there exists a locally finite refinement \( V \ni V \mapsto U_V \in \mathcal{U} \) consisting of open precompact sets, and a compatible collection of smooth maps

\[
h_{V,V'} : V \cap V' \to G, \quad (V, V' \in \mathcal{V}),
\]

such that

\[
(A.35) \quad (h_{V,V'}(x), g_{U,V,V'}(x)) \in W, \quad \forall V, V' \in \mathcal{V}, x \in V \cap V'.
\]

Remark. This result says that there exists a smooth Čech 1-cocycle, which is arbitrarily close in the uniform sense to a given Čech 1-cocycle of Sobolev class. Condition (A.35) may look unconventional, but it is a natural way of stating the closeness condition. An alternative would be to introduce a Riemannian metric on \( G \) and formulate the condition in terms of the induced distance function on \( G \).

Proof of Proposition 100. We may assume w.l.o.g. that \( \partial X = \emptyset \), by considering the double \( X \# X \). If \( X \) is compact then the statement follows from [Is, Theorem 2.1], using the fact that \( W^{2,p} \)-maps are continuous, since \( p > \frac{n}{2} \). In the general case, it follows from an adaption of that proof: We first choose a locally finite refinement \( V \ni V \mapsto U_V \in \mathcal{U} \) by precompact sets, and define \( g'_{V,V'} := g_{U,V,V'} |_{V \cap V'} \). Then we follow the argument of the proof of [Is, Theorem 2.1], for the cover \( V \).\(^{13}\) This proves Proposition 100.

The next lemma will also be used in the proof of Theorem 99.

101. Lemma. There exists a neighborhood \( N \) of the diagonal \( G \times G \) with the following property. Let \( n \in \mathbb{N} \) be an integer, \( p > \frac{2}{3} \) a real number, \( X \) a smooth manifold of dimension \( n \), and \( \mathcal{U} \) a locally finite cover of \( X \) by precompact sets. Then there exists a refinement \( V \ni V \mapsto U_V \in \mathcal{U} \) such that the following holds. Let

\[
g_{U,U'} \in W^{2,p}(U \cap U', G), \quad h_{U,U'} \in W^{2,p}(U \cap U', G) \quad (U, U' \in \mathcal{U})
\]

be compatible collections of maps satisfying

\[
(g_{U,U'}(x), h_{U,U'}(x)) \in N, \quad \forall x \in U \cap U', U, U' \in \mathcal{U}.
\]

Then there exists a collection of maps \( k_V \in W^{2,p}(V, G) \) (\( V \in \mathcal{V} \)), such that

\[
(A.36) \quad k_{V}^{-1} h_{V,V'} k_V = g_{V,V'} \text{ on } V \cap V'.
\]

Proof of Lemma 101. This is a direct consequence of [We, Lemma 7.2]. \( \square \)

For the proof of Theorem 99, we also need the following.

102. Remark. Let \( \mathcal{U} \) be an open cover of \( X \), and \( g_{U,U'} \) (\( U, U' \in \mathcal{U} \)) be a compatible collection of maps. We define the set

\[
P_{(g_{U,U'})} := \{(U, x, g) \mid U \in \mathcal{U}, x \in U, g \in G\} / \sim,
\]

where the equivalence relation \( \sim \) is defined by

\[
(U, x, g) \sim (U', x', g') \text{ iff } x = x' \in U \cap U' \text{ and } g' = g_{U,U'}(x).
\]

If the maps \( g_{U,U'} \) are smooth, then this set naturally is a smooth \( G \)-bundle, and if the maps \( g_{U,U'} \) are of Sobolev class \( W^{k,p}_{loc} \) with \( kp > n := \dim X \), then it naturally

\(^{13}\) Note that we can choose the sets in the refinement of \( V \) as in that proof to be precompact, since the sets in \( V \) are precompact.
is a $G$-bundle of class $W^{k,p}_{\text{loc}}$. In either case, a system of local trivializations is given by

\[(A.37) \quad \Phi_U : U \times G \to P, \quad (\Phi_U)_x(g) := \Phi_U(x,g) := [U,x,g],\]

where $[U,x,g]$ denotes the equivalence class of $(U,x,g)$. The map $g_{U',U}$ is the transition map from $\Phi_U$ to $\Phi_{U'}$. This means that

\[(\Phi_{U'})_x^{-1}(\Phi_U)_x(g) = g g_{U',U}(x), \quad \forall x \in U \cap U', g \in G.\]

Let $k_p > n$, and $(g_{U',U})$ and $(h_{U',U})$ be compatible collections of maps of class $W^{k,p}_{\text{loc}}$. Then the bundles $P_{(g_{U',U})}$ and $P_{(h_{U',U})}$ are $W^{k,p}_{\text{loc}}$-isomorphic, if there exists a collection of maps $k_U \in W^{k,p}_{\text{loc}}(U,G)$, satisfying the equation

\[(A.38) \quad k_{U'}(x) \cdot h_{U',U}(x) k_U(x) = g_{U',U}(x), \quad \forall x \in U \cap U', \forall U,U' \in \mathcal{U}.\]

Defining $\Phi_U$ as in (A.37) and $\Psi_U$ similarly, with $g_{U',U}$ replaced by $h_{U',U}$, an isomorphism $P_{(g_{U',U})} \to P_{(h_{U',U})}$ is given by

\[ [U,x,g] \mapsto (\Phi_U)_x(k_U(x)(\Phi_U)^{-1}_x(g)).\]

(If follows from the compatibility condition (A.34) and (A.38) that this map is well-defined, i.e., the right hand side above does not depend on the choice of the representative $(U,x,g)$.)

**Proof of Theorem 99** (p. 110). We choose a cover $\mathcal{U}$ of $X$, and a system of local trivializations $\Phi_U : U \times G \to P$ of class $W^{2,p}_{\text{loc}}$ $(U \in \mathcal{U})$. For $U,U' \in \mathcal{U}$ we denote by $g_{U',U} : U \cap U' \to G$ the corresponding transition map, defined by

\[ g_{U',U}(x) := (\Phi_U)_x^{-1}(\Phi_{U'})_x(x), \]

where for $g \in G$, $g : G \to G$ denotes right multiplication. We choose a neighborhood $\mathcal{N}$ of the diagonal in $G \times G$ as in Lemma 101, and a refinement $\mathcal{V}$ and a collection of smooth maps $h_{U',V}$ $(V,V' \in \mathcal{V})$ as in Proposition 100. Using (A.35), we may apply Lemma 101 with $\mathcal{U},g_{U',U},h_{U',U}$ replaced by $\mathcal{V},g_{U',U},h_{U',V}$, to conclude that there exists a refinement $\mathcal{W} \supseteq \mathcal{V} \hookrightarrow \mathcal{V}_W \in \mathcal{V}$, and a collection of maps $k_W \in W^{2,p}(W,G)$ $(W \in \mathcal{W})$, such that

\[ k_W^{-1} h_{V,W} = g_{V,W} \quad \text{on } W \cap W', \forall W,W' \in \mathcal{W}.\]

Therefore, the statement of Theorem 99 follows from Remark 102. □

**A.6. Proof of the existence of a right inverse for $d_A^*$**

In this section we prove Proposition 69 (Section 3.2.4). We need the following results. Let $n \in \mathbb{N}$, $G$ be a compact Lie group with Lie algebra $\mathfrak{g}$, $(\cdot,\cdot)_{\mathfrak{g}}$ an invariant inner product on $\mathfrak{g}$, and $(X,\langle \cdot,\cdot \rangle_X)$ a Riemannian manifold (possibly with boundary) of dimension $n$. Recall the definitions (3.39, 3.40, 3.41) of $\|\alpha\|_{k,p,A}, \Omega_{k,p,A}(\mathfrak{g}), \Gamma_{k,p}(\mathfrak{g}), \Gamma_{p}(\mathfrak{g})$. If $X$ is compact, $p > n/2$, and $P$ is a $G$-bundle over $X$ of Sobolev class $W^{2,p}$, then we denote by $A^{1,p}(P)$ the affine space of connection one-forms on $P$ of class $W^{1,p}$.

103. **Proposition** (Uhlenbeck gauge). Let $n/2 < p < \infty$. Assume that $X$ is compact and diffeomorphic to the closed ball $B_1 \subseteq \mathbb{R}^n$. Then there exist constants $\varepsilon > 0$ and $C$ with the following property. Let $P_0$ and $P$ be $G$-bundles over $X$ of class $W^{2,p}$, and $A_0, A \in A^{1,p}(P)$ connections, such that $A_0$ is flat and

\[ \|F_A\|_p \leq \varepsilon.\]
A.6. PROOF OF THE EXISTENCE OF A RIGHT INVERSE FOR $d'_A$

Then there exists an isomorphism of $G$-bundles $\Phi : P_0 \to P$, of class $W^{2,p}$, such that

\[(A.39) \quad \|\Phi^* A - A_0\|_{1,p, A_0} \leq C \|F_A\|_p.\]

The proof of this result is based on the following.

104. **Lemma** (Uhlenbeck gauge with trivial connection). Let $\frac{n}{2} < p < \infty$. Assume that $X = B_1 \subseteq \mathbb{R}^n$, equipped with the standard metric $\langle \cdot, \cdot \rangle_0$. We denote by $P_0$, the trivial $G$-bundle $X \times G$, and by $A_0$ the trivial connection on this bundle. Then there exist constants $\varepsilon > 0$ and $C > 0$, such that for every connection $A \in \mathcal{A}^{1,p}(P_0)$, satisfying $\|F_A\|_p \leq \varepsilon$, there exists a gauge transformation $g$ on $P_0$ of class $W^{2,p}$, such that

\[\|g^* A - A_0\|_{1,p, A_0} \leq C \|F_A\|_p.\]

**Proof of Lemma 104.** This follows e.g. from [We, Theorem 6.3]. □

In the proof of Proposition 103 we also use the following.

105. **Remark.** Let $\ell \in \mathbb{N}_0$, $p \in \left(\frac{n}{\ell + 1}, \infty\right)$, and $\langle \cdot, \cdot \rangle_X$ be a Riemannian metric on $X$. Assume that $X$ is compact. Then there exists a constant $C > 0$ such that

\[C^{-1}\|\alpha\|_{k,p,\langle \cdot, \cdot \rangle_X, A} \leq \|\alpha\|_{k,p,\langle \cdot, \cdot \rangle_X, A} \leq C\|\alpha\|_{k,p,\langle \cdot, \cdot \rangle_X, A},\]

for every $G$-bundle $P$ over $X$, of class $W^{\ell+1,p}$, connection $A \in \mathcal{A}^{k,p}(P)$, integer $k \in \{0, \ldots, \ell + 1\}$, and every differential form $\alpha$ on $X$ with values in $\mathfrak{g}_P$, of class $W^{k,p}$.

(Here the degree of $\alpha$ is arbitrary.) This follows from an elementary argument, using induction over $k$. □

**Proof of Proposition 103.** Consider first the case $X = B_1$ together with the standard metric. We choose constants $\varepsilon, C$ as in Lemma 104. Let $P_0, P, A_0, A$ be as in the hypothesis. We show that the required isomorphism $\Phi$ exists. It follows from Theorem 99 that we may assume without loss of generality that $P_0$ and $P$ are smooth. Since $X$ is smoothly retractible to a point, $P_0$ and $P$ are smoothly isomorphic to the trivial bundle over $X$. Hence we may assume without loss of generality that they are the trivial bundle. Since $A_0$ is flat, it follows from Lemma 104 that $A_0$ is $W^{2,p}$-gauge equivalent to the trivial connection on $X \times G$. Therefore, the statement of Proposition 103 is a consequence of Lemma 104.

The situation in which $\langle \cdot, \cdot \rangle_X$ is a general metric, can be reduced to the above case, using Remark 105. This proves Proposition 103. □

The proof of Proposition 69 is based on the following. Recall from (3.42) that

\[d'_A = - * d_A* : \Omega^1_{1,p,A}(\mathfrak{g}_P) \to \Gamma^p(\mathfrak{g}_P)\]

denotes the formal adjoint of the operator $d_A$. If $\langle X, \cdot, \cdot \rangle_X$ and $\langle Y, \cdot, \cdot \rangle_Y$ are normed vector spaces and $T : X \to Y$ a bounded linear map then we denote by

\[\|T\| := \sup \{\|Tx\|_Y \mid x \in X : \|x\|_X \leq 1\}\]

the operator norm of $T$. 

106. Proposition. Let \( p > n \). Assume that \( X \) is diffeomorphic to \( \mathbb{B}_1 \subseteq \mathbb{R}^n \), and \( (X, \langle \cdot, \cdot \rangle_X) \) can be embedded (as a Riemannian manifold) into \( \mathbb{R}^n \), together with the standard metric. Then there exist constants \( \epsilon > 0 \) and \( C > 0 \), such that for every \( G \)-bundle \( P \to X \) of class \( W^{2,p} \), and every connection \( A \in \mathcal{A}^{1,p}(P) \) satisfying \( \| F_A \|_p \leq \epsilon \), there exists a right inverse \( R \) of the operator

\[
\tag{A.40}
d_A^*dA : \Gamma^{2,p}_A(g_P) \to \Gamma^p(g_P),
\]

with operator norm \( \| R \| \) bounded above by \( C \).

For the proof of this result, we need the following three lemmas.

107. Lemma (Twisted Morrey’s inequality). Let \( p > n \). Assume that \( X \) is diffeomorphic to \( \mathbb{B}_1 \). Then there exist constants \( C \) and \( \epsilon > 0 \) such that for every \( G \)-bundle \( P \to X \) of class \( W^{2,p} \), and \( A \in \mathcal{A}^{1,p}(P) \), the following holds. If \( \| F_A \|_p \leq \epsilon \) then

\[
\tag{A.41}
\| \alpha \|_\infty \leq C \| \alpha \|_{1,p,A}, \quad \forall \alpha \in \Omega^i_{1,p,A}(g_P), \quad i \in \{0, \ldots, n\}.
\]

Proof of Lemma 107. We denote by \( A_0 \) the trivial connection on the trivial bundle \( P_0 := X \times G \).

Claim. There exists a constant \( C_1 > 0 \) such that the inequality (A.41) holds with \( C = C_1 \) and \( A = A_0 \).

Proof of the claim. This follows from Morrey’s theorem, using the hypothesis \( p > n \).

We choose constants \( \epsilon > 0 \) and \( C_2 := C \) as in Proposition 103. Let \( P \) be a \( G \)-bundle over \( X \), of class \( W^{2,p} \), and \( A \in \mathcal{A}^{1,p}(P) \), such that \( \| F_A \|_p \leq \epsilon \). By the statement of Proposition 103, there exists an isomorphism \( \Phi : P_0 \to P \) of class \( W^{2,p} \), such that

\[
\tag{A.42}
\| \Phi^*A - A_0 \|_{1,p,A_0} \leq C_2 \| F_A \|_p.
\]

Let \( i \in \{0, \ldots, n\} \) and \( \alpha \in \Omega^i_{1,p,A}(g_P) \). We set

\[
A' := \Phi^*A, \quad \alpha' := \Phi^*\alpha, \quad C_3 := \max \left\{ \left\| [\xi, \eta] \right\| : \xi, \eta \in g : |\xi| \leq 1, |\eta| \leq 1 \right\},
\]

where the norm \( |\cdot| \) is with respect to \( \langle \cdot, \cdot \rangle_\xi \). A direct calculation shows that

\[
(A.43) \quad \| \alpha \|_\infty = \| \alpha' \|_\infty \leq C_1 \| \alpha' \|_{1,p,A_0} \leq C_1(\| \alpha' \|_{1,p,A'} + C_3 \| A' - A_0 \|_\infty \| \alpha' \|_p).
\]

The above claim, inequality (A.42), and the assumption \( \| F_A \|_p \leq \epsilon \) imply the estimate \( \| A' - A_0 \|_\infty \leq C_1 C_2 \epsilon \). Combining this with (A.43), the statement of Lemma 107 follows.

108. Lemma. Let \( p > n \) and \( \epsilon > 0 \). Assume that \( X \) is diffeomorphic to \( \mathbb{B}_1 \). Then there exists a constant \( \delta > 0 \) with the following property. Let \( P \to X \) be a \( G \)-bundle of class \( W^{2,p} \), \( A_0 \in \mathcal{A}^{1,p}(P) \), and \( \xi \in \Gamma^{2,p}_{A_0}(g_P) \), such that \( A_0 \) is flat

\[
\tag{A.44}
\| A - A_0 \|_{1,p,A_0} \leq \delta.
\]
Then the following inequalities hold:

\[(A.45)\quad \| (d_A^* d_A - d_{A_0}^* d_{A_0}) \xi \|_p \leq \varepsilon \| \xi \|_{1,p,A_0}, \]

\[(A.46)\quad \| \xi \|_{2,p,A} \leq (1 + \varepsilon) \| \xi \|_{2,p,A_0}, \]

**Proof of Lemma 108.** We have

\[(A.47)\quad d_A^* d_A - d_{A_0}^* d_{A_0} = (d_A - d_{A_0})^* (d_A - d_{A_0}) + d_{A_0}^* (d_A - d_{A_0}) + (d_A - d_{A_0})^* d_{A_0}, \]

\[(A.48)\quad d_A - d_{A_0} = [(A - A_0) \wedge \cdot]. \]

It follows that there exists a constant \( C > 0 \) such that

\[
\| (d_A^* d_A - d_{A_0}^* d_{A_0}) \xi \|_p \leq C \left( \| A - A_0 \|_{\infty}^2 \| \xi \|_p + \| \nabla^{A_0} (A - A_0) \|_p + \| A - A_0 \|_{\infty} \| d_{A_0} \xi \|_p \right),
\]

for every \( G \)-bundle \( P \to X \) of class \( W^{2,p}, A_0, A \in \mathcal{A}^{2,p}(P) \), and \( \xi \in \Gamma^{2,p}_{A_0}(g_P) \).

Using Lemma 107 and flatness of \( A_0 \), it follows that there exists a constant \( \delta > 0 \) such that inequality (A.45) holds for every \( P, A_0, A, \xi \) as in the hypothesis.

Inequality (A.46) follows from an analogous argument, involving formulas for \( \nabla^A \nabla^A - \nabla^{A_0} \nabla^{A_0} \) and \( \nabla^A - \nabla^{A_0} \) similar to (A.47,A.48). This proves Lemma 108.

109. **Lemma.** Let \( X \) and \( Y \) be Banach spaces, and \( T_0, S : X \to Y \) and \( R_0 : Y \to X \) bounded linear maps, such that

\[
T_0 R_0 = \text{id}, \quad \| S \| \leq \frac{1}{2 \| R_0 \|}.
\]

Then there exists a right inverse \( R \) of \( T_0 + S \), satisfying \( \| R \| \leq 2 \| R_0 \| \).

The proof of this lemma will use the following remark.

110. **Remark.** Let \( X \) be a Banach space, and \( T : X \to X \) a linear map satisfying \( \| T \| < 1 \). Then \( \text{id} + T \) is invertible, and

\[
\| (\text{id} + T)^{-1} \| \leq \frac{1}{1 - \| T \|}.
\]

This follows from a standard argument, using the Neumann series \( \sum_{n \in \mathbb{N}_0} (-1)^n T^n \).

Proof of Lemma 109. By hypothesis, we have

\[
\| S R_0 \| \leq \| S \| \| R_0 \| \leq \frac{1}{2}.
\]

Hence using Remark 110, it follows that the map

\[
R := R_0 (\text{id} + S R_0)^{-1} : Y \to X
\]

is well-defined and has the desired properties. This proves Lemma 109.

Proof of Proposition 106 (p. 114).
1. Claim. Let $1 < p < \infty$. There exists a constant $C > 0$ such that for every $G$-bundle $P \to X$ of class $W^{2, p}$, and every flat connection $A$ on $P$ of class $W^{1, p}$, there exists a right inverse $R$ of the operator (A.40), satisfying $\|R\| \leq C$.

Proof of Claim 1. By Theorem 99 we may assume without loss of generality that $P$ is smooth. We choose a smooth flat connection $A_0$ on $P$. By Proposition 103 there exists an automorphism $\Phi$ of $P$, of class $W^{2, p}$, such that inequality (A.39) holds. Since $A$ is flat, it follows that $\Phi^* A = A_0$, and thus $\Phi^* A$ is smooth. Hence we may assume w.l.o.g. that $A$ is smooth.

For an open subset $U \subseteq \mathbb{R}^n$ we denote by $C^\infty_0(U)$ the compactly supported smooth real valued functions on $U$. We define the operator $\tilde{T} : C^\infty_0(B_1) \to C^\infty_0(B_1)$ as follows. We denote by $\Phi : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}$ the fundamental solution for the Laplace equation. It is given by

$$\Phi(x) = \begin{cases} \frac{1}{2\Gamma(n/2)} |x|^{n-2}, & \text{if } n \neq 2, \\ \frac{1}{2} \log |x|, & \text{if } n = 2, \end{cases}$$

where $\Gamma$ denotes the gamma function. (See e.g. [Ev], p. 22.) Let $f \in C^\infty_0(B_1)$. We define $\tilde{f} : \mathbb{R}^n \to \mathbb{R}$ to be the extension of $f$ by 0 outside $B_1$. We denote by $*$ convolution in $\mathbb{R}^n$ and define

$$\tilde{T} f := (\Phi * \tilde{f})|_{B_1}.$$ 

Note that $\Phi$ is locally integrable, hence the convolution is well-defined. Furthermore, $\tilde{T} f$ is smooth, and $\Delta \tilde{T} f = f$.\(^{15}\)

2. Claim. There exists a constant $C$ such that

$$\|\tilde{T} f\|_{W^{2, p}(B_1)} \leq C \|f\|_{L^p(B_1)}, \quad \forall f \in C^\infty_0(B_1).$$

Proof of Claim 2. Young’s inequality states that

$$\|\tilde{T} f\|_{L^p(B_1)} \leq \|\Phi\|_{L^1(B_1)} \|f\|_{L^p(B_1)}, \quad \forall f \in C^\infty_0(B_1).$$

Furthermore, the Calderón-Zygmund inequality states that there exists a constant $C$ such that for every $f \in C^\infty_0(\mathbb{R}^n)$ we have $\|D^2(\Phi * f)\|_p \leq C \|f\|_p$.\(^{16}\) The statement of Claim 2 follows from this. \(\square\)

We fix a constant $C$ as in Claim 2. By this claim the map $\tilde{T}$ uniquely extends to a bounded linear map

$$T : L^p(B_1) \to W^{2, p}(B_1).$$

Since $\Delta \tilde{T} f = f$, for every $f \in C^\infty_0(B_1)$, a density argument shows that $\Delta T f = f$, for every $f \in W^{2, p}(B_1)$, i.e., $T$ is a right inverse for $\Delta : W^{2, p}(B_1) \to L^p(B_1)$.

Let now $G$ be a compact Lie group, $\langle \cdot, \cdot \rangle$ an invariant inner product on $g = \text{Lie} G$, and $(X, \langle \cdot, \cdot \rangle_X)$ a Riemannian manifold as in the hypothesis of Proposition 106. Without loss of generality we may assume that $X$ is a submanifold (with boundary) of $\mathbb{R}^n$, and that $\langle \cdot, \cdot \rangle_X$ is the standard metric. Let $\pi : P \to X$ be a $G$-bundle, and $A \in \mathcal{A}(P)$ be a flat connection. We fix a point $p_0 \in P$, and denote by $\sigma : X \to P$ the $A$-horizontal section through $p_0$. This is the unique smooth

---

\(^{15}\)The first assertion follows from differentiation under the integral, and for the second see e.g. [Ev, Chap. 2, Theorem 1].

\(^{16}\)This follows e.g. [MS2, Theorem B.2.7], using $(\partial_\Phi) * f = \partial_\Phi(\Phi * f)$. 
section of \( P \) satisfying \( A \sigma = 0 \) and \( \sigma(0) = p_0 \). (Such a section exists, since \( A \) is flat, and \( X \) is diffeomorphic to \( \mathbb{B}_1 \).) For \( k \geq 0 \) we define the map
\[
\Psi_k : W^{k,p}(B_1, \mathfrak{g}) \to \Gamma_A^k(\mathfrak{g}_P), \quad \Psi_k \xi := G \cdot (\sigma, \xi).
\]
This is an isometric isomorphism. We define \( R := -\Psi_2 T \Psi_0^{-1} \). It follows that
\[
\|R\| \leq \|\Psi_2\| \|T\| \|\Psi_0^{-1}\| = \|T\| \leq C.
\]
A straight-forward calculation shows that
\[
d_A^* d_A \Psi_2 = \Psi_0 d^* d = -\Psi_0 \Delta : W^{2,p}(B_1, \mathfrak{g}) \to \Gamma^p(\mathfrak{g}_P).
\]
It follows that \( R \) is a right inverse for \( d_A^* d_A \). This proves Claim 1.

We choose constants \( C_1 := C \) as in Claim 1, \( \delta \) as in Lemma 108, corresponding to \( \varepsilon = \min \{1/(2C_1), 1\} \), \( (\varepsilon_2, C_3) := (\varepsilon, C) \) as in Proposition 103, and \( (\varepsilon_2, C_3) := (\varepsilon, C) \) as in Lemma 107. We define
\[
\varepsilon := \min \left\{ \frac{\delta}{C_2}, \varepsilon_1, \varepsilon_2 \right\}.
\]
Let \( P \to X \) be a \( G \)-bundle of class \( W^{2,p} \), and \( A \in \mathcal{A}_{1,p}(P) \), such that \( \|F_A\|_p \leq \varepsilon \).
The statement of Proposition 106 is a consequence of the following claim.

3. CLAIM. There exists a right inverse \( R \) of \( d_A^* d_A \), satisfying \( \|R\| \leq 4C_1 \).

**Proof of Claim 3.** We choose a flat connection \( \tilde{A}_0 \) on \( P \) of class \( W^{1,p} \).
\(^{17}\) Since \( \|F_A\|_p < \varepsilon \leq \varepsilon_1 \), by the statement of Proposition 103 with \( P_0 = P \) there exists an automorphism \( \Phi \) of \( P \) of class \( W^{2,p} \), such that
\[
\|\Phi^* A - \tilde{A}_0\|_{1,p,A_0} \leq C_2 \|F_A\|_p.
\]
We define \( A_0 := \Phi \tilde{A}_0 \). By the statement of Claim 1 there exists a right inverse \( R_0 \) of the operator
\[
d_{A_0}^* d_{A_0} : \Gamma_{A_0}^2(\mathfrak{g}_P) \to \Gamma^p(\mathfrak{g}_P),
\]
satisfying \( \|R_0\|_{A_0} \leq C_1 \), where \( \| \cdot \|_{A_0} \) denotes the operator-norm.\(^{18}\) The assumption \( \|F_A\|_p \leq \varepsilon \leq \delta/C_2 \) and (A.49) imply that the condition (A.44) is satisfied. Therefore, by (A.45) with “\( \varepsilon’ = 1/(2C_1) \), we have
\[
\|d_A^* d_A - d_{A_0}^* d_{A_0}\|_{A_0} \leq \frac{1}{2C_1}.
\]
Therefore, applying Lemma 109, there exists a right inverse \( R \) of the operator
\[
d_A^* d_A : \Gamma_{A_0}^2(\mathfrak{g}_P) \to \Gamma^p(\mathfrak{g}_P),
\]
satisfying \( \|R\|_{A_0} \leq 2C_1 \). Combining this with inequality (A.46) (with “\( \varepsilon’ = 1 \), it follows that \( \|R\|_A \leq 4C_1 \). This proves Claim 3 and completes the proof of Proposition 106.

\(^{17}\) It follows from an argument involving Theorem 99 that such a connection exists.
\(^{18}\) Here we use the subscript “\( A_0 \)” to indicate that the definition of this norm involves the connection \( A_0 \).
111. LEMMA. Let $n \in \mathbb{N}$, $p \in [1, \infty]$, and $f \in L^p(B^n_1)$. Then the function

$$B_1^n \ni x \mapsto \int_0^{x_1} f(t, x_2, \ldots, x_n) dt$$

lies in $L^p$.

**Proof of Lemma 111.** Consider first the case $p = 1$ and $n = 1$, and let $f \in L^1((0,1))$. Defining $\chi(t,x) := 1$ if $t \leq x$, and 0, otherwise, Fubini’s theorem implies that

$$\int_0^1 \int_0^x |f(t)| dt dx = \int_{[0,1] \times [0,1]} \chi(t,x)|f(t)| dt dx = \int_0^1 (1-t)|f(t)| dt < \infty.$$  

The statement of the lemma in the case $p = 1$ and $n = 1$ follows. For $p = 1$ and a general $n$ the proof is similar.

For a general exponent $p$, Hölder’s inequality implies that

$$\left| \int_0^{x_1} f(t, x_2, \ldots, x_n) dt \right|^p \leq |x_1|^{p-1} \int_0^{x_1} |f(t, x_2, \ldots, x_n)|^p dt.$$  

Hence in general, the statement of the lemma follows from what we have already proved, by considering the function $|f|^p$. \qed

We are now ready to prove that $d^*_A$ admits a right inverse:

**Proof of Proposition 69 (p. 86).** We prove statement (i).

Let $n, G, \langle \cdot, \cdot \rangle_g, p, X, \langle \cdot, \cdot \rangle_X, P, A$ be as in the hypothesis. We show that the operator $d^*_A$ admits a bounded right inverse. By Theorem 99 we may assume w.l.o.g. that $P$ is smooth. Since by assumption, $X$ is diffeomorphic to $B_1$, we may assume without loss of generality that $X = B_1$. The Hodge $*$-operator induces an isomorphism between $\Omega^{k,p,A}(\langle \cdot, \cdot \rangle_X)(gP)$ and $\Omega^{n-k,p,A}(\langle \cdot, \cdot \rangle_X)(gP)$. Using the equality $d^*_A = -*d_A*$, it follows that the operator

$$d^*_A : \Omega^{1,p,A}(\langle \cdot, \cdot \rangle_X)(gP) \to \Gamma_{\langle \cdot, \cdot \rangle_X}(gP)$$

admits a bounded right inverse, if and only if the operator

$$d_A : \Omega^{n-1,p,A}(\langle \cdot, \cdot \rangle_X)(gP) \to \Omega^{0,p,A}(\langle \cdot, \cdot \rangle_X)(gP)$$

does so. Since $X = B_1$ is compact, using Remark 105, it follows that the condition that $d^*_A$ admits a bounded right inverse, is independent of the metric $\langle \cdot, \cdot \rangle_X$. Hence we may assume without loss of generality that $\langle \cdot, \cdot \rangle_X$ is the standard metric on $B_1 \subseteq \mathbb{R}^n$.

1. CLAIM. There exists a bounded linear map

$$(A.50) \quad T : \Gamma_{\langle \cdot, \cdot \rangle_X}(gP) \to \Omega^{1,p,A}(gP),$$

such that $d^*_A T = id$.

**Proof of Claim 1.** We define $\Omega \subseteq \mathbb{R} \times P$ to be the subset consisting of all $(t,p)$ such that

$$(A.51) \quad |t + x_1|^2 + x_2^2 + \cdots + x_n^2 < 1,$$
where $x := \pi(p) \in B_1$. Furthermore, we denote by $\Psi : \Omega \to P$ the A-parallel transport in $x_1$-direction. Let $(t_0, p_0) \in \Omega$. We denote $x_0 := \pi(p_0) \in B_1$. Then $\Psi(t_0, p_0) = p(t_0)$, where

$$p : \{t \in \mathbb{R} \mid (t, x_0) \text{ satisfies } (A.51)\} \to P$$

is the unique path satisfying

$$p \circ r(t) = x_0 + (t, 0, \ldots, 0), \quad Ap = 0, \quad p(0) = p_0. \quad \text{19}$$

Let $\xi \in \Gamma^{1,p}(g_P)$. We define $\tilde{\xi} : P \to g$ by the condition $[p, \tilde{\xi}(p)] = \xi \circ \pi(p)$, for $p \in P$, and

$$\tilde{\eta} : P \to g, \quad \tilde{\eta}(p) := \int_{-x_1}^0 \tilde{\xi} \circ \Psi(t, p) dt \in g,$$

where $(x_1, \ldots, x_n) := \pi(p)$. Furthermore, we define the section $\eta : B_1 \to g_P$ by the condition $\eta \circ \pi(p) = [p, \tilde{\eta}(p)]$, for every $p \in P$, and

$$T\xi := -\eta dx^1.$$

This defines the operator $A.50$. Claim 1 is a consequence of the following.

2. Claim. The section $\eta$ lies in $\Gamma^{1,p}_A(g_P)$ and satisfies

$$d_A^*(\eta dx^1) = -\xi.$$

**Proof of Claim 2.** The section is of class $L^\infty$, since $\xi$ is of this class, by Morrey’s embedding theorem. We denote by $e_1, \ldots, e_n$ the standard basis of $\mathbb{R}^n$. We show that

$$d_A\eta e_1 = \xi.$$}

Let $x \in \mathbb{R}^n$. We fix a point $p_0$ in the fiber of $P$ over $(0, x_2, \ldots, x_n)$, and define the path $p(t) := \Psi(t + x_1, p_0)$. Using the equality $\Psi(s, p(t)) = \Psi(s + t + x_1, p_0)$, it follows from (A.53) that

$$\tilde{\eta} \circ p(t) = \int_{-x_1 - t}^0 \tilde{\xi} \circ \Psi(s + t + x_1, p_0) ds = \int_{0}^{x_1 + t} \tilde{\xi} \circ \Psi(s, p_0) ds.$$

It follows that

$$d_A\tilde{\eta}(p(0)) \dot{p}(0) = \frac{d}{dt} \bigg|_{t=0} \tilde{\eta}(p(t)) = \tilde{\xi}(p(0)),$$

and therefore, $d_A\eta(x) e_1 = \xi(x)$. This proves (A.55). It follows that $d_A\eta e_1$ is of class $W^{1,p}$.

Let now $i \in \{2, \ldots, n\}$. We show that $|d_A\eta e_i| \in L^p(B_1^n)$. We fix $x \in \mathbb{R}^n$ and choose a smooth path $t \mapsto p(t)$, such that $\pi \circ p(t) = x + te_i$. Using (A.53) with $p = p(t)$ and differentiating under the integral, we obtain

$$d_A\tilde{\eta}(p(0)) \dot{p}(0) = \int_{-x_1}^0 d_A\tilde{\xi}(\Psi(s, p(0))) \frac{d}{dt} \bigg|_{t=0} \Psi(s, p(t)) ds. \quad \text{20}$$

---

19 In some smooth trivialization of the bundle $P$ the conditions (A.52) correspond to the ordinary differential equation $\tilde{q} = -q \xi$ with initial condition $\tilde{g}(0) = 1$, for a path $t \mapsto g(t) \in G$. Here $\xi(t)$ corresponds to the first component of $A$ at $p(t)$. This equation is of the form $\dot{g}(t) = f(t, g(t))$, where $f$ is continuous in $t$ and Lipschitz continuous in $g$. (Here we use that $A$ is of class $W^{1,p}$ with $p > 2$.) Therefore, by the Picard-Lindelöf theorem, there exists a unique solution of the initial value problem, and thus of (A.52).

20 Here we used that the lower limit of the integral expressing $\tilde{\eta} \circ p(t)$ is $-x_1$, for every $t$.
Since \( \pi \dot{p}(0) = e_i \) and \( \pi \circ \Psi(s, p(t)) = x + se_1 + te_i \), it follows that
\[
|d_A \eta(x)e_i| \leq \int_{-\varepsilon}^{\varepsilon} |d_A \xi(x + se_1)e_i| \, ds.
\]
By Lemma 111 with \( f := |d_A \xi e_i| \), using the assumption \( \xi \in \Gamma_A^{p}(\mathfrak{g} P) \), it follows that \( |d_A \eta e_i| \in L^p(B^p) \). Therefore, \( \eta \) lies in \( \Omega_{1}^{p,A}(\mathfrak{g} P) \). To prove equality (A.54), observe that
\[
d_A^* (\eta dx^1) = - \ast d_A (\eta dx^2 \wedge \ldots \wedge dx^n) = - \ast (\xi dx^1 \wedge \ldots \wedge dx^n) = -\xi,
\]
where in the second step we used (A.55). This proves Claim 2 and hence Claim 1. \( \square \)

We choose a map \( T \) as in Claim 1, and a flat connection \( A_0 \in \mathcal{A}(P) \). By Proposition 106 there exists a bounded right inverse \( R_0 \) of
\[
d_A^* d_A : \Gamma^{2,p}_A(\mathfrak{g} P) \to \Gamma^p(\mathfrak{g} P).
\]
Statement (i) is now a consequence of the following.

3. \text{CLAIM.} The operator
\[
R := d_A R_0 + T (\text{id} - d_A^* d_A R_0) : L^p(\mathfrak{g} P) \to \Omega_{1}^{p,A}(\mathfrak{g} P)
\]
is well-defined and bounded, and \( d_A^* R = \text{id} \).

\text{PROOF OF CLAIM 3.} A short calculation shows that \( S := d_A^* d_A - d_A^* d_A R_0 \) is of first or zeroth order. Hence it is bounded as a map from \( \Gamma^{2,p}_A(\mathfrak{g} P) \) to \( \Gamma^{p}_A(\mathfrak{g} P) \). Furthermore, the equality
\[
\text{id} - d_A^* d_A R_0 = -SR_0
\]
holds on smooth sections of \( \mathfrak{g} P \). This implies that \( R \) is well-defined and bounded. A short calculation shows that \( d_A^* R = \text{id} \). This proves Claim 3, and completes the proof of (i). \( \square \)

To prove \text{statement (ii)}, we choose constants \( \varepsilon \) and \( C \) as in Proposition 106. Let \( P \to X \) be a \( G \)-bundle of class \( W^{2,p} \), and \( A \in \mathcal{A}^{1,p}(P) \), such that \( \| F_A \|_p \leq \varepsilon \). By the statement of Proposition 106, there exists a right inverse \( R \) of the operator \( d_A^* d_A : \Gamma^{2,p}_A(\mathfrak{g} P) \to \Gamma^p(\mathfrak{g} P) \), satisfying \( \| R \| \leq C \). The operator \( d_A R \) is a right inverse for \( d_A^* \), satisfying \( \| d_A R \| \leq \| d_A \| \| R \| \leq C \). Here in the last inequality we used the fact \( \| d_A \| \leq 1 \), where
\[
d_A : \Gamma^{2,p}_A(\mathfrak{g} P) \to \Omega_{1}^{p,A}(\mathfrak{g} P).
\]
This proves (ii), and completes the proof of Proposition 69. \( \square \)

A.7. \text{Further auxiliary results}

The next two results were used in the proofs of Proposition 38 (Section 2.5) and Theorem 78 (Appendix A.1).

112. \text{THEOREM} (Uhlenbeck compactness). Let \( n \in \mathbb{N} \), \( G \) be a compact Lie group, \( X \) a compact smooth Riemannian \( n \)-manifold (possibly with boundary), \( P \) a smooth \( G \)-bundle over \( X \), \( p > n/2 \) a number, and \( A_\nu \) a sequence of connections on \( P \) of class \( W^{1,p} \). Assume that
\[
\sup_{\nu \in \mathbb{N}} \| F_{A_\nu} \|_{L^p(X)} < \infty.
\]
A.7. FURTHER AUXILIARY RESULTS

Then passing to some subsequence there exist gauge transformations $g_{\nu}$ of class $W^{2,p}$, such that $g_{n_{\nu}}A_{\nu}$ converges weakly in $W^{1,p}$.

**Proof of Theorem 112.** This is [We, Theorem A]. See also [Uh, Theorem 1.5]. \(\square\)

113. **Proposition** (Compactness for $\bar{\partial}_J$). Let $M$ be a manifold without boundary, $k \in \mathbb{N}$, $p > 2$ numbers, $J$ an almost complex structure on $M$ of class $C^k$, $\Omega_1 \subseteq \Omega_2 \subseteq \ldots \subseteq C$ open subsets, and $u_{\nu} : \Omega_{\nu} \to M$ a sequence of functions of class $W^{1,p}_{\text{loc}}$. Assume that $\bar{\partial}_Ju_{\nu}$ is of class $W^{k,p}_{\text{loc}}$, for every $\nu$, and that for every open subset $\Omega \subseteq \bigcup_{\nu} \Omega_{\nu}$ with compact closure the following holds. If $\nu_0 \in \mathbb{N}$ is so large that $\Omega \subseteq \Omega_{\nu_0}$ then

\begin{align}
&\exists K \subseteq M \text{ compact: } u_{\nu}(\Omega) \subseteq K, \quad \forall \nu \geq \nu_0, \quad (A.56) \\
&\sup_{\nu \geq \nu_0} \|du_{\nu}\|_{L^p(\Omega)} < \infty, \quad (A.57) \\
&\sup_{\nu \geq \nu_0} \|\bar{\partial}_Ju_{\nu}\|_{W^{k,p}(\Omega)} < \infty. \quad (A.58)
\end{align}

Then there exists a subsequence of $u_{\nu}$ that converges weakly in $W^{k+1,p}$ and in $C^k$ on every compact subset of $\bigcup_{\nu} \Omega_{\nu}$.

**Proof of Proposition 113.** The proof goes along the lines of the proof of [MS2, Proposition B.4.2]. \(\square\)

The next lemma was used in the proofs of Propositions 38 (Section 2.5) and 77 (Appendix A.1), and of Theorem 3.

114. **Lemma** (Regularity of the gauge transformation). Let $X$ be a smooth manifold, $G$ a compact Lie group, $P$ a $G$-bundle over $X$, $k \in \mathbb{N}$, and $p > \dim X$. Then the following assertions hold.

(i) Let $g$ be a gauge transformation of class $W^{1,p}_{\text{loc}}$ and $A$ a connection on $P$ of class $C^k$, such that $g^*A$ is of class $C^k$. Then $g$ is of class $C^{k+1}$.

(ii) Assume that $X$ is compact (possibly with boundary). Let $\mathcal{U}$ be a subset of the space of $W^{k,p}_{\text{loc}}$-connections on $P$ that is bounded in $W^{k,p}$. Then there exists a $W^{k+1,p}_{\text{loc}}$-bounded subset $\mathcal{V}$ of the set of $W^{k+1,p}_{\text{loc}}$-gauge transformations on $P$, such that the following holds. Let $A \in \mathcal{U}$ and $g$ be a $W^{1,p}_{\text{loc}}$-gauge transformation, such that $g^*A \in \mathcal{U}$. Then $g \in \mathcal{V}$.

**Proof of Lemma 114.** This follows by induction over $k$, using the equality $dg = g(g^*A) - Ag$ and Morrey’s inequality (for (ii)). (For details see [We, Lemma A.8].) \(\square\)

The next proposition was used in the proof of Proposition 40 (Quantization of energy loss) in Section 2.5.

115. **Proposition.** Let $n \in \mathbb{N}$, $G$ be a compact Lie group, $P$ a $G$-bundle over $\mathbb{R}^n$, and $A, A'$ smooth flat connections on $P$. Then there exists a smooth gauge transformation $g$ such that $A' = g^*A$.

**Proof of Proposition 115.** \(^{21}\) In the case $n = 1$ such a $g$ exists, since then the condition $A' = g^*A$ can be viewed as an ordinary differential equation for $g$. Let $n \in \mathbb{N}$ and assume by induction that we have already proved the statement for $n$. Let $P$ be a $G$-bundle over $\mathbb{R}^{n+1}$, and $A, A'$ smooth flat connections on $P$. We

\(^{21}\)In the case $n = 2$, see also [Fr1, Corollary 3.7].
define \(i: \mathbb{R}^n \to \mathbb{R}^{n+1}\) by \(i(x) := (x, 0)\). By the induction hypothesis there exists a smooth gauge transformation \(g_0\) on \(i^*P \to \mathbb{R}^n\), such that
\[
(A.59) \quad g_0^*\pi = i^*\pi'.
\]
Since \(P\) is trivializable, there exists a smooth gauge transformation \(\tilde{g}_0\) on \(P\) such that \(i^*\tilde{g}_0 = g_0\).

Let \(x \in \mathbb{R}^n\). We define \(i_x: \mathbb{R} \to \mathbb{R}^{n+1}\) by \(i_x(t) := (x, t)\). There exists a unique smooth gauge transformation \(h_x\) on \(i_x^*P \to \mathbb{R}\), such that
\[
(A.60) \quad h_x^*i_x^*\tilde{g}_0 = i_x^*A', \quad h_x(p) = 1, \forall p \in \text{fiber of } i_x^*P \text{ over } 0 \in \mathbb{R}.
\]

To see this, note that these conditions can be viewed as an ordinary differential equation for \(h_x\) with prescribed initial value. Since this solution depends smoothly on \(x\), there exists a unique smooth gauge transformation \(h\) on \(P\) such that \(i^*h = h_x\), for every \(x \in \mathbb{R}^n\). The gauge transformation \(g := \tilde{g}_0h\) on \(P\) satisfies the equation \(A' = g^*A\). This follows from (A.59, A.60) and flatness of \(A\) and \(A'\). This proves Proposition 115.

The next result was used in the proofs of Proposition 38, Remark 43 (Section 2.5), and Theorem 3. Let \(M, \omega, G, \langle \cdot , \cdot \rangle, \mu, J, \Sigma, \omega_G, j\) be as in Chapter 1. We define the almost complex structure \(\bar{J}\) on \(\Sigma\) as in (2.1). The energy density of a map \(f \in W^{1,p}(\Sigma, M)\) is given by
\[
e_f(z) := \frac{1}{2} |df|^2,
\]
where the norm is with respect to the metrics \(\omega_G(\cdot , J\cdot)\) on \(\Sigma\) and \(\omega(\cdot , J\cdot)\) on \(M\). Let \(P\) be a smooth \(G\)-bundle over \(\Sigma\), \(A\) a connection on \(P\), and \(u: P \to M\) an equivariant map. We define
\[
e_{A,u}^\infty := \frac{1}{2} |d_Au|^2,
\]
where the norm is taken with respect to the metrics \(\omega_G(\cdot , J\cdot)\) on \(\Sigma\) and \(\omega(\cdot , J\cdot)\) on \(M\). Furthermore, we define
\[
\bar{u}: \Sigma \to \Sigma, \quad \bar{u}(z) := Gu(p),
\]
where \(p \in P\) is an arbitrary point in the fiber over \(z\).

116. **Proposition (Pseudo-holomorphic curves in the symplectic quotient).** Let \(P\) be a smooth \(G\)-bundle over \(\Sigma\), \(p > 2\), \(A\) a \(W^{1,p}_{\text{loc}}\)-connection on \(P\), and \(u: P \to M\) a \(G\)-equivariant map of class \(W^{1,p}_{\text{loc}}\), such that \(\mu \circ u = 0\). Then we have
\[
e_{A,u} = e_{A,u}^\infty.
\]
If \((A, u)\) also solves the equation \(\bar{\partial}_{J,A}(u) = 0\) then
\[
\bar{\partial}_{J,A} \bar{u} = 0.
\]

**Proof of Proposition 116.** This follows from an elementary argument. For the second part see also [Ga, Section 1.5]. \(\square\)

In the proof of Theorem 3 we used the following lemma.

117. **Lemma (Bound for tree).** Let \(k \in \mathbb{N}_0\) be a number, \((T, E)\) a finite tree, \(\alpha_1, \ldots, \alpha_k \in T\) vertices, \(f: T \to [0, \infty)\) a function, and \(E_0 > 0\) a number. Assume that for every vertex \(\alpha \in T\) we have
\[
(A.61) \quad f(\alpha) \geq E_0 \quad \text{or} \quad \# \{ \beta \in T | \alpha E \beta \} + \# \{ i \in \{1, \ldots, k\} | \alpha_i = \alpha \} \geq 3.
\]
Then

\[ \#T \leq \frac{2\sum_{\alpha \in T} f(\alpha)}{E_0} + k. \]

**Proof of Lemma 117.** This follows from an elementary argument. \( \square \)

The next result was used in the proof of Proposition 44 (Section 2.6). Let \((X,d)\) be a metric space, \(G\) a topological group, and \(\rho : G \times X \to X\) a continuous action by isometries. By \(\pi : X \to X/G\) we denote the canonical projection. The topology on \(X\), determined by \(d\), induces a topology on the quotient \(X/G\).

118. **Lemma (Induced metric on the quotient).** Assume that \(G\) is compact. Then the map \(\bar{d} : X/G \times X/G \to [0, \infty)\) defined by

\[ \bar{d}(\bar{x}, \bar{y}) := \min_{x \in \bar{x}, y \in \bar{y}} d(x, y) \]

is a metric on \(X/G\) that induces the quotient topology on \(X/G\).

**Proof of Lemma 118.** This follows from an elementary argument. \( \square \)

The following two lemmas were used in the proof of Proposition 48 (Section 2.8).

119. **Lemma.** Let \(X\) be a topological space, \(x \in X\), and \(x_\nu \in X\) be a sequence. Then \(x_\nu\) converges to \(x\), as \(\nu \to \infty\), if and only if for every subsequence \((\nu_i)_{i \in \mathbb{N}}\) there exists a further subsequence \((i_j)_{j \in \mathbb{N}}\), such that \(x_{\nu_{i_j}}\) converges to \(x\), as \(j \to \infty\).

**Proof of Lemma 119.** This follows from an elementary argument. \( \square \)

Let \(X\) be a topological space and \(G\) a group. We fix an action of \(G\) on \(X\).

120. **Lemma (Convergence in the quotient).** Assume that \(X\) is first-countable and that the action of every \(g \in G\) is a continuous self-map of \(X\). Let \(y_\nu \in X/G\), \(\nu \in \mathbb{N}\), be a sequence that converges to a point \(y \in X/G\), and \(x_{\nu}\) be a representative of \(y\). Then there exists a representative \(x_{\nu}\) of \(y_{\nu}\), for each \(\nu \in \mathbb{N}\), such that \(x_{\nu}\) converges to \(x\).

**Proof of Lemma 120.** This follows from an elementary argument. \( \square \)

The connection \(\nabla^A\). Next we explain the twisted connection \(\nabla^A\), which appeared in the definition of the space \(X^G_{\nu,A}\), occurring in Theorem 4. Let \(E \to M\) be a real (smooth) vector bundle. We denote by \(\mathcal{C}(E)\) the affine space of (smooth linear) connections on \(E\). Let \(\nabla^E \in \mathcal{C}(E)\). Let \(N\) be a smooth manifold, and \(u : N \to M\) be a smooth map. We denote by \(u^*E \to N\) the pullback bundle. The pullback connection \(u^*\nabla^E \in \mathcal{C}(u^*E)\) is uniquely determined by the equality

\[ (u^*\nabla^E)v \circ (s \circ u) = \nabla^E \circ u_{*v} s, \quad \forall v \in TN, s \in \Gamma(E). \]

Let \(G\) be a Lie group, \(\pi : P \to X\) a (right-)\(G\)-bundle, and \(E \to P\) a \(G\)-equivariant vector bundle. Then the quotient \(E/G\) has a natural structure of a vector bundle over \(X\). Assume that \(G\) acts on a manifold \(M\), and let \(E \to M\) be a \(G\)-equivariant vector bundle. We denote by \(\mathcal{C}^G(E)\) the space of \(G\)-invariant connections on \(E\). We fix \(A \in \mathcal{A}(P)\), \(\nabla^E \in \mathcal{C}^G(E)\), and \(u \in C^G_{\nu}(P, M)\). We define

\[ (A.62) \quad \tilde{\nabla}^A := \mathcal{C}^G(u^*E), \quad \tilde{\nabla}^{A \nu} s := (u^*\nabla^E)_{\nu \circ (p_{\nu}(\tilde{s}) \circ \nu)}\tilde{s}, \]

\[ \text{\footnotesize \cite{MS2, Exercise 5.1.2.}.} \]

\[ \text{\footnotesize \cite{d is allowed to attain the value \( \infty \).}} \]
for \( \tilde{s} \in \Gamma(u^* E) \), \( p \in P \), and \( \tilde{v} \in T_p P \). We denote by \( E^u \) the quotient bundle \((u^* E)/G \to X \). We define the connection \( \nabla^A \in \mathcal{C}(E^u) \) by
\[
(\nabla^A)_s := G \cdot (p_0, \nabla^A_0 s),
\]
for \( s \in \Gamma(E^u) \) and \( v \in TX \), where \((p_0, \tilde{v}) \in TP \) is an arbitrary vector such that \( \pi_1 \tilde{v} = v \), and \( \tilde{s} \in \Gamma(u^* E) \) is the \( G \)-invariant section defined by \( s \circ \pi(p) = G \cdot (p, \tilde{s}(p)) \), for every \( p \in P \). This definition is independent of the choice of \((p_0, \tilde{v}) \), since the connection \( \nabla^A \) is basic (i.e., \( G \)-invariant and horizontal).

The following lemma was mentioned in Chapter 1. Let \( M, \omega, G, \mathfrak{g}, \langle \cdot , \cdot \rangle_\mathfrak{g}, \mu, J \) be as in that Chapter. Let \( p > 2, \lambda \in \mathbb{R} \), and \( P \to \mathbb{C} \) be a \( G \)-bundle of class \( W^{2,p}_{loc} \).

Recall the definition (1.24) of \( \mathcal{B}_\lambda^P(P) \). We denote by \( \mathcal{G}^{2,p}_{loc}(P) \) the group of gauge transformations on \( P \) of class \( W^{2,p}_{loc} \).

121. Lemma. If \( \lambda > 1 - 2/p \) then the group \( \mathcal{G}^{2,p}_{loc}(P) \) acts freely on the set \( \mathcal{B}_\lambda^P(P) \).

Proof of Lemma 121. Assume that \( \lambda > 1 - 2/p \). Let \( w := (A, u) \in \mathcal{B}_\lambda^P(P) \) and \( g \in \mathcal{G}^{2,p}_{loc}(P) \) be such that \( g \cdot w = w \). Let \( p_1 \in P \). We show that \( g(p_1) = 1 \). It follows from hypothesis (H) that there exists \( \delta > 0 \) such that \( \mu^{-1}(B_\delta) \subseteq M^* \) (defined as in (2.14)). Furthermore, Lemma 84 (Appendix A.3) implies that \( u(p_0) \in \mu^{-1}(B_\delta) \), for every \( p_0 \in P \), for which \(|\pi(p_0)| \) is large enough. We fix such a point \( p_0 \). Our hypothesis \( p > 2 \) implies that \( P \) is a \( C^1 \)-bundle. Hence we may choose a path \( p \in C^1([0,1], P) \) such that \( p(i) = p_i \), for \( i = 0,1 \). Consider the map \( h := g \circ p : [0,1] \to G \). By assumption, we have \( g \cdot u = g \circ u = u \). Since \( u(p_0) \in \mu^*, \) it follows that \( h(0) = 1 \). Furthermore, the assumption \( g \cdot A = A \) implies that \( h \) solves the ordinary differential equation
\[
\dot{h} = h A \dot{p} - (A \dot{p}) h.
\]
The hypothesis \( p > 2 \) implies that the map \( A \dot{p} : [0,1] \to \mathfrak{g} \) is continuous. Hence the equation (A.64) is of the form \( \dot{h}(t) = f(t,h(t)) \), where \( f \) is continuous in \( t \) and Lipschitz continuous in \( h \). Therefore, by the Picard-Lindelöf theorem, we have \( h \equiv 1 \). In particular, we have \( g(p_1) = h(1) = 1 \). It follows that \( g \equiv 1 \). This proves Lemma 121.

The next lemma was used in the proof of Theorem 4 (Section 3.2.1). Here for a linear map \( D : X \to Y \) we denote coker \( D := Y/\text{im}D \).

122. Lemma. Let \( X, Y, Z \) be vector spaces and \( D' : X \to Y \) and \( T : X \to Z \) be linear maps. We define \( D := D'|_{\ker T} \). Then the following holds.

(i) \( \ker D = \text{ker}(D',T) \).

(ii) The map \( \Phi : \text{coker} D \to \text{coker}(D', T), \quad \Phi(y + \text{im}D) := (y,0) + \text{im}(D', T), \) is well-defined and injective. If \( T : X \to Z \) is surjective then \( \Phi \) is also surjective.

(iii) Let \( \| \cdot \|_Y, \| \cdot \|_Z \) be norms on \( Y \) and \( Z \) and assume that \( \text{im}(D', T) \) is closed in \( Y \oplus Z \). Then \( \text{im}D \) is closed in \( Y \).

The proof of Lemma 122 is straight-forward and left to the reader.

The following result was used in the proof of Proposition 66 in Section 3.2.3. We define the map \( f : C \setminus \{0\} \to S^1 \) by \( f(z) := z/|z| \). For two topological spaces \( X \) and \( Y \) we denote by \( C(X,Y) \) the set of all continuous maps from \( X \) to \( Y \),
and by \([X,Y]\) the set of all (free) homotopy classes of such maps. Let \(V\) be a finite dimensional complex vector space. We denote by \(\text{End}(V)\) the space of its (complex) endomorphisms of \(V\), by \(\det : \text{End}(V) \to \mathbb{C}\) the determinant map, and by \(\text{Aut}(V) \subseteq \text{End}(V)\) the group of automorphisms of \(V\).

123. Lemma. The map \(C(S^1, \text{Aut}(V)) \to \mathbb{Z}\) given by \(\Phi \mapsto \deg (f \circ \det \circ \Phi)\) descends to a bijection \([S^1, \text{Aut}(V)] \to \mathbb{Z}\).

Proof of Lemma 123. We choose a hermitian inner product \(V\) and denote by \(U(V)\) the corresponding group of unitary automorphisms of \(V\). The map \(\det : U(V) \to S^1\) induces an isomorphism of fundamental groups, see e.g. \([\text{MS1}, \text{Proposition 2.23}]\). Furthermore, the space \(\text{Aut}(V)\) strongly deformation retracts onto \(U(V)\).\(^{24}\) Let \(\Phi_0 \in \text{Aut}(V)\). It follows that the map
\[
\{ \Phi \in C(S^1, \text{Aut}(V)) \mid \Phi(1) = \Phi_0 \} \to \mathbb{Z}, \quad \Phi \mapsto \deg (f \circ \det \circ \Phi)
\]
descends to an isomorphism between the fundamental group \(\pi_1(\text{Aut}(V), \Phi_0)\) and \(\mathbb{Z}\). Since this group is abelian, the map
\[
\pi_1(\text{Aut}(V), \Phi_0) \to [S^1, \text{Aut}(V)]
\]
that forgets the base point \(\Phi_0\), is a bijection. The statement of Lemma 123 follows from this. \(\square\)

The next lemma was used in the proof of Theorem 64 (Section 3.2.4). Let \(X\) and \(M\) be manifolds, \(G\) a Lie group with Lie algebra \(\mathfrak{g}\), \(\langle , \rangle_{\mathfrak{g}}\) an invariant inner product on \(\mathfrak{g}\), \(\langle , \rangle_M\) a \(G\)-invariant Riemannian metric on \(M\), and \(\nabla\) its Levi-Civita connection. For \(\xi \in \mathfrak{g}\) we denote by \(X_\xi\) the vector field on \(M\) generated by \(\xi\). We define the tensor \(\rho : TM \otimes TM \to \mathfrak{g}\) by
\[
(\xi, \rho(v, v'))_{\mathfrak{g}} := \langle \nabla_v X_\xi, v' \rangle_M.
\]
A short calculation shows that \(\rho\) is skew-symmetric. This two-form was introduced in \([\text{Ga}, \text{p. 181}]\). The next lemma corresponds to \([\text{Ga}, \text{Proposition 7.1.3(a,b)}]\). Let \(P \to X\) be a \(G\)-bundle, \(A \in \mathcal{A}(P)\), \(u \in C^\infty(X, (P \times M)/G)\), \(v \in \Gamma(TM^u)\), and \(\xi \in \Gamma(\mathfrak{g}P)\). We define the connection \(\nabla^A\) on \(TM^u \to X\) as on page 123.

124. Lemma. \(\nabla^A L_\alpha \xi - L_\alpha d_\xi \xi = \nabla_{d_\alpha u} X_\xi, \quad d_\alpha L_\mu^u v - L_\mu^u \nabla^A v = \rho(d_\alpha u, v)\).

Proof of Lemma 124. This follows from short calculations. \(\square\)

Let \(M, \omega, G, \mathfrak{g}, \langle , \rangle_{\mathfrak{g}}, \mu\) and \(J\) be as in Chapter 1, and \(\langle , \rangle_M := \omega(\langle , \rangle)\). The following remark was used in the proofs of Theorems 4 (Section 3.2.1) and 64 (Section 3.2.4). Recall the definition (2.14) of \(M^* \subseteq M\), and that \(\text{Pr} : TM \to TM\) denotes the orthogonal projection onto \(\text{im}L\).

125. Remark. Let \(K \subseteq M^*\) be compact. We define
\[
c := \inf \left\{ \frac{|L_\alpha \xi|}{|\xi|} \bigg| x \in K, \ 0 \neq \xi \in \mathfrak{g} \right\}.
\]
Then \(c > 0\). Let \(x \in K\). Then \(L_\alpha^* L_\alpha\) is invertible, and
\[(L_\alpha^* L_\alpha)^{-1} \leq c^{-2}, \quad |L_\alpha (L_\alpha^* L_\alpha)^{-1}| \leq c^{-1}, \quad L_\alpha (L_\alpha^* L_\alpha)^{-1} L_\alpha^* = \text{Pr}_x,
\]
where the \(| \cdot |'s\) denote operator norms. Furthermore, \(|\text{Pr}_x v| \leq c^{-1} |L_\alpha^* v|\), for every \(v \in T_x M\). These assertions follow from short calculations. \(\square\)

\(^{24}\) This follows from the Gram-Schmidt orthonormalization procedure.
Assume that hypothesis (H) holds. The following lemma was used in the proof of Proposition 67 in Section 3.2.3. For \( x \in M \) we denote by \( L_x^C : \mathfrak{g}^C \to T_x M \) the complex linear extension of the infinitesimal action.

**Lemma.** There exists a neighborhood \( U \subseteq M \) of \( \mu^{-1}(0) \), such that
\[
\inf \left\{ |d\mu(x)L_x^C\alpha| + |Pr L_x^C\alpha| \mid x \in U, \alpha \in \mathfrak{g}^C : |\alpha| = 1 \right\} > 0.
\]

**Proof.** It follows from hypothesis (H) that there exists \( \delta_0 > 0 \) such that
\[
\mu^{-1}(\bar{B}_{\delta_0}) \subseteq M^*.
\]
We define
\[
C := \sup \left\{ |[\xi,\eta]| \mid \xi,\eta \in \mathfrak{g} : |\xi| \leq 1, |\eta| \leq 1 \right\},
\]
\[
c_0 := \inf \left\{ \frac{|L_x\xi|}{|\xi|} \mid x \in \mu^{-1}(\bar{B}_{\delta_0}), 0 \neq \xi \in \mathfrak{g} \right\}.
\]
Since the action of \( G \) on \( M^* \) is free, it follows that \( L_x : \mathfrak{g} \to T_x M \) is injective, for \( x \in M^* \). Furthermore, by hypothesis (H) the set \( \mu^{-1}(\bar{B}_{\delta_0}) \) is compact. It follows that \( c_0 > 0 \). We choose a positive number \( \delta < \min\{\delta_0, c_0/C, c_0^3/C\} \), and we define \( U := \mu^{-1}(B_{\delta}) \).

**Claim.** Inequality (A.67) holds.

**Proof of the claim.** Let \( x \in U \) and \( \alpha = \xi + i\eta \in \mathfrak{g}^C \). Then
\[
d\mu(x)L_x^C\alpha = [\mu(x),\xi] + L_x^*L_x\eta.
\]
Using the last assertion in (A.66), we have
\[
Pr_x L_x^C\alpha = L_x\xi - L_x(L_x^*L_x)^{-1}[\mu(x),\eta].
\]
By the first assertion in (A.66), we have \( |L_x^*L_x\eta| \geq c_0^2|\eta| \). Combining this with (A.68,A.69) and the second assertion in (A.66), we obtain
\[
|d\mu(x)L_x^C\alpha| + |Pr L_x^C\alpha| \geq -C\delta|\xi| + c_0^3|\eta| + c_0|\xi| - C\delta|\eta|.
\]
Inequality (A.67) follows now from our choice of \( \delta \). This proves the claim and completes the proof of Lemma 126.  \( \square \)
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