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In this essay, Niels Kerssens and José van Dijck discuss the implications of platformi
zation on the key public value of pedagogical autonomy in K–12 education. They 
focus on two interconnected concerns: how the integration of education into a global 
digital infrastructure contests the institutional pedagogical autonomy of schools and 
how the integration of digital platforms with educational practices in classrooms 
challenges the professional pedagogical autonomy of teachers. The authors engage 
with the symposium contributions by Williamson, Gulson, Perrotta & Witzenberger 
on the Amazon infrastructure and by Pangrazio, Stornaiuolo, Nichols, Garcia & 
Philip on platform practices at the classroom level. With this dual focus, Kerssens 
and van Dijck explore how critical research in the emerging field of platform stud
ies in education pertains to both the politicaleconomic level of building educational 
platform infrastructures and the socialtechnical level of how teaching and learning 
are (re)shaped by digital platforms. The essay concludes with a brief discussion of rec
ommendations for the future governance of edtech to serve the pedagogical interest of 
schools and teachers.
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The platformization of education—the integration of digital platforms into 
daily school practices—is a major cause of concern worldwide for the peda-
gogical autonomy of schools and teachers. First, technology giants like Google 
(Alphabet), Apple, Facebook (Meta), Amazon, and Microsoft (GAFAM)—Big 
Tech—are rapidly expanding their services into the edtech market (Outsell, 
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2017) and increasingly seizing control over the shaping and organization of 
online learning environments in schools around the globe. Second, through 
increased interweaving of a diverse set of educational platform technologies—
digital learning platforms, learning tracking systems, learning apps, learning 
analytics—in everyday classroom teaching and learning (Kerssens & van Dijck, 
2021), control over pedagogical decision-making shifts from teachers to plat-
form algorithms and dashboard interfaces (Zeide, 2020).

The COOL learning platform—advertised by its Dutch owner Cloudwise 
(2021b) as “one place for all your apps, managing your classroom and orga-
nizing schoolwork”—epitomizes these two important global trends and con-
cerns in the platformization of education. COOL facilitates platform-based 
learning in the cloud for primary schools by offering teachers and pupils a 
central portal for single-sign-on access to all types of web-based digital learn-
ing apps, platforms, and materials. It also includes a link to Gynzy, an adaptive 
learning platform developed by a Dutch start-up oriented toward an inter-
national market that, with COOL, is offered as a package deal to schools.1 
Platforms like COOL facilitate the integration of national primary online edu-
cation into global private infrastructures by acting as intermediaries between 
(national) edtech markets and (global) tech companies like Google, Amazon, 
Microsoft, or Apple. COOL is developed and deployed on the Google Cloud 
Platform and provides a seamless connection with Google hardware and edu-
cational software—such as Chromebooks and Google Workspace for Educa-
tion (including Google Classroom)—by employing Google cloud services for 
identity management, single sign-on and device management, whilst facili-
tating easy access to Google’s cloud services for data storage. Google Class-
room integration enables assignments to be digitally provided, submitted, and 
checked via COOL. And with COOL’s Chrome-based monitoring tool, teach-
ers can follow in real time, from their own device, what students are doing 
on their Chromebooks. In short, COOL presents itself as a pivotal platform 
adhering infrastructural services of Big Tech to all kinds of educational appli-
cations for classroom use.

The strong effort of tech companies to equip classrooms with integrated 
packages of digital infrastructure for automating and aligning processes of 
infrastructural services with those of learning and teaching offers schools a 
one-stop shop for all layers of the platform stack that is commonly motivated 
by arguments of efficiency and user convenience (van Dijck, 2020). These all-
in-one services offered by intermediaries like Cloudwise strongly appeal to 
schools that want to be relieved of the hassle of selecting and implementing 
digital tools. This illustrates how educational institutions understand transfor-
mations to online learning first and foremost as technical and instrumental 
concerns rather than complex issues affecting the pedagogical autonomy of 
schools and teachers. To critically attend to these issues, this article approaches 
pedagogical autonomy as a dimension of the institutional autonomy of pri-
mary schools and the professional autonomy of teachers. We employ the term 
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institutional pedagogical autonomy to refer to the degree of freedom schools have 
to design and organize the online learning environment according to their 
own insight and educational vision, independent of edtech market actors. We 
use professional pedagogical autonomy to refer to the degree of freedom teach-
ers have to perform pedagogical practices and make pedagogical decisions in 
daily classroom teaching practice independent of digital education platforms.

The article is structured around three research questions triggered by the 
COOL example: How does the integration of K–12 online education into 
global private infrastructures affect schools’ institutional pedagogical auton-
omy? How does the integration of digital learning platforms in classroom 
teaching and learning affect teachers’ professional pedagogical autonomy? 
What is needed to safeguard the institutional pedagogical autonomy of schools 
and the professional pedagogical autonomy of teachers within a platformizing 
educational landscape? 

Before addressing these questions, we discuss the value of pedagogical 
autonomy in the Dutch education system and its connection with intensifica-
tions of educational platformization, privatization, and commercialization. We 
then use the critical lens of platform studies to highlight the politicaleconomic 
and socialtechnical levels of analysis. To address the research questions, we first 
discuss how the integration of digital school systems into private global plat-
form infrastructures operated by Big Tech companies may challenge the insti-
tutional pedagogical autonomy of public schools. Reflecting on the analysis 
provided by Williamson, Gulson, Perrotta & Witzenberger (2022) in this sym-
posium, we argue that Google, like Amazon and Microsoft, can wield unprec-
edented power in its walled garden of intraoperability. This political economic 
strategy, or “infrastructuralization” (Plantin, Lagoze, Edwards, & Sandvig, 
2018), points to the reign of Big Tech’s digital governance beyond the sector 
of education. Next, we discuss how the implementation of digital platforms 
in educational practices in classrooms contests the professional pedagogical 
autonomy of teachers. Commenting on the contribution of Pangrazio, Stor-
naiuolo, Nichols, Garcia & Philip (2022) to this symposium, which focuses on 
the impact of platformization on the datafication of teaching and learning 
and discusses interventions at the classroom level to challenge the tenets of 
plaformized schooling, we underscore the importance of social-technical anal-
yses of educational practices. The social-technical and political-economic lev-
els are inextricably intertwined: political-economic implications are cemented 
in social-technical affordances. It is exactly this dual approach of platform 
studies that renders this interdisciplinary perspective relevant to research on 
the platformization of education and its implications for the key public value 
of autonomy. We address the third question by briefly discussing recommen-
dations for the future governance of edtech to serve the institutional peda-
gogical autonomy of schools and the professional pedagogical autonomy of 
teachers.
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Autonomy as a Key Public Value in the Dutch Education System

Autonomy is a key concept in education—one that has been widely contested 
and continuously (re)conceptualized (Wermke & Salokangas, 2015). Schools’ 
institutional autonomy is often distinguished from teachers’ professional 
autonomy, and both concepts have been fiercly debated worldwide in public 
as well as in academic discourse (Wermke & Salokangas, 2021). Debates are 
generally around schools’ or teachers’ ability and capacity to self-rule their 
educational activities vis-à-vis the constraints put on such autonomy by gover-
nance forces (e.g., legal restrictions, government policies, market). As a uni-
fying term for referring to these self-govering abilities and capacities of both 
schools and teachers, we employ the notion of pedagogical autonomy and split 
it between an institutional dimension and a professional dimension. We use 
institutional pedagogical autonomy to refer to schools’ capacity to design and 
arrange their online learning environments and professional pedagogical auton
omy to refer to teachers’ ability to shape pedagogical practices and decisions 
in their classrooms. 

Pedagogical autonomy is, conceptually, a fundamental public value within 
the Dutch education system, which over the years has been subject to var-
ious forms of control and constraint. It has a fundamental position within 
the Dutch education system; primary and secondary schools enjoy consider-
able protection by law to shield them from state pedagogy. Under the label of 
pedagogical autonomy, all publicly funded schools, and the educational pro-
fessionals they employ, enjoy the freedom to organize teaching and learning 
(inrichtingsvrijheid) guaranteed under the Freedom of Education Act, article 
23 of the Dutch Constitution (Scheerens, Luyten, & van Ravens, 2011).2 In 
addition to the freedom of organization are the freedom of founding a school 
(stichtingsvrijheid) and the freedom to do so on the basis of religious or secu-
lar denominations (richtingsvrijheid). The freedom to organize teaching and 
learning specifically grants schools autonomy to make independent decisions 
over all matters related to the administration, organization, and shape of daily 
classroom practices (Education Council, 2019). A national curriculum does 
not exist, and schools have a lot of leeway in terms of “what to teach and how 
to teach it, as long as they meet established standards and learning objectives” 
(Neeleman, 2019, p. 33). For example, schools are free to shape and arrange 
their school curriculum and classroom learning environments with purchased 
or self-designed learning materials and teaching methods. As a result, schools 
in the Netherlands, along with a few other national institutional systems, “enjoy 
the greatest autonomy” as compared with other OECD countries (Organisa-
tion of Economic Co-operation and Development [OECD], 2016, p. 37). 

Yet, schools’ and teachers’ pedagogical autonomy in the Netherlands has 
never been absolute. It has always been shaped and constrained by politi-
cal governance, governmental oversight, and financial control mechanisms, 
mostly aimed at securing the quality of education. For example, to be eligible 
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for public funding, the Ministry of Education, Culture and Science imposes a 
number of statutory quality standards that prescribe, for example, the subjects 
to be studied, the content of national examinations, and minimal achieve-
ment targets for Dutch language and mathematics (Patrinos, 2013). This indi-
cates that the Dutch government stresses output control, or steering by results, 
which significantly affects how schools organize their learning environments 
(Frissen, van der Steen, Noordegraaf, Hooge, & de Jong, 2016)—including 
the systematic and intensive measurement of student and school performance 
and output by national standardized tests—and seriously erodes pedagogical 
autonomy of schools in primary education (Waslander, 2010). These quality 
standards also shape the daily teaching practices of educational professionals. 
Minimal achievement targets intensify performance measurement through sys-
tematic assessment, which in turn steers the interpretation and analyses of test 
result data to maximize learning outcomes in teachers’ core professional prac-
tices (Kerssens & de Haan, 2022). Moreover, pedagogical practices of teachers 
employed by a school must always conform to the institutions’ prescribed ped-
agogy. In sum, although schools are relatively free to design and arrange their 
learning environment, and teachers do enjoy considerable autonomy in shap-
ing the daily practice in their classrooms—making decisions in direct contact 
with students, whether or not in consultation with colleagues—such autonomy 
is not free from external constraints.

Moreover, since the 1980s, schools’ and teachers’ pedagogical freedoms 
have further been constrained by marketization, exogenous privatization 
(Ball & Youdell, 2008), and commercialization (Hogan & Thompson, 2020). 
Different from governmental constraints dedicated to safeguard the quality 
of education, these market constraints are the result of commercial educa-
tion products aimed almost exclusively at unburdening schools and teachers 
from concerns about the organization of learning and teaching. For example, 
based on a for-profit model, a small group of educational publishers design, 
develop, and manage comprehensive teaching methods that many Dutch pri-
mary schools purchase and employ as organizational centers of their learning 
environments. While these methods offer teachers ready-made educational 
packages that substantially shape everyday classroom teaching and learning, 
they can significantly erode professional pedagogical autonomy if teachers are 
not involved in their development (Frissen et al., 2016). Since the Dutch mar-
ket is rather small, there is only room for a few private market actors that 
inevitably have a considerable impact on curriculum shaping. However, in 
the last two decades the national educational publishing market has gradually 
expanded into an edtech market as a result of significant trends in digitiza-
tion, platformization, and more general trends of globalization, privatization, 
and commercialization (Kerssens & van Dijck, 2021). 

In this essay we emphasize how platformization—as driver of privatiza-
tion and commercialization of online education—may further erode schools’ 
institutional pedagogical autonomy and teachers’ professional pedagogical 
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autonomy. Public values fundamental to Dutch primary education, including 
pedagogical autonomy, are at risk as platformization challenges not only the 
belief that education is a public good but the public values in which education 
is rooted (van Dijck, Poell, & Waal, 2018). In our work on the platformization 
of Dutch primary schools (Kerssens & van Dijck, 2021), we demonstrate how 
a push for intraoperability—“the strategy to connect platforms that are con-
trolled and exploited by one central actor so this actor can funnel data flows, 
generated across the ecosystem, into proprietary assets” (p. 3)—as the leading 
logic of building platformized infrastructures for online learning redistrib-
utes organizational and educational power to benefit platforms rather than 
schools. Our research is part of a growing body of scholarship investigating 
how digital education platforms reconfigure teaching and learning at the 
classroom level, reshaping teacher and student roles according to platform 
logics of “good” education (Friesen, 2018; Perotta, Gulson, Williamson, & Wit-
zenberger, 2020; Williamson, 2017; Zeide, 2020) while producing and inten-
sifying classroom surveillance (Kumar, Vitak, Chetty, & Clegg, 2019; Manolev, 
Sullivan, & Slee, 2019).

These critical perspectives demonstrating how educational platformization 
imposes severe constraints on fundamental freedoms of schools, teachers, and 
students have become even more urgent since 2020 and the COVID-19 crisis. 
The effects of platformization and commercialization were particularly vis-
ible when the pandemic forced many schools to hastily implement new digital 
tools to accommodate the demand for online remote teaching (Cone et al., 
2021). Due to a lack of time and resources, schools often resorted to main-
stream platform environments, operated largely by Big Tech companies, thus 
increasing the risk of becoming even more dependent on these integrated 
commercialized infrastructures (Williamson, Eynon, & Potter, 2020; William-
son & Hogan, 2020; Williamson, Macgilchrist, & Potter, 2021). In the Neth-
erlands, the integration of local public online education into global private 
platform infrastructures affected schools’ institutional pedagogical autonomy.

Glocal Infrastructures: How Platformization Affects Schools’ 
Autonomy

In their contribution to this symposium, Williamson and colleagues (2022) 
present a convincing case for “Amazonification” of education—the role one 
Big Tech company plays in shaping K–16 education’s digital infrastructure. 
They expose the expanding role of Amazon into educational infrastructures 
not just in the US but around the world. This is due to the company’s grow-
ing presence in the edtech market as well as the ubiquitous infiltration of 
its hardware, infrastructure, and software into every sector of society. These 
global online facilities increasingly penetrate local school systems, resulting 
in global-local, or “glocal,” tech infrastructures. Besides dominating the mar-
ket for cloud services, data storage, and analytics services, Amazon has major 
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stakes in the market for voice-enabling devices, such as Alexa and other third-
party plug-ins, to seamlessly integrate educational apps within its services. 
Williamson et al.’s (2022) analysis demonstrates how, through the dynamic 
relations of cloud infrastructure, application programming interfaces (APIs), 
and platform integrations, “Amazon is positioning itself as the underpinning 
architecture to facilitate the governance of education systems, institutions, and 
practices at a global scope and scale” (p. 251). Their case study underscores 
how platformization promotes infrastructuralization, turning dominant plat-
forms into digital infrastructures so users become dependent on their services 
(Plantin et al., 2018, p. 306). Whoever owns and operates the infrastructural 
layers at the bottom of the platform stack, or at the roots of the “platformiza-
tion tree,” can design the architecture of the global platform ecosystem and 
hence provide the blueprint for the layers (van Dijck, 2020). 

Obviously, Amazon’s educational strategy is not an isolated case. In recent 
years there have been investigative journalism reports and academic research 
articles explaining the “Googlification” of primary education, both in social-
technical and political-economic terms (Krutka, Smits, & Wilhelm, 2021; 
Lindh & Nolin, 2016; Singer, 2017). For instance, Google’s marketing strategy 
to sell hardware (Google Chrome laptops) preloaded with Google’s basic soft-
ware (Chrome, Search, Scholar, etc.) is a well-known lock-in mechanism. The 
seamless connection, via a single sign-on ID function (Google ID), to all other 
services within Google Workspace for Education (GWfE) is a vendor lock-in 
strategy. Connection to other data-rich services inside or outside the GWfE 
environment, such as Google Analytics, guarantees Google a steady stream 
of aggregrated data input, which can be used to personalize online advertis-
ing. Moreover, Google can offer individual schools good deals on its cloud 
services, providing server storage space with very attractive conditions while 
emphasizing security and efficiency.  

Tech companies’ deployment of social-technical strategies, such as APIs, the 
seamless integration of cloud services, and ID login services, cannot be con-
sidered separately from tech corporations’ political-economic strategy to col-
laborate with local start-ups and education businesses through various forms 
of partnerships. The past few years have seen a big increase in the number of 
partnerships between (global) tech companies and (local) schools that often 
lack sufficient financial means and professional expertise to invest in an inde-
pendent digital infrastructure. Within the Dutch context, the political-eco-
nomic partnership of the national edtech company Cloudwise with Google 
illustrates how the formation of glocal infrastructures affects schools’ institu-
tional autonomy.

Cloudwise, with its COOL platform, is an example of how Dutch start-ups 
helped connect local school systems to global corporate ecosystems. Signifi-
cantly, this was not the intention of the development of online education. Dur-
ing the first two decades of the twenty-first century, a large and diverse edtech 
landscape emerged in the Netherlands, featuring locally developed digital 
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learning platforms and applications and learning management and support 
systems. Cloudwise was one of a handful of commercial companies supply-
ing information communication technology (ICT) to schools that started to 
offer integrated, all-in-one systems for cloud-based learning, testing, and mon-
itoring as well as for administration and communication among teachers, stu-
dents, and parents. These systems also functioned as centralized portals to 
access all types of web-based resources. Many of these Dutch providers com-
mitted to the principles of openness and market diversity by signing a collec-
tive agreement to keep technical standards interoperable (Basispoort) and by 
developing a public online ID sign-in system for students called ECK-iD.3 

At the same time, commercial ICT suppliers like Cloudwise started offer-
ing cloud services for data storage, identity management, and device manage-
ment to schools, whilst facilitating access to cloud-based educational software 
services for learning and collaboration (e.g. Google Workspace for Educa-
tion, including Google Classroom). To provide these services, these compa-
nies had to turn to Big Tech infrastructural suppliers like Google, Microsoft, 
or Apple and engage in partnerships. Through these partnerships, companies 
such as Cloudwise were able to offer schools and school systems the ability to 
outsource all their technological needs, allowing Big Tech to become a bot-
tleneck. Of course, the seamless integration of these services works best on 
Chrome laptops, which are preloaded with Google’s software—not just educa-
tional software but also more general platforms like video, browser, and login 
services. In contrast to local start-ups like Cloudwise, Google refused to sign 
the collective standardization agreement Basispoort, which included ECK-iD; 
instead, it promoted its own single sign-on Google ID to give students access 
to all its services. Such links allow Google access to all its proprietary data 
flows, and the company’s refusal to sign agreements that guarantee standards 
of interoperability “underscores [its] vested interests in data monetization” 
(Kerssens & van Dijck, 2020, p. 8). However, operating in the Netherlands, 
Google must comply with the European privacy regulation that includes clear 
rules about data minimization and binding collected (meta)data to prespeci-
fied goals and uses. In 2021, several Dutch educational associations carried 
out a Data Protection Impact Assessment (DPIA) of Google Workspace for 
Education to investigate whether Google’s data flows comply with the Euro-
pean privacy regulation (SIVON, 2021). Results indicate that Google’s pro-
cessing of data does not comply with the General Data Protection Regulation 
and involves significant privacy risks that contest the very legal foundations 
of the European privacy regulation. It is not clear which data about young 
learners and learning Google processes or for what purposes these data are 
being processed. Based on the DPIA, the board of the Dutch Data Protection 
Authority (2021) advised the Dutch Ministry of Education and Dutch schools 
to avoid using Google’s educational package until further notice.

Through the lens of its social-technical system (the seamless integration 
of Google’s platform services) and the political-economic lens of its imposed 

D
ow

nloaded from
 http://m

eridian.allenpress.com
/her/article-pdf/92/2/284/3084290/i1943-5045-92-2-284.pdf by U

trecht U
niversity user on 12 July 2022



292

Harvard Educational Review

governance (Google enforcing its ID service onto the Dutch edtech provider 
Cloudwise), we are able to understand how Google deploys these local inter-
mediaries to plug their global monetization strategies directly into school sys-
tems. At stake is not just privacy as an important public value for students but, 
implicitly, also a school’s institutional autonomy—in this case the freedom to 
refuse a corporate ID login service that allows a company access to students’ 
online activities. As Lindh and Nolin (2016) argue, “By making an implicit 
demarcation between the two concepts (your) ‘data’ and (collected) ‘informa-
tion’ Google can disguise the presence of a business model for online market-
ing and, at the same time, simulate the practices and ethics of a free public 
service institution” (p. 644). 

Since Cloudwise constitutes one of Google’s glocal intermediaries, it 
actively contributes to the Googlization of primary education and thus under-
mines schools’ institutional pedagogical autonomy, in particular their self-
governance in securing privacy in the arrangement of their online learning 
environments. While Cloudwise contracted with Google to become a “Google 
for Education Premier Partner,” other DLE providers have engaged in sim-
ilar partnerships to become official “Apple Solution Experts” or “Microsoft 
Authorized Education Partners.”4 Like car dealers who have committed to sell-
ing and servicing specific brands, these local DLE providers and the schools 
they supply are increasingly integrated into the service line of one or multiple 
of the Big Tech companies. Beyond these local dealers, Google also partners 
directly with schools through its Google Reference School Program, granting 
special privileges, such as free training, in exchange for implementing the 
company’s hardware and software in their online environments (Bouma & van 
der Klift, 2019). Once schools have invested in a (proprietary) ecosystem, it is 
costly to switch to another system. For instance, for schools that have invested 
in the Google line of services, choosing another cloud provider may come at 
substantial extra expense or cause technical friction. Yet, such dependency 
on one provider compromises a school’s institutional autonomy, restricting 
its free choice in platform services that are allowed to be connected to the 
rest of the proprietary stack. So while schools may prefer to use an alterna-
tive (public) identification login service, they may be stuck with what Google 
provides because it is too complex or costly to switch. Rather than investing in 
modularity and interoperability, the alliance between local DLE providers and 
global tech companies as glocal infrastructures causes vendor lock-ins, which 
undermine public efforts to secure common standards and leads to the fur-
ther privatization and commercialization of education. 

Most importantly, the social-technical design of dominant platform sys-
tems and their political-economic strategies promoted as partnerships shift 
the onus of organizational power over teaching and learning to platforms, 
rather than schools, thus eroding schools’ institutional pedagogical autonomy. 
The Googlization of education in the Netherlands, much like Williams et al.’s 
(2022) example of Amazonification in K–16 education in the US, shows how 
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platformization (and the infrastructuralization that comes with it) poses a risk 
to public education and the values in which it is rooted. One such public value 
is the pedagogical autonomy of schools to design and arrange their learn-
ing environments: schools should be in charge of organizing their own (user-
generated) data flows as part of their digital learning spaces; they should be 
able to decide individually and collectively what tools to use for what purposes 
and on what conditions. Schools should have the autonomy to refuse data-
driven tools that do not comply with their standards around data protection 
or privacy. The increasing impact Big Tech companies have on the selection 
and implementation of online tools in a school’s learning environment puts 
this autonomy at risk. Instead of promoting interoperability and diversity in 
resources, they push schools toward intraoperability under the guise of user 
convenience, system security, and seamless connectivity. 

Big Tech’s power is not restricted to one sector or to one nation. Platformi-
zation explains these companies’ global grip on education by transporting 
their social-technical logic and political-economic strategies to the heart of 
public institutions in numerous countries. Williamson and colleagues (2022) 
convincingly argue that Amazon’s impact on institutional pedagogical auton-
omy—detailed through the five-step model of inscribing, habituating, interfac-
ing, platforming, and re-infrastructuring—extends to all levels of education. 
We demonstrate how this expansive role is not limited to Amazon but also 
applies to Google. Google’s substantial investment in the edtech market is 
not surprising given how Big Tech has crucial stakes in the ability to enforce 
connections between several layers of the platform ecosystem stack—digital 
infrastructure, hardware, general-purpose software (e.g. search engines, app 
stores, cloud services), and educational software—hence securing power over 
data flows as well as algorithmic control. As Williamson et al. (2022) argue, 
“Amazon is increasingly acting as a ‘statelike corporation’ and a globalized 
governance actor in education at international scale and scope.” To this we 
add that these companies’ social-technical logic and political-economic strate-
gies increasingly penetrate state-funded institutional structures, pushing them 
further down the road of platformization, privatization, and infrastructural-
ization. Big Tech’s growing impact on the European education landscape, 
where the overwhelming majority of schools are state funded and organized 
in independent institutions, should lead to critical reflection on educational 
governance. 

Digital Classrooms: How Platformization Reshapes  
Teacher Autonomy

In addressing the second research question, we again draw attention to how 
the social-technical level of this inquiry reinforces the political-economic per-
spective: How does the integration of digital learning platforms in classroom 
teaching and learning affect teachers’ professional pedagogical autonomy? In 
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their contribution to this symposium, Pangrazio and colleagues (2022) con-
vincingly argue that research into the datafication of education necessitates 
that attention be paid to its manifestation through platformization, especially 
when it concerns digital platforms’ impact on teaching and learning in class-
rooms. As they point out, platforms have become pivotal sites of data produc-
tion and analysis and are used at all levels of education. They are designed for 
educators and students whose teaching and learning are increasingly medi-
ated by platform data analytics and interfaces. For that reason, Pangrazio et 
al. emphasize the important point that platforms provide “a powerful object 
of analysis” (p. 256) for making sense of datafication’s impact on the social-
technical level of all platform-mediated classroom practices. This focus on 
platformization as a unit of analysis is essential for understanding the signifi-
cant challenges platforms present for teaching and learning at the classroom 
level—for instance, to make sense of fundamental changes to the profession 
of teaching given how platform mechanisms (van Dijck et al., 2018) and plat-
form pedagogies (Sefton-Green, 2021; Sefton-Green & Pangrazio, 2021) refor-
mat teacher roles and erode teacher authority (Bradbury & Roberts-Holmes, 
2018; Zeide, 2020). 

In the Dutch school system, the use of adaptive learning platforms is becom-
ing a key part of many schools’ curricula, integrating with daily classroom prac-
tices of teachers and students. These platforms use learning analytics to adapt 
to a student’s behavior and competency (Bulger, 2016; Dishon, 2017) and are 
a key example of educational platform technology that has started to be used 
at scale in schools worldwide, such as SmartSparrow in Australia and Gynzy 
and Snappet in the Netherlands (Molenaar, 2021). Underlying these learn-
ing platforms are algorithms that tailor exercises (arithmetic, mathematics, 
spelling, and grammar) to pupils’ needs while they work on a laptop or tablet 
in the classroom. Teachers (and students) interact through these platforms’ 
interfaces, which mediate teachers’ pedagogical actions through analytics and 
visualizations. Research indicates that the use of learning platforms like Gynzy 
and Snappet has had positive effects on student performance (Molenaar & 
Knoop-van Campen, 2016) and can improve the feedback practices of teach-
ers (Knoop-van Campen & Molenaar, 2020). Yet, platform-based learning and 
teaching also raise key questions about pedagogical autonomy, with learning 
analytics underpinning algorithms and dashboard interfaces conditioning stu-
dent behaviors and shaping teachers’ pedagogical practices. 

To better understand platforms’ impact on teachers’ professional pedagogi-
cal autonomy, it is helpful to look at how their algorithmic operations challenge 
student autonomy in terms of self-determination. At the level of algorithms, 
several scholars have argued that “embedded analytics,” adaptively adjusting 
exercises to students’ progress (Molenaar & Knoop-van Campen, 2016), lev-
eraged in personalized learning design and technology are grounded in a 
behaviorist model of learning and usher in a revival of “new behaviorism” in 
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primary school classrooms (Friesen, 2018; Watters, 2021). Algorithmic adap-
tivity subjects students to new forms of operant conditioning, nudging them 
toward behaviors predefined by learning analytics that personalize learning 
paths by predicting students’ performance based on past data about learning. 
Such “machine behaviorism” (Knox, Williamson, & Bayne, 2020) is seen as a 
significant challenge to student autonomy (Regan & Jesse, 2019) because it 
appears to be inconsistent with modern notions of self-regulated learning ori-
ented toward instilling in children a sense of ownership over their own learn-
ing and accountability for their actions and behaviors (Friesen, 2018). At the 
same time, such pedagogical control over student learning through embedded 
analytics challenges teachers’ pedagogical autonomy. Artificial intelligence 
(AI)–driven learning platforms encode pedagogical decision-making previ-
ously done by teachers who have very little insight into algorithmic processing 
of data flows and how these shape classroom pedagogies (Zeide, 2020).5 

Extracted analytics, the real-time display of data about learning on a teacher 
dashboard (Molenaar & Knoop-van Campen, 2016), may have an even more 
direct effect on shaping teachers’ professional pedagogical decision-mak-
ing, as dashboards create a false sense of autonomous control over learn-
ing while nudging teachers’ interpretations and pedagogical actions through 
particular views. First, the visual display of student data in Gynzy’s or Snap-
pet’s dashboard presents an assumed objective and complete view of the real-
ity of learning—what critical data scholars Kitchin, Lauriault, and McArdle 
(2015) describe as a dashboard’s “realist epistemology”—rendering learning 
into something instantly knowable, manageable, and manipulable. These plat-
forms’ dashboards make learning visible through color-coded information in 
various modes of display: real-time results, skill meters, and growth graphs. 
They make it seem as if teachers can know and perceive the complexity of 
learning “at a glance” (Schwendimann et al., 2016). Moreover, these visual-
izations provide a “‘frame’ of human agency” (Mattern, 2015); they motivate 
teachers to pull a dashboard’s actionable levers to fine-tune learning at will, 
fueling their sense of control over the complex and messy reality of learning. 

This becomes an issue because dashboard views are always biased reduc-
tions of learning—and not in any way neutral representations—steering teach-
ers’ interpretations and actions toward certain pedagogical choices. Through 
data selection and processing, particular understandings of “good” education 
are encoded into dashboard design (Decuypere, Grimaldi, & Landri, 2021). 
Teacher dashboards included in Gynzy and Snappet, for example, are struc-
tured around a pedagogy of performativity; learning metrics are rendered 
visible and actionable through color-coded information in various modes 
by displaying performance-related information on real-time progress, com-
petence level, and performance relative to target levels and peers (Kerssens, 
2022). Performativity as expressed in the design of these learning dashboards 
is ultimately about creating focus. Dashboards encode a model of teaching 
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and learning in which performance metrics serve as a central organizational 
principle while making invisible “all variables that have nothing to do with 
key performance” (Mattern, 2015). In this way, dashboards spotlight perfor-
mance as the true locus of teacher control and manipulation, providing teach-
ers with actionable intel for pushing students to shift from “red” to “green,” 
from below average to average. 

By encouraging particular pedagogical practices to optimize learning, dash-
boards in adaptive learning platforms may help construct a new “ambience 
of performance” (Bartlett & Tkacz, 2017) in classrooms by “driving out poor 
performance, inefficiencies and redundancies” (Ball, 2008, p. 27). Mediated 
by platform dashboards, performance-based pedagogy is embedded into day-
to-day classroom practices, pushing teachers toward behaviors that conform to 
a particular model of learning inscribed in automated metrics that they never 
helped design. As Pangrazio et al. (2022) emphasize, “Over time and with rep-
etition, such reductions [of learning] can become reified.” Teachers’ grow-
ing dependence on dashboards’ pedagogical framings may therefore work to 
further erode their own pedagogical judgment and intuition (Biesta, 2009) 
and possibly reshape them into performance managers dedicated to learning 
optimization.

Digital education platforms can deeply impact the way pedagogical inter-
vention is understood and practiced and risk displacing the professional 
autonomy of teachers. The concern is not about platforms replacing teachers; 
it is about pedagogical authority and judgment being transferred from teach-
ers to platform algorithms and interfaces and about their pedagogical actions 
increasingly being shaped through platform analytics. Platformization at the 
classroom level, as supported by the case studies discussed by Pangrazio et al. 
(2022), necessitates renewed critical attention to the ways learning and class-
room interactions are being co-constituted through social-technical assem-
blages of teachers and educational platform technology that shape, and share 
responsibility for, pedagogical practice. Platformized classrooms raise serious 
questions about pedagogical control shifting from public schools and teach-
ers to the black boxes and imperceptible infrastructures of private edtech 
providers (Kerssens & van Dijck, 2021). When pedagogical “intelligence” is 
outsourced to noneducation experts, such as platform developers, and then 
mediated through learning analytics or interface design, teachers are left on 
the outside looking in, deprived of insights that help them meaningfully scruti-
nize what pedagogies inform and encode algorithmically driven architectures 
(Zeide, 2020). Educators’ growing platform dependence makes it increasingly 
urgent for education scholars to uncover the shaping powers of platform ped-
agogies (Sefton-Green, 2021) and to critically investigate, as Pangrazio and 
colleagues (2022) demonstrate in their vignettes, how student and teacher 
engagement with platform ecologies in digital classrooms offers possibilities 
for contesting platforms as they work against teachers’ pedagogical autonomy 
in public education. 
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Governing Edtech as a Public Good

In assessing major developments in edtech and the penetration of digital plat-
forms in classrooms, it is necessary to discuss the long-term implications of 
platformization, privatization, and datafication for pedagogical autonomy in 
education. The articles in this symposium raise critical questions about the 
design, development, and implementation of online tools, particularly in rela-
tion to their underlying digital infrastructures. We address these questions 
from both social-technical and political-economic perspectives and conclude 
that they can hardly be separated when trying to understand the full implica-
tions of the digital transformations that are happening at a global scale.

In the Netherlands, initiatives over the last five to ten years have invested 
in designing online learning under public control through public-private 
agreements and their translation into procurements for technical standards 
to facilitate an open, modular system of learning resources, support systems, 
and infrastructures (Kerssens & van Dijck, 2021). Moreover, tools have been 
developed to support schools and teachers with value-based implementation 
of digital technologies. The Ethical Compass, for example, is an online tool 
that helps teachers and school boards evaluate the impact of ICT tools on 
public and ethical values like safety, equality, and autonomy of schools and 
teachers (Kennisnet, 2019). Yet, despite these early efforts of the Dutch pub-
lic education sector to govern educational digitization, we have witnessed the 
growing influence of glocal efforts involving not just Big Tech corporations 
like Amazon and Google but also national and local edtech companies that 
are inevitably locked into and absorbed by these giants’ ecosystems. While 
these developments led us to reflect on the technological, economic, social, 
and political consequences at stake, further research is needed to address 
the implications for the governance of public education. More specifically, 
the question arises of how to further counteract current trends and secure 
schools’ and teachers’ (legal) freedom of organization by exerting public con-
trol at the level of classroom practices, at the level of building platform infra-
structures for learning, and at the level of regulation.

At the level of classroom practices, we suggest a few possible actions. First, 
pedagogical impact assessments (PIAs), as a pedagogical variant of DPIAs, 
might serve as a procedural mechanism to foster the pedagogical account-
ability of digital education platforms. PIAs at the school level can proceed 
through dialogical frameworks similar to the Data Ethics Decision Aid devel-
oped for reviewing the social impact of government data projects (Franzke, 
Muis, & Schäfer, 2021). These frameworks could assist education professionals 
in reflecting on a platform’s pedagogical impact, their embedded theories and 
values of learning and teaching, and required teacher literacy, thus extending 
the scope of the Ethical Compass from the purely ethical to the pedagogical. 

Yet, with pedagogical models hidden in user interfaces and algorithms, and 
with pedagogical actions steered by invisible data flows behind walled gardens 
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of intraoperability, educators have few insights into the pedagogic dimensions 
of platforms, thus obstructing a dialogical review. To make pedagogical deci-
sion-making processes encoded into platforms fully visible and accountable, 
PIAs should be informed by scholarly investigation of platform pedagogies 
following Sefton-Green and Pangrazio’s (2021) research agenda. These assess-
ments should work toward developing platform-compliant literacy concep-
tualizations. Many teachers view educational technologies as tools and view 
literacy as the ability to use these tools effectively. Yet digital education plat-
forms are not pedagogically neutral instruments, and educators need to make 
sense of how they impact teaching and learning (Garcia & Nichols, 2021). 
PIAs can make an important contribution to governing edtech as a public 
good; it is important that their development and application proceed through 
democratic debate and evaluation within the education field and through 
cooperation among education scholars, education service organizations, and 
education professionals. Again, we emphasize that these visions for governing 
edtech as a public good at different levels need to be approached in tandem. 
Pedagogical impact assesments at the school level cannot and should not be 
separated from an open design of a digital infrastructure—that is, one gov-
erned by the public sector rather than developed out of public sight by for-
profit platform companies that value market interests over educational values 
(Teräs, Suoranta, Teräs, & Curcher, 2020).

Recommendations around building platform infrastructures could be 
addressed to school managers and policy makers at the local and national lev-
els. Instead of expanding their dependence on Big Tech ecosystems, schools 
and educational institutions across the world could cooperatively articulate 
and validate a set of joint technical standards and governing principles—such 
as interoperability, open standards, and data portability—as basic values to 
regain governing power over the organization of their online learning envi-
ronments. Individual schools have little power to negotiate such requirements; 
however, if national school systems and their policy-making organizations 
unite in a principled stance, they may be able to form a national force. This 
is what is currently happening in the Netherlands, where public schools have 
joined forces in forming SIVON (2020), an organization for collective tender-
ing. Besides negotiating with (Big) tech companies, they can also decide to 
develop their own (open-source) software supported by Kennisnet and SURF, 
two support organizations for developing digital infrastructure for education. 
In securing public infrastructural services, schools cannot fend for themselves; 
they need societal and political support to help them prioritize public values 
in education and to anchor these priorities in digital infrastructures. 

Our third recommendation is directed at politicians and regulators at both 
the national and supranational levels. There is currently no national (Dutch) 
or supranational (European) legislation that protects and empowers public 
institutions like schools or universities in a fully privatized digital environ-
ment. In the current proposals submitted to the European Commission, the 
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Digital Markets Act and the Digital Services Act, there are no special provi-
sions for public institutions; education in the digital age is still clearly envi-
sioned as a market rather than as a public or common good. The articles 
in this symposium have shown how the governance of education has increas-
ingly been captured by global technologies owned by private multinationals. 
In the European context, it should be clear that public institutions like schools 
are increasingly becoming dependent on non-European corporate platform 
ecosystems that invisibly impose specific technological logics and market eco-
nomic values. To counter this development, regulatory frameworks in Europe 
need to be updated, rearticulated, and enforced. 

We hope these three recommendations help translate analytical insights 
into pedagogical autonomy into active ideas for professional intervention and 
future policy-making for the benefit of institutions. The bifocal lens of plat-
form studies has helped us shape the closely intertwined levels of education 
research. The multidisciplinary perspective offered in this symposium will 
hopefully enable and empower researchers in other parts of the world to eval-
uate specific—glocal—platform pedagogies and digital educational infrastruc-
tures, including their social-technical architectures and political-economic 
implications for governance. 

Notes
1. The COOL platform was developed by Cloudwise, which provides it to more than two 

thousand schools in the Netherlands, Belgium, Spain, and the United States. In the 
Netherlands, Cloudwise supplies approximately 30 percent of Dutch schools with infor-
mation communication technology products, including COOL (Cloudwise, 2021a).

2. In the Netherlands, almost all primary schools are “independent schools”; they are pub-
licly funded but administered by private school boards. Because of full public funding 
being adopted early on, the number of private schools in the Netherlands—those that 
are privately funded and privately operated—has remained very small (Waslander, 
2010).

3. The ECK-iD sign-in service is grounded in strict principles of privacy protection and 
data sovereignty and is aligned with the General Data Protection Regulation.

4. When Cloudwise started in 2013, it exclusively contracted with Google. More recently, 
Cloudwise contracted with Microsoft to become an Authorized Education Partner.

5. Platforms’ influence on teacher autonomy became more significant once Dutch schools 
began increasingly implementing adaptive learning platforms like Gynzy and Snappet 
as key components of their curricula.

References
Ball, S. J. (2003). The teacher’s soul and the terrors of performativity. Journal of Education 

Policy, 18(2), 215–228. doi:10.1080/0268093022000043065
Ball, S. J. (2008). Education plc: understanding private sector participation in public sector educa

tion. London: Routledge.
Ball, S. J., & Youdell, D. (2008). Hidden privatisation in public education (Report). Brussels: 

Education International.
Bartlett, J., & Tkacz, N. (2017). Governance by dashboard: A policy paper. London: Demos.

D
ow

nloaded from
 http://m

eridian.allenpress.com
/her/article-pdf/92/2/284/3084290/i1943-5045-92-2-284.pdf by U

trecht U
niversity user on 12 July 2022

doi:10.1080/0268093022000043065


300

Harvard Educational Review

Biesta, G. (2009). Good education in an age of measurement: On the need to reconnect 
with the question of purpose in education. Educational Assessment, Evaluation and 
Accountability, 21(1), 33–46. doi:10.1007/s11092-008-9064-9

Bouma, K., & van der Klift, L. (2019, November 1). Google wordt steeds grotere speler op 
scholen, tot zorg van privacyorganisaties. De Volkskrant. Retrieved from https://www.
volkskrant.nl/nieuws-achtergrond/google-wordt-steeds-grotere-speler-op-scholen- 
tot-zorg-van-privacyorganisaties~bae18dcd/

Bradbury, A., & Roberts-Holmes, G. (2018). The datafication of primary and early years educa
tion: Playing with numbers. New York: Routledge.

Bulger, M. (2016). Personalized learning: The conversations we’re not having. Data & Society 
Research Institute. Retrieved from https://datasociety.net/output/personalized- 
learning-the-conversations-were-not-having/

Cloudwise. (2021a). Resultaten marktonderzoek ICTdienstverleners in onderwijs. Retrieved from 
https://cloudwise.nl/resultaten-marktonderzoek/

Cloudwise. (2021b). Your digital classroom wherever you are. Retrieved from https://
www.cloudwise.cool/

Cone, L., Brøgger, K., Berghmans, M., Decuypere, M., Förschler, A., Grimaldi, E., Har-
tong, S., Hillman, T., Ideland, M., Landri, P., van de Oudeweetering, K., Player-
Koro, C., Bergviken Rensfeldt, A., Ronnberg, L., Taglietti, D., Vanermen, L. (2021). 
Pandemic acceleration: COVID-19 and the emergency digitalization of European 
education. European Educational Research Journal (September). doi:10.1177/ 
14749041211041793

Decuypere, M., Grimaldi, E., & Landri, P. (2021). Introduction: Critical studies of digital 
education platforms. Critical Studies in Education, 62(1), 1–16. doi:10.1080/ 
17508487.2020.1866050

Dishon, G. (2017). New data, old tensions: Big data, personalized learning, and the chal-
lenges of progressive education. Theory and Research in Education, 15(3), 272–289. 
doi:10.1177/1477878517735233 

Dutch Data Protection Authority [DDPA]. (2021). Advies autoriteit persoonsgegevens: Google G 
Suite for Education. https://open.overheid.nl/repository/ronl-04a1a178-a812-407c-
a4ac-28e649d66b1f/1/pdf/advies-autoriteit-persoonsgegevens-inzake-google-g-suite-
for-education.pdf

Education Council. (2019). Onderwijsvrijheid én overheidszorg: Spanning in artikel 23. The 
Hague: Education Council.

Franzke, A. S., Muis, I., & Schäfer, M. T. (2021). Data Ethics Decision Aid (DEDA): A dia-
logical framework for ethical inquiry of AI and data projects in the Netherlands. 
Ethics and Information Technology, 23(10). doi:10.1007/s10676-020-09577-5

Friesen, N. (2018). Personalized learning technology and the new behaviorism: Beyond freedom 
and dignity. Retrieved from https://www.academia.edu/36111979/Personal_ 
learning_new_behaviorism2.docx

Frissen, P. H., van der Steen, M., Noordegraaf, M., Hooge, E., & de Jong, I. (2016). Auton
omie in Afhankelijkheid: Verbeteren van onderwijskwaliteit via krachtige koppelingen. The 
Hague: Nationaal Regieorgaan Onderwijsonderzoek.

Garcia, A., & Nichols, T. P. (2021). Digital platforms aren’t mere tools—They’re complex 
environments. Phi Delta Kappan, 102(6), 14–19. doi: 10.1177/0031721721998148

Hogan, A., & Thompson, G. (2020). Privatisation and commercialisation in public education: 
How the public nature of schooling is changing. London: Routledge.

Kennisnet. (2019, June 5). Sturing geven aan digitalisering met ethiek. Retrieved from 
https://www.kennisnet.nl/artikel/6568/sturing-geven-aan-digitalisering-met-ethiek/

Kerssens, N. (in press). Schooled by dashboards? Learning platforms’ performance- 
centered pedagogy and its impact on teaching. In K. van Es & N. Verhoeff (Eds.), 
Data (as) media, arts and performance. Amsterdam: Amsterdam University Press.

D
ow

nloaded from
 http://m

eridian.allenpress.com
/her/article-pdf/92/2/284/3084290/i1943-5045-92-2-284.pdf by U

trecht U
niversity user on 12 July 2022

https://datasociety.net/output/personalized-learning-the-conversations-were-not-having/
https://datasociety.net/output/personalized-learning-the-conversations-were-not-having/
https://www.cloudwise.cool/
https://www.cloudwise.cool/
https://doi:10.1177/14749041211041793
https://doi:10.1177/14749041211041793
https://doi:10.1080/17508487.2020.1866050
https://doi:10.1080/17508487.2020.1866050
https://doi:10.1177/1477878517735233
https://open.overheid.nl/repository/ronl-04a1a178-a812-407c-a4ac-28e649d66b1f/1/pdf/advies-autoriteit-persoonsgegevens-inzake-google-g-suite-for-education.pdf
https://open.overheid.nl/repository/ronl-04a1a178-a812-407c-a4ac-28e649d66b1f/1/pdf/advies-autoriteit-persoonsgegevens-inzake-google-g-suite-for-education.pdf
https://open.overheid.nl/repository/ronl-04a1a178-a812-407c-a4ac-28e649d66b1f/1/pdf/advies-autoriteit-persoonsgegevens-inzake-google-g-suite-for-education.pdf
https://www.academia.edu/36111979/Personal_learning_new_behaviorism2.docx
https://www.academia.edu/36111979/Personal_learning_new_behaviorism2.docx
https://doi.org/10.1177%2F0031721721998148


301

Governed by Edtech?
niels kerssens and josé van dijck

Kerssens, N., & de Haan, M. (2022). The tipping point in the platformization of Dutch 
public education? How to approach platformization from a values-based perspec-
tive. In L. Pangrazio & J. Sefton-Green (Eds.), Learning to live with datafication: Educa
tional case studies and initiatives from across the world. New York: Routledge.

Kerssens, N., & van Dijck, J. (2021). The platformization of primary education in the 
Netherlands. Learning, Media and Technology, 46(3), 250–263. doi:10.1080/ 
17439884.2021.1876725

Kitchin, R., Lauriault, T. P., & McArdle, G. (2015). Knowing and governing cities through 
urban indicators, city benchmarking and real-time dashboards. Regional Studies, 
Regional Science, 2(1), 6–28. doi:10.1080/21681376.2014.983149

Knoop-van Campen, C., & Molenaar, I. (2020). How teachers integrate dashboards into 
their feedback practices. Frontline Learning Research, 8(4), 37–51. doi:10.14786/ 
flr.v8i4.641

Knox, J., Williamson, B., & Bayne, S. (2020). Machine behaviourism: Future visions of 
“learnification” and “datafication” across humans and digital technologies. Learning, 
Media and Technology, 45(1), 31–45. doi:10.1080/17439884.2019.1623251

Krutka, D. G., Smits, R. M., & Wilhelm, T. A. (2021). Don’t be evil: Should we use Google 
in schools? TechTrends, 65, 421–431. doi:10.1007/s11528-021-00599-4

Kumar, P. C., Vitak, J., Chetty, M., & Clegg, T. L. (2019). The platformization of the class-
room: Teachers as surveillant consumers. Surveillance & Society, 17(1/2), 145–152. 
doi:10.24908/ss.v17i1/2.12926 

Lindh, M., & Nolin, J. (2016). Information we collect: Surveillance and privacy in the 
implementation of Google apps for education. European Educational Research Journal, 
15(6), 644–663. doi:10.1177/1474904116654917

Manolev, J., Sullivan, A., & Slee, R. (2019). The datafication of discipline: ClassDojo, sur-
veillance and a performative classroom culture. Learning, Media and Technology, 
44(1), 36–51. doi:10.1080/17439884.2018.1558237

Mattern, S. (2015). Mission control: A history of the urban dashboard. Places Journal. 
Retrieved from https://placesjournal.org/article/mission-control-a-history-of-the- 
urban-dashboard]/?cn-reloaded=1

Molenaar, I. (2021). Personalisation of learning: Towards hybrid human-AI learning tech-
nologies. In OECD digital education outlook 2021: Pushing the frontiers with AI, block
chain and robots (pp. 57-77). Paris: OECD publishing. doi: 10.1787/589b283f-en

Molenaar, I., & Knoop-van Campen, C. (2016). Learning analytics in practice: The effects of 
adaptive educational technology Snappet on students’ arithmetic skills. Paper presented at 
the Sixth International Conference on Learning Analytics and Knowledge, Edin-
burgh, UK.

Neeleman, A. (2019). The scope of school autonomy in practice: An empirically based 
classification of school interventions. Journal of Educational Change, 20(1), 31–55. 
doi:10.1007/s10833-018-9332-5

Organisation of Economic Co-operation and Development [OECD]. (2016). PISA 2015 
results (Vol. 2): Policies and practices for successful schools. Paris: Author.

Outsell. (2017). GAFAM in education: How Google, Apple, Facebook, Amazon and Microsoft are 
shaping education markets. Retrieved from https://docplayer.net/63023528-Gafam-in-
education-how-google-apple-facebook-amazon-and-microsoft-are-shaping-education-
markets.html

Pangrazio, L., & Sefton-Green, J. (2019). Platform Pedagogies –Toward a Research 
Agenda for Young People and Education. Journal of Design and Science. Retrieved 
from https://jods.mitpress.mit.edu/pub/f82tqkvp

Pangrazio, L., Stornaiuolo, A., Nichols, T. P., Garcia, A., & Philip, T. M. (2022). Datafica-
tion meets platformization: Materializing data processes in teaching and learning. 
Harvard Educational Review, 92(2), 257–283.

D
ow

nloaded from
 http://m

eridian.allenpress.com
/her/article-pdf/92/2/284/3084290/i1943-5045-92-2-284.pdf by U

trecht U
niversity user on 12 July 2022

doi:10.1080/17439884.2021.1876725
doi:10.1080/17439884.2021.1876725
doi:10.1080/21681376.2014.983149
https://doi.org/10.14786/flr.v8i4.641
https://doi.org/10.14786/flr.v8i4.641
doi:10.1080/17439884.2019.1623251
https://doi:10.24908/ss.v17i1/2.12926 
https://doi:10.1177/1474904116654917
https://doi.org/10.1787/589b283f-en.


302

Harvard Educational Review

Patrinos, H. A. (2013). Private education provision and public finance: The Netherlands. 
Education Economics, 21(4), 392–414. doi:10.1080/09645292.2011.568696

Perrotta, C., Gulson, K. N., Williamson, B., & Witzenberger, K. 2020. Automation, APIs 
and the distributed labour of platform pedagogies in Google Classroom. Critical 
Studies in Education, 62(1), 97–113. doi:10.1080/17508487.2020.1855597

Plantin J.-C., Lagoze, C., & Edwards, P. N. (2018). Infrastructure studies meet platform 
studies in the age of Google and Facebook. New Media & Society, 20(1): 293–310. 
doi:10.1177/1461444816661553

Poell, T., Nieborg, D., & van Dijck, J. (2019). Platformisation. Internet Policy Review, 8(4), 
1–13. doi:10.14763/2019.4.1425

Regan, P. M., & Jesse, J. (2019). Ethical challenges of edtech, big data and personalized 
learning: twenty-first century student sorting and tracking. Ethics and Information 
Technology, 21(3), 167–179. doi:10.1007/s10676-018-9492-2

Scheerens, J., Luyten, H., & van Ravens, J. (2011). Description and earlier quality review 
of the Dutch educational system (primary and secondary education). In J. Schee-
rens, H.Luyten, & J. van Ravens (Eds.), Perspectives on educational quality: Illustrative 
outcomes on primary and secondary schooling in the Netherlands (pp. 53–69). Dordrecht: 
Springer Netherlands.

Schwendimann, B. A., Rodriguez-Triana, M. J., Vozniuk, A., Prieto, L. P., Boroujeni, M. S., 
Holzer, A., Gillet, D., Dillenbourg, P. (2016). Perceiving learning at a glance: A sys-
tematic literature review of learning dashboard research. IEEE Transactions on Learn
ing Technologies, 10(1), 30-41. doi: 10.1109/TLT.2016.2599522

Sefton-Green, J. (2021). Towards platform pedagogies: Why thinking about digital plat-
forms as pedagogic devices might be useful. Discourse: Studies in the Cultural Politics of 
Education (April), 1–13. doi:10.1080/01596306.2021.1919999

Singer, N. (2017, May 13). How Google took over the classroom. The New York Times. 
Retrieved from https://www.nytimes.com/2017/05/13/technology/google- 
education-chromebooks-schools.html

SIVON. (2020). Onze missie en visie. Retrieved from https://www.sivon.nl/over-ons/
onze-missie-en-visie/

SIVON. (2021). SIVON en SURF spreken Google aan op privacyrisico’s. Retrieved from 
https://www.sivon.nl/actueel/sivon-en-surf-spreken-google-aan-op-privacyrisicos/ 

Teräs, M., Suoranta, J., Teräs, H., & Curcher, M. (2020). Post-Covid-19 education and edu-
cation technology ‘solutionism’: A seller’s market. Postdigital Science and Education, 
2(3), 863-878. doi:10.1007/s42438-020-00164-x

van Dijck, J. (2020). Seeing the forest for the trees: Visualizing platformization and its gov-
ernance. New Media & Society, 23(9), 2801–2819. doi:10.1177/1461444820940293

van Dijck, J., Poell, T., & de Waal, M. (2018). The platform society: Public values in a connec
tive world. New York: Oxford University Press.

Waslander, S. (2010). Government, school autonomy, and legitimacy: Why the Dutch gov-
ernment is adopting an unprecedented level of interference with independent 
schools. Journal of School Choice, 4(4), 398–417. doi: 10.1080/15582159.2010.526845

Watters, A. (2021). Teaching machines: The history of personalized learning. Cambridge, MA: 
MIT Press.

Wermke, W., & Salokangas, M. (2015). Autonomy in education: Theoretical and empirical 
approaches to a contested concept. Nordic Journal of Studies in Educational Policy, 
2015(2), 1–6. doi:10.3402/nstep.v1.28841

Wermke, W., & Salokangas, M. (2021). The autonomy paradox: Teachers’ perceptions of selfgov
ernance across Europe. Berlin: Springer Nature.

Williamson, B. (2017). Learning in the “platform society”: Disassembling an educational 
data assemblage. Research in Education, 98(1), 59–82. doi:10.1177/0034523717723389

D
ow

nloaded from
 http://m

eridian.allenpress.com
/her/article-pdf/92/2/284/3084290/i1943-5045-92-2-284.pdf by U

trecht U
niversity user on 12 July 2022

doi:10.1080/09645292.2011.568696
hdoi:10.1080/17508487.2020.1855597
doi:10.1177/1461444816661553
https://doi.org/10.1109/TLT.2016.2599522
doi:10.1080/01596306.2021.1919999
https://www.nytimes.com/2017/05/13/technology/google-education-chromebooks-schools.html
https://www.nytimes.com/2017/05/13/technology/google-education-chromebooks-schools.html
https://www.sivon.nl/actueel/sivon-en-surf-spreken-google-aan-op-privacyrisicos/
https://doi.org/10.1007/s42438-020-00164-x
doi:10.1177/1461444820940293
https://www.tandfonline.com/doi/abs/10.1080/15582159.2010.526845
doi:10.3402/nstep.v1.28841
doi:10.1177/0034523717723389


303

Governed by Edtech?
niels kerssens and josé van dijck

Williamson, B., Eynon, R., & Potter, J. (2020). Pandemic politics, pedagogies and prac-
tices: Digital technologies and distance education during the coronavirus emer-
gency. Learning, Media and Technology, 45(2), 107–114. doi:10.1080/ 
17439884.2020.1761641

Williamson, B., Gulson, K. N., Perrotta, C., & Witzenberger, K. (2022). Amazon and the 
new global connective architectures of education governance. Harvard Educational 
Review, 92(2), 231–256.

Williamson, B., & Hogan, A. (2020). Commercialisation and privatisation in/of education in the 
context of COVID19. Retrieved from https://issuu.com/educationinternational/
docs/2020_eiresearch_gr_commercialisation_privatisation?fr=sZDJkYjE1ODA2MTQ

Williamson, B., Macgilchrist, F., & Potter, J. (2021). COVID-19 controversies and critical 
research in digital education. Learning, Media and Technology, 46(2), 117–127.  
doi:10.1080/17439884.2021.1922437

World Economic Forum. (2021). The COVID19 pandemic has changed online education forever. 
This is how. Retrieved from https://www.weforum.org/agenda/2020/04/
coronavirus-education-global-covid19-online-digital-learning/

Zeide, E. (2020). Robot teaching, pedagogy, and policy. In M. D. Dubber, F. Pasquale, & S. 
Das (Eds.), The Oxford handbook of ethics of AI. doi: 10.1093/oxfordhb/ 
9780190067397.013.51

D
ow

nloaded from
 http://m

eridian.allenpress.com
/her/article-pdf/92/2/284/3084290/i1943-5045-92-2-284.pdf by U

trecht U
niversity user on 12 July 2022

doi:10.1080/17439884.2020.1761641
doi:10.1080/17439884.2020.1761641
https://issuu.com/educationinternational/docs/2020_eiresearch_gr_commercialisation_privatisation?fr=sZDJkYjE1ODA2MTQ
https://issuu.com/educationinternational/docs/2020_eiresearch_gr_commercialisation_privatisation?fr=sZDJkYjE1ODA2MTQ
doi:10.1080/17439884.2021.1922437
https://www.weforum.org/agenda/2020/04/coronavirus-education-global-covid19-online-digital-learning/
https://www.weforum.org/agenda/2020/04/coronavirus-education-global-covid19-online-digital-learning/
https://www.oxfordhandbooks.com/view/10.1093/oxfordhb/9780190067397.001.0001/oxfordhb-9780190067397-e-51
https://www.oxfordhandbooks.com/view/10.1093/oxfordhb/9780190067397.001.0001/oxfordhb-9780190067397-e-51


This article has been reprinted with permission of the Harvard Educational Review (ISSN 
0017-8055) for personal use only. Posting on a public website or on a listserv is not allowed. 
Any other use, print or electronic, will require written permission from the Review. You may 
subscribe to HER at www.harvardeducationalreview.org. HER is published quarterly by the 
Harvard Education Publishing Group, 8 Story Street, Cambridge, MA 02138, tel. 617-495-
3432. Copyright © by the President and Fellows of Harvard College. All rights reserved. 

D
ow

nloaded from
 http://m

eridian.allenpress.com
/her/article-pdf/92/2/284/3084290/i1943-5045-92-2-284.pdf by U

trecht U
niversity user on 12 July 2022


