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Abstract  
The user experience of our daily interactions is increasingly shaped with the aid of AI, mostly 

as the output of recommendation engines. However, it is less common to present users with 

possibilities to navigate or adapt such output. In this paper we argue that adding such 

algorithmic controls can be a potent strategy to create explainable AI and to aid users in building 

adequate mental models of the system. We describe our efforts to create a pattern library for 

algorithmic controls: the algorithmic affordances pattern library. The library can aid in bridging 

research efforts to explore and evaluate algorithmic controls and emerging practices in 

commercial applications, therewith scaffolding a more evidence-based adoption of algorithmic 

controls in industry. A first version of the library suggested four distinct categories of 

algorithmic controls: feeding the algorithm, tuning algorithmic parameters, activating 

recommendation contexts, and navigating the recommendation space. In this paper we discuss 

these and reflect on how each of them could aid explainability. Based on this reflection, we 

unfold a sketch for a future research agenda. The paper also serves as an open invitation to the 

XAI community to strengthen our approach with things we missed so far.   
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1. Introduction 

In the past two decades AI has become a 

ubiquitous and integral component of our daily 

interactions with computers. Users encounter the 

output of AI in timelines of social media, 

streaming media services, search engines, 

navigation aids, voice assistants, and e-commerce 

applications – often unknowingly. AI based 

systems are also on the rise in many professional 

environments such as finance and health care. 

Despite this proliferation of AI behind many user 

interfaces, the interaction design of such 

interfaces is not maturing at the same rate 

[18][33].    

The dominant model for the interaction design 

of systems that are driven by machine learning 

still seems to be an ‘under-the-hood-model’, in 

which the user is only presented with the ‘best’ or 
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‘optimal’ outcome of the algorithm. The 

definition of suitability, or perfect fit, is 

determined by the designers of such algorithms 

and their assumptions about the user as well as 

available user data. To some extent, practitioners 

also consider it desirable that users are not 

bothered by the inner workings of a recommender 

system and are simply presented with valuable 

output after the AI has done its ‘magic’ [11].  

In many applications, professional or 

otherwise, it is questionable whether this 

approach is desirable. Current practices raise 

critical questions about user autonomy, inclusion, 

and ethics. The metaphorical ‘black box’ tries to 

capture this multilayered problem and has 

triggered a lively debate about more transparency 

and rebalancing control in algorithmic systems 

[23][24].  

Explainable AI (XAI) has been proposed as an 

alternative in which the user at least can get an 



explanation about the decisions made by the 

algorithm [13]. This not an easy task. It involves 

the technical challenge of creating machine 

learning models that generate output explanations 

but also the ‘human factors challenge’ of making 

such explanations fit for purpose in a certain 

operational context [26]. This paper is positioned 

towards the human factors challenge and suggests 

that allowing users to manipulate the parameters 

of an algorithm can be a viable strategy to enable 

them to understand and appreciate the outcomes 

of the algorithm. In other words: we propose that 

interactive recommendation systems and 

algorithmic controls in the user interface are well 

positioned to contribute to users’ understanding of 

the algorithm. This offers a vital avenue for XAI.  

Consider the scenario of personalized health 

care. Many health care institutions are considering 

data-driven approaches for medical diagnoses. 

Data about the patient, collected by the physician 

or otherwise provided by the patient, are fed into 

a decision support system (DSS) that employs 

machine learning to aid the physician in 

diagnosing the patient. If the DSS has been 

designed with an under-the-hood-model, the 

physician is simply fed with a suggested 

diagnosis, possibly supplemented with some sort 

of confidence score - or a brief list of possible 

diagnoses. If the DSS has been designed with 

explainable AI in mind, the physician can also 

retrieve explanations about the main factors that 

contributed to the suggested diagnosis, thus 

understanding the decision support in a better 

way. However, if the DSS is designed with 

algorithm controls, the physician may be able to 

manipulate certain data or parameters that led to 

the suggested diagnosis. In this way, she can 

contextualize the output herself and assess its 

dependency on the inputs used by the algorithm. 

The physician could then actively explore 

alternative diagnoses with the aid of the system.   

Interaction designers are likely to be biased 

towards the last solution outlined in the scenario 

above. They are likely to consider interactivity as 

the most suitable approach towards XAI in many 

cases for three reasons. First, it aids 

understanding: humans learn many things through 

manipulation of the world and offering action 

possibilities could form a basis for the formation 

of mental models of the AI. Second: interactivity 

that places emphasis on choice is desirable in 

diverse contexts, especially when not all users are 

interested in explanations and configurability 

(e.g., e-commerce, navigation). Third: interaction 

is a natural avenue for personalization, as users 

can explore the possibilities on their own initiative 

and ‘dig’ as deep as they like.    

In this paper we will describe these interaction 

possibilities with automated, data-driven systems 

as algorithmic affordances. In short, algorithmic 

affordances cover a spectrum of design choices 

that allow users to interact with algorithms and 

steer their output more directly. To advance this 

agenda, we explored the state of the art and the 

potential of such interactive controls by compiling 

a pattern library: the algorithmic affordances 

pattern library. The idea is that we collect 

examples of interactive controls for algorithms 

from industry and academia within a single 

structure. We hope that such a pattern library can 

be an attractive asset of practical use for the 

industry by contributing to the solution repertoire 

of the field [30]. This can be expanded by adding 

new proposals from academia and results from 

user evaluations, leading into a more evidence-

based practice for implementing algorithmic 

controls. Explainability is not the only reason for 

constructing the pattern library. We are interested 

in all potential benefits and drawbacks of 

algorithmic controls. However, since we think 

that algorithmic controls could be a potential 

avenue for greater transparency and autonomy of 

users, the proposed library may stimulate further 

development of applicable solutions in the field 

that reduce the downsides of many current 

algorithmic designs.     

In this paper we describe our approach to 

develop this pattern library and the structure of its 

first version. We use this as a steppingstone to 

highlight how each category of algorithmic 

controls can aid explainability and outline the 

research agenda deriving from that. The paper is 

organized as follows: First, we describe the 

rationale for and core concepts behind the 

algorithmic affordances pattern library. Next, we 

describe our approach for developing the library, 

followed by the structure that emerged in the first 

iteration; we relate this structure to available work 

in academia and open questions concerning the 

application to explainable AI. In this section we 

also discuss related work in academia for each of 

the solution directions. Finally, we discuss open 

research questions for and next steps of 

developing the pattern library, as we invite the 

scientific community to aid us in developing this 

library further.  

 

 

 

 



2. Rationale 
2.1. Algorithmic affordances 

Algorithmic affordances are media 

affordances [20] that center on controlling how an 

automated system uses data input to calculate an 

output. In this sense, algorithmic affordances 

describe the spectrum of explicit and implicit 

(hidden) interaction possibilities that enable the 

user to engage with and eventually control the 

algorithmic system directly and/or indirectly. 

Affordances are inherently context dependent 

[10]. The most crucial factors are the interface and 

its underlying design choices as well as an 

individual user’s understanding of a technology 

and her motivations. Concerning e.g., 

recommender systems, this may further include 

algorithmic awareness and an understanding of 

data [7]. The perceived usefulness and/or value of 

an output depends on the purpose of the 

automated system and often also on the richness 

of the available data. Providing users with 

controls to steer the inflow of data and weighing 

different parameters for the underlying model is 

not common in current algorithmic systems but 

also not entirely unheard of either. Several 

proposals have been made, as we elaborate in the 

next section.  

We do not consider affordances as given or 

accidental but follow Norman in viewing them as 

something that can be consciously created by 

designers [22]. Designers may anticipate the 

possible uses of a system and invite users to use it 

in diverse ways through the interaction design of 

the system. This approach is common in the 

interaction design of interfaces, and it is 

questionable whether controlling algorithms 

should be an exception. For example, Ellsami et 

al. [9] suggest that many users form mental 

models of algorithms that are inadequate 

considering the complexity of modern-day 

algorithms. Rather than making an argument for 

clearer explanations, they propose what they call 

‘seamful design’. Seamful design does not hide 

the inner workings of an algorithm behind the 

interface to deliver a user experience which is as 

smooth as possible, but instead intendedly designs 

the interface so that users are explicitly confronted 

with traces of the algorithms’ operations in the 

background. In this way, users may become aware 

of the choices that are being made for them. 

Eventually, they not only gain algorithmic 

awareness but also a better conceptual 

understanding of how algorithms work and thus 

more accurate mental models. Although we work 

in line with this idea, in our notion of algorithmic 

affordances the primary objective is to increase 

the user’s autonomy and possibilities for control, 

rather than consciousness of the inner workings 

per se. 

2.2. Algorithmic affordances and 
XAI 

Explaining the trustworthiness, causality, 

transferability, informativeness, confidence, 

fairness, accessibility, interactivity, and privacy 

awareness are key goals of XAI [2]. Common 

modes of delivering these explanations are text 

and graphics [34]. For example, textual 

explanations can uncover the inner workings of an 

algorithm and reveal how its results are calculated 

to a user who is new to a system. This 

communication effort may build trustworthiness 

and/or confidence in the algorithm. However, 

textual and graphical explanations remain 

supplementary and not necessarily central to the 

interaction with an algorithm. The concept of 

algorithmic affordances takes here a different 

route by focusing instead on explanation through 

interaction.  

Zhang & Chen make a distinction between 

model intrinsic and model agnostic explanations 

[34]. Model intrinsic explanations reveal the true 

inner workings of the algorithm, whereas model 

agnostic explanations provide post-hoc 

rationalizations which are less tied to the actual 

decision process of the algorithm. In principle, 

algorithmic affordances follow the model intrinsic 

route since they would allow users to make 

adaptations to the system output. However, this 

does not mean that the full complexity of the 

algorithm needs to be completely exposed. The 

designer may be selective with the elements of the 

algorithm that are “freed” for user control and the 

respective interaction possibilities may be 

designed in accordance with a simplified idea of 

the algorithm in use.   

We argue that offering controls over an 

algorithm invites the user to actively explore how 

different factors influence the outcome of an 

algorithm. This goes further than ‘just telling’ 

users how the algorithm works but may provide 

users with a deeper conceptual understanding of it 

that stems from their personal experience with the 

system. That can be considered an advantage over 

basic textual-graphic explanations, though both 

approaches could support each other. While 



Arrieta et al. highlight that interactivity is a crucial 

part of XAI, their work mostly focus on domain 

experts as users and the relationship with the 

mental model of the user remains unexamined [2]. 

Note that our proposal is not to replace 

explanations with controls altogether, we merely 

suggest controls can be an asset to the repertoire 

of the designers of XAI. 

2.3. Why a pattern library? 

Pioneered by Christopher Alexander (1979) 

design patterns are a common way to define a 

design language [1]. Design patterns are reusable 

solutions to common problems interaction design. 

A pattern library comprises of a set of interrelated 

solutions (a pattern language) for a larger problem 

area. It can be seen as partly prescriptive, partly 

generative theory ([27]. Using pattern-libraries is 

a common approach in interaction design to 

harmonize an interaction language across 

different domains [4]. There were several 

considerations for constructing an algorithmic 

affordances pattern library. Our first 

consideration builds on the observation that the 

interaction language for algorithmic control was 

scattered across different domains, whereas in our 

view the interaction language could be defined in 

a domain independent way.   

Second, while we noticed that algorithmic 

affordances were prevalent in diverse commercial 

systems, there seemed to be a disconnect between 

industry practice and academia. Proposals from 

academia found no uptake in practice, while 

patterns in commercial systems were 

insufficiently described and evaluated in 

academic literature. A pattern library could act as 

a boundary object: on the one hand, it should 

provide practitioners with useful practical 

information and concrete ideas for how to add 

interactivity to their algorithms. On the other 

hand, it should serve as a systematic overview of 

scientific research. More specifically, we intended 

to present solutions for algorithmic affordances in 

conjunction with the latest available evidence-

based insights from academia for the 

effectiveness of different solutions. In this way, 

the pattern library aims for optimizing the 

knowledge transfer between academia and 

industry.  

 Finally, we also have an educational objective 

with the pattern library. Designers need to have a 

good sense of the available solutions. Offering a 

library may inspire young designers to expand 

their solution repertoire by looking at solutions 

they recognize from their own experience from a 

new angle and by being confronted with novel 

solutions they were previously unaware of [30]. 

3. Approach 

Inspired by best practices for constructing 

pattern languages [21], the first version of this 

pattern library was composed by a combination 

and triangulation of three approaches [28][29] 

First, we looked for patterns in the ‘wild’, 

meaning we examined well known online services 

such as social media, streaming content services 

and dating apps for algorithmic controls. Second, 

we performed a scan of the literature to look for 

proposals for algorithmic controls and evaluation 

of such controls by researchers. At first glance, the 

literature about algorithmic controls seemed 

scattered across different fields, such as 

management science (e.g. [6]), information 

systems (e.g. [25]), computer supported 

collaborative work (e.g. [32]) and human-

computer interaction (e.g. [14]). Much of this 

work concerns the question of whether users 

appreciate some form of control over algorithmic 

decisions. The reviewed studies come to a positive 

evaluation: allowing for control reduces algorithm 

anxiety and increases trust in the system. 

However, less research has been conducted on the 

actual design of such controls. The closest to a 

systematic effort that explores the solution space 

of algorithmic controls centers on interactive 

recommendation systems (i.e. [16]). Third, we 

initiated two student projects explicitly soliciting 

for algorithmic controls. These projects were 

executed at two different master's programs at the 

intersection of data science, humanities, and 

design. The goal of the exercise was to design a 

recommender system for video-on-demand 

services of public service media, taking public 

values into account. Students designed controls to 

empower users to make better selections within 

the offer, but also to invite users to explore more 

diverse content.   

Drawing from these three sources, we 

composed a first version of the pattern library. We 

considered something to be a pattern candidate 

when the control occurred in two sources, for 

example both an academic proposal and a 

commercial system, and when it was sufficiently 

different from other controls. This led to 15 initial 

pattern candidates, which were subsequently 

clustered into four categories, signifying a 



fundamentally different solution direction: 

controls for feeding (or training) the algorithm, 

controls for tuning the parameters of the 

algorithm, controls for activating 

recommendation contexts and controls for 

navigating the recommendation space. Following 

this first iteration, we will publish a first version 

(see Figure 1) of the pattern library [17] and 

iterate these steps. We are planning to initiate new 

student projects with a different challenge and do 

a more systematic literature review. Also, we try 

to involve a wider audience of practitioners and 

students in the effort of identifying patterns ‘in the 

wild’.   

 

 
 

Figure 1: Screenshot of the algorithmic 
affordances pattern library [17] 

4. The Algorithmic Affordances 
Pattern Library 

In this section we describe the current structure 

and contents of the library. 

4.1. Feeding the algorithm 

The first category of algorithmic controls is 

intended to feed the algorithm with information of 

user preferences. Many social media enable this in 

the form of a ‘like’, ‘favorite’ or ‘recommend’ 

item. In the context of social software, such 

features serve the double function of informing 

the algorithm and informing other users of the 

software. For example, users using the like 

function in Twitter (illustrated with a little heart 

shape) are aware that other users are notified 

about this action, in particular the author of the 

message (see Figure 2). The latter is important for 

users [5] and the algorithmic output relying on 

‘likes data’ may not be on top of the mind for 

users. As a result, the control may not help with 

building an accurate mental model of the 

algorithm [9]. 

 

 
 

Figure 2: The favorite and heart buttons were 
subtly different ways of feeding Twitter’s 
recommender algorithm, but the change had a 
substantial impact on users as Bucher & Helmond 
[5] have shown. 

 

Other patterns that we identified for feeding 

the algorithms include: cold-start solutions (where 

users are asked to feed the algorithm with initial 

information), curated lists (where users are asked 

to sort items in a list according to their 

preferences), and blacklists (in which users are 

allowed to ban items to prevent them from being 

recommended). Although these patterns may feel 

much more as direct controls of the algorithm, 

they seem to suffer from similar problems in terms 

of supporting the formation of a mental model of 

the algorithm. First, it is unclear what the scope of 

the actions are when the user is providing 

feedback about a particular item, an author, a 

topic, or another category. Second, the feedback 

of the system is delayed and indirect. A 

recommender may give different outputs in the 

future, but users are seldom aided in 

understanding how to relate this to their own 

previous actions.     

Considering these problems, the patterns in 

this section of the library may not be the best 

solutions for the goals of XAI. The idea of training 

an algorithm by giving it regular feedback on its 

behavior may be a natural (i.e., anthropomorphic) 

model for users, but its indirect character forms a 

major drawback for its adoption in XAI. As 



controls for feeding the algorithm play a key role 

in many recommenders, there is an imperative for 

developing solutions that support the users’ 

mental model in a better way. At least users need 

feedback about the impact of their actions on the 

algorithm [9]. 

4.2. Tuning algorithmic parameters 

A more direct, and for XAI a more vital 

approach, might be to offer users direct control 

over parameters within the algorithm. The most 

straightforward solution is to enable them to open 

or close certain data sources as input for the 

algorithm. This solution was applied in our design 

project about recommender systems that adhere to 

public values conducted by several student 

groups. We were, however, unable to locate an 

example in a commercial system or a proposal in 

academic literature. A related idea is to allow 

users to change weights to elements of the 

decision-making algorithm such as data sources 

or intermediate variables included in the 

modelling. This is implemented in the legal search 

engine ‘fastcase’ [12], (figure 2) and it has been 

proposed by academics as well (e.g. [31]). 

Nascent studies suggest that such controls are 

appreciated by users. For example, Jin et al. [19] 

have tried to add algorithmic controls for music 

recommendation. They let users control the 

weight of six characteristics: mood, location, 

weather, social aspects, current activity, and time 

of day. This control increased perceived 

recommendation quality without increasing 

cognitive load. Users also liked to play with the 

system.   

 

 
Figure 3: Screenshot of the fastcase [12] legal 
search engine, which allows users to give 
different importance to certain parameters in the 
search process.   

 

There are also proposals in the literature to 

make the full complexity of an algorithm 

controllable for the user. For example, Gretarsson 

et al. [15] enable users to adjust decision paths 

(Figure 4). They built a recommender in which 

users can adjust the decision process in each of its 

layers. This solution gives users full control over 

the algorithm and allows them to explore the 

decision-making process in greater detail. 

However, it may not be feasible to apply this to all 

kinds of algorithms and in many cases the 

approach might be ‘too direct’. It is often not 

necessary to completely align users’ mental 

model with the technical implementation of the 

algorithm. A related idea is PeerChooser, by 

O’Donnavan et al. [8] which allows users to 

switch between recommendations crafted for 

them, and those crafted for other users (digital 

twins) at smaller or bigger distances. However, in 

this proposal the potential for supporting the users 

understanding of the algorithmic decisions is still 

to be explored. 

 

 
Figure 4: Gretarsson et al. (2010) propose a 
recommender in which users can influence each 
part of the decision the recommender takes, thus 
getting a full notion of the inner workings of the 
recommender. 

 

Proposals that allow users to tune algorithmic 

parameters seem to have great potential to achieve 

explainability of the algorithms involved, because 

they allow for a very direct manipulation of the 

algorithm and users can explore the influence on 

the output immediately; they are the most model 

intrinsic approach [34]. At the same time, the 

proposals that we found were still very 

explorative and ‘literal’ with regards to the inner 

workings of the algorithm. To implement this in a 

way that fits the task context, and the mental 

model of the user will be a challenge. To us it 

seems insufficient to just expose the inner 

working of the algorithm; instead, more direct 

user controls should bridge between them and the 

decision of the algorithm in a specific task 

context.   

 

 

 



 

 

4.3. Activating recommendation 
contexts 

A third approach to allow users to give control 

to the algorithm is the notion of context 

specification. Different user contexts may ask for 

different settings of the algorithm and different 

data to be used to train the algorithm. There may 

be settings in which the user does not want the 

algorithm to learn from his actions or when the 

user needs different recommendations. A well-

known example is Netflix’s “who is watching?” 

function, which allows users to ‘build’ different 

recommendation profiles for e.g., their children. 

Similarly, the ‘Incognito’ function in Google 

Chrome allows users to avoid some of the 

personalization that is an integral part of Google’s 

service. Different student projects also proposed 

‘reset’ or ‘chance’ options in their recommenders, 

indicating a need to escape the profile that a 

recommender has built from time to time.   

At first sight, these contextual control 

solutions do little to improve the explainability of 

algorithms and it is not the most promising avenue 

to explore in the context of explainable AI. Still, 

we should not immediately dismiss 

recommendation contexts as a way forward. 

There is a call for context sensitivity of 

explanations, and comparing system output for 

different contexts might help the user if these 

contexts are meaningful and designed with the 

right granularity.   

 

4.4. Navigating the 
recommendation space 

A fourth, promising, avenue for exploring 

XAI, may be solutions that allow users to navigate 

the recommendation space. Rather than treating a 

recommendation as a point solution - a single best 

outcome - the system could present the user with 

a ‘landscape’ of outcomes of the recommender 

and controls to navigate it. A common solution ‘in 

the wild’ is the use of ordered lists, in music and 

movie recommenders such as Netflix and Spotify. 

The user is presented with a set of tiles suggesting 

multiple outputs of the recommender that might 

be relevant and is allowed an easy choice between 

them. E-commerce sites also explain the social 

context that fed the recommendations “others who 

bought this item”.   

In the academic literature, we find more 

sophisticated examples of this central idea. 

Bakalov et al. [3] for example propose the idea of 

recommendation scapes (Figure 5) for 

controllable personalization. In their approach 

recommendations are not just ordered lists, but 

they take position in structured and interactive 

visualization. This helps the user to understand 

what alternatives the recommender may provide, 

and how they are related to the ‘best option’.    

 

 
Figure 5: Bakalov et al. [3] propose a 
recommender in which users can influence each 
part of the decision the recommender takes, thus 
getting a full notion of the inner workings of the 
recommender. 

 

It is easy to imagine how this proposal can help 

the physician in the fictional example above. 

Medical diagnoses have a structure and presenting 

the outcome of the decision support system with 

respect to alternative diagnoses, combined with 

putting different weights to underlying data, 

might be an effective way to enable the physician 

to make a more educated decision on how to 

interpret the system output. We consider 

alternatives for the navigation of the 

recommendation space as a potent avenue for XAI 

although a custom design for each context will be 

needed.   

5. Conclusions and discussion 

In this paper we have proposed that 

algorithmic controls could offer a workable 

solution for explainable AI. Algorithmic 

affordances offer a different mode for 

understanding the algorithm from textual 

explanations and graphics, possibly giving users a 

feeling for, - rather than only an understanding of 

-, the innerworkings of the algorithm. As 

interactive controls allow users to play with the 

system, they can be intrinsically tailored towards 

personal needs in understanding the algorithm, for 



a particular context of use. Algorithmic 

affordances, as we labeled such controls, have 

been explored in both industry and academia, but 

the current state is one of scattered exploration 

rather than a systematic and substantiated design 

research program. Moreover, little work has been 

done in relating the work on algorithmic controls 

to the substantial body of literature regarding 

explainable AI. We know too little about the 

situations in which algorithmic affordances can be 

a viable alternative to more conventional types of 

explanation and how the goals of XAI can be met 

through user control.   

This paper modestly contributes to both 

problems. First, we have proposed a pattern 

library to draw together the currently dispersed 

work on algorithmic affordances, in a practical 

format. Second, while this work is far from 

complete, it is sufficiently mature to give first 

reflections about the potential application of 

algorithmic affordances to XAI. We found that 

certain categories of algorithmic control have 

potential for XAI, especially those which allow 

users to control algorithmic parameters directly 

and those which allow users to navigate the 

recommendation space. Other types of controls, 

such as those enabling users to feed the algorithm 

and to specify recommendation contexts seem 

less promising. In a next iteration, we will much 

more specifically examine the XAI literature to 

strengthen the link between the library and this 

field to be able to substantiate these findings. We 

also call for academics in this area to contribute 

and suggest improvements for our approach.   

Schoonderwoerd et al. suggest that explainable 

AI should follow a human-centered design 

approach [26]. In their view, explanations need to 

be deeply rooted in the specific context of use. 

Indeed, with increasing complexity of algorithms, 

it seems a priority to make sure explanations are 

context specific and user-centric, rather than 

system centric. The user should understand why 

the explanation is relevant to her current 

interactions with the system. Our plea for 

interactive controls for algorithms follows the 

same logic. Formulating a generic interaction 

language such as we did in this first version of the 

algorithmic affordances pattern library is, 

however, only a necessary intermediate step. 

Interactive controls derive their meaning from 

their use-in-context. Integrating controls, such as 

proposed in the library, into a particular system 

requires profound understanding of the users and 

the way they will use the system and the way they 

give meaning to its operation in use. The pattern 

library can be used in the generative phases of the 

design process. If designers use tried and tested 

solutions as prototypes for specific use contexts, 

they have a solid basis to appropriate them and 

make them fit for use. This appropriation practice 

can in turn feed back into better pattern 

descriptions. We are confident that this process 

will yield explainable and controllable algorithms 

that are fit for use in real life contexts.     
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