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Abstract: Energy has become an integral part of our society and global economic development in
the twenty-first century. Despite tremendous technological advancements, fossil fuels (coal, natural
gas, and oil) continue to be the world’s primary source of energy. Global energy scenarios indicate a
change in coal consumption trends in the future, which in turn will have commercial, geopolitical,
and environmental consequences. We investigated coal consumption up to 2030 using a new hybrid
method of WOANFIS (whale optimization algorithm and adaptive neuro-fuzzy inference system).
The WOANTFIS method’s performance was assessed by the MSE (Mean Squared Error), MAE (Mean
Absolute Error), STD (error standard deviation), RMSE (Root Mean Squared Error), and coefficient of
correlation (R%) among the real dataset and the WOANFIS result. For the prediction of global coal
consumption, the proposed WOANFIS had the best MAE, RMSE, and correlation coefficient (R?)
values, which were 0.00113, 0.0047, and 0.98, respectively. Lastly, future global coal consumption was
predicted up to 2030 by WOANTFIS. Following 150 years of coal dominance, the results demonstrate
that WOANTFIS is a suitable method for estimating worldwide coal consumption, which makes it
possible to plan for the transition away from coal.

Keywords: whale optimization algorithm; adaptive neuro-fuzzy inference system; climate change;
energy consumption

1. Introduction

The two most important environmental problems, as confirmed by the world’s scien-
tific centers, are global warming and climate change. Carbon dioxide emissions have had
the greatest effect on the greenhouse effect and air warming. Pollutants from combustion
and increasing concentrations of carbon dioxide have adverse consequences, such as cli-
mate change, global warming, and rising sea levels. The energy requirement has increased
due to the increase in industrial activity and life quality improvement. Different energy
sources are used for electricity production, desalination, heating, and cooling. In terms
of consumption, fossil fuels, among other such sources, have the greatest share. In many
countries, some strategies have been ratified to limit such energy source use since they are
limited and have a negative effect on the environment. On the other hand, the depletion of
these resources in the near future and the possibility of rising prices have led policymakers
to enact laws to control the environment [1]. It has also prepared investigators to promote
the replacement of renewable sources with low-pollution sources.

In the current century, energy makes up an essential portion of the global economy
in our society. Though the world has endured great technological promotions, fossil fuels
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(such as natural gas, coal, and oil) are the major energy source of the world. Coal has a key
role in the universal energy mix, mostly because of its affordability, abundance, and great
reliability at the start of the industrial revolution.

Coal is broadly distributed and the most abundant source of fossil energy in the
world; in addition, it is an inexpensive and conventional source. From 2013 to 2016, the
worldwide market for coal presented a three-year descending tendency in consumption
of coal, which could be a probable sign of a reduction in demand for coal. Though there
was a minor increase and recovery in 2017, that was anticipated to lead to other robust
increases due to both demand and supply. The increasing electricity demand for power
generation has resulted in the consumption of coal, demonstrating a global coal recovery.
However, coal’s recognition as a key carbon emissions source attracts attention. Naturally,
the consumption of coal is the volume of coal energy that society consumes. While a society
consumes coal to reach other societies’” demands, consumption of coal is observed as a
change from one production activity to another. The footprint of coal through regions and
countries is defined as the embodied consumption of coal, which is calculated based on
coal transfers and flows. Analyzing and measuring the footprint of coal could lead to new
views for exploring transferred coal via trade, consumption of coal in a domestic country,
and flows from regions to other zones. Due to its broad availability and easy transporta-
tion and storage, coal has been an important source of energy for India, China, Germany,
United States, Poland, South Africa, and emerging non-OECD countries, mainly countries
situated in Asia, where consumption of coal is estimated to increase by around 90% in
2040 [2]. Additionally, the quickly fluctuating prices of natural gas and oil and the unstable
politico-social market have permitted coal to become an indispensable and fundamental
source of fuel in the steel, power, cement, and iron industries. However, coal creation is
considerably more carbon-demanding than substitutions. The complex relation among
demographics, economic growth, and consumption of energy (mainly in countries that
have coal-demanding industries and high dependence on fossil fuels), with the increased
greenhouse gases amount in the atmosphere (mostly associated with the combustion of
natural gas, oil, and coal), have elevated serious worries in the scientific community about
the prospect of coal. Therefore, besides environmental studies of coal [3,4], several inves-
tigations have concentrated on the application and development of predicting methods
to forecast the economic views of coal, production, future reserves’ levels, consumption,
and its effect on the environment. In the coal sector, lasting prediction models are of major
significance since they propose information on market imbalances, investment strategies,
future trade, and permit decision-makers to forecast and evaluate the potential influence of
changes in government policy [1,5,6]. To manage the energy supplement effectively, it is
necessary to understand the factors that affect the amount of energy required in a particular
region. Due to the hazy and complicated nature of the energy demand procedure and the
factors that influence it, efficient instruments for effective energy use are needed. As a result,
it is necessary to identify effective instruments for precisely determining energy demands.

Non-classic methods to identify and predict associated issues with complex systems
have been extended. Several methods have been introduced for predicting natural phe-
nomena across the world; however, their accurate prediction is still challenging.

Intelligent methods have been globally popular since they provide simple approaches
for representing and replicating a process behavior with a good performance. The potential
of intelligent techniques lies in the precise modeling of linear and nonlinear processes,
and they are extensively used for nonlinear processes. As a result of the revolution and
developments in the artificial intelligence field, a new window has been opened for hybrid
algorithms for modeling parameter optimization to enhance the efficiency and effectiveness
of models [7]. For further enhancement of these capacities, the combination of ANFIS and
evolutionary algorithms for effective integration of the artificial neural network (ANN)
learning capability and relational structure, using the fuzzy logic’s dynamic nature in
decision making and the capability of parameter tuning in evolutionary methods for the
improvement of model performance has been recommended [8].
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Related Works

An adaptive neuro-fuzzy inference system (ANFIS) is an example of a hybrid predic-
tive model, in which fuzzy logic and an ANN are combined to create a mapping relationship
between outputs and inputs [9]. The structure of the ANFIS model is made up of five layers,
each of which is made up of several nodes. Similar to ANN [10,11], each layer’s inputs
are gained by the previous layer’s node in the ANFIS model. ANFIS has been found to
have promising applications in the prediction of machining, material, and manufacturing
process performance [12]. Among recent computing techniques, the adaptive neuro-fuzzy
inference system (ANFIS) is recommended due to its capabilities for dealing with nonlinear
modeling and complex stochastic datasets [13,14]. Numerous algorithms for optimizing the
architecture and parameters of neural networks have been proposed [15]. The inspiration
for those methods is often taken from nature—such as flocks of birds, ant colonies, or in our
case, whales. Swarm-based algorithms for deep learning parameter optimization have been
described in detail in several papers [16-18]. In the ANFIS, the dataset features are used for
learning, and the system parameters are modified based on an error criterion [19,20]. The
ANFIS has been successfully implemented in the prediction of renewable energy results,
including in wind energy [21,22], bioenergy [23,24], and solar energy [25]. For instance,
hybridized ANFIS with DE, PSO, and GA was experimented with by Hossain et al. for
forecasting wind power density in the long term [26]. The effectiveness of the three hybrid
models was compared in this work, and it was found that the GA and PSO hybrids of the
ANFIS model had a higher performance than the DE hybrid. The ANFISPSO efficiency and
effectiveness were examined for the prediction of combustion municipal solid waste’s en-
thalpy based on its elemental compositions by Olatunji et al. [27]. The model was evaluated
using statistical performance measures, and during the model testing stage, mean absolute
deviation (MAD), mean absolute percentage error (MAPE), log accuracy ratio, and root
mean square error were calculated. These authors also studied ANFIS-PSO’s effectiveness
in the prediction of elemental compositions from the biomass proximate values using a
large dataset [28]. When ANFIS models are trained with evolutionary algorithms, the adap-
tive layer parameters of the model are improved, leading to a rapid convergence, global
minimum error, and enhanced accuracy of the model at a lower output [29]. Nevertheless,
there are some drawbacks to the ANFIS model when it is used in real applications, which
are due to training the membership function parameters and weights between the ANFIS
model’s layers. Meta-heuristics were used to overcome these problems. Hence, to address
this issue, the whale optimization algorithm (WOA) was employed.

This paper introduces a new hybrid approach for predicting global coal consumption.
The data of the global coal consumption were investigated for analyzing and forecasting the
global coal consumption using a hybrid method based on a whale optimization algorithm
and an adaptive neuro-fuzzy inference system (WOANTFIS). This article is structured as
follows: The specification of the adaptive neuro-fuzzy inference system and the whale
optimization algorithm is explained in the next section. The proposed method is provided
in the third section. The model estimates and forecasts are presented in section four, and
finally, the conclusions are specified in section five.

2. Materials and Methods
2.1. Adaptive Neuro-Fuzzy Inference System

Today, fuzzy inference systems are developed to describe complex systems and have
become a powerful tool for modeling uncertainties in the real world in the form of mathe-
matical relations. These systems are computational structures that establish a nonlinear
mapping between input and output variables based on fuzzy set theory. In other words,
these systems model the behavior of a phenomenon in the form of “if-then” rules, using
expert knowledge and sampled data. The method of creating rules and selecting the pa-
rameters of membership functions is an important issue in fuzzy inference systems that
requires an understanding of the phenomenon under study and experience. On the other
hand, neural networks have the ability to learn from the phenomena under study and
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to arrange the structure of input and output pairs. Therefore, based on fuzzy set theory
and also inspired by the model proposed by Takagi and Sugeno in 1985, the model of the
adaptive neuro-fuzzy inference system was introduced by Jang in 1993 in an article entitled
“Adaptive neuro-fuzzy inference system” [20]. In this model (ANFIS), the goal is to find
the function f, in a way that can be used instead of the main function f. As a result, the
prediction of the output variable ¥ for the input variable X = (x3,X2,X3, ..., Xn) should be
close enough to the true value of y. A set of m with multi-input and one-output data is
considered as the following relation:

Yi - f(Xﬂ/XiZ/ Xi3, .- /Xin)/ (1 - 1/ 21 31 e rm) (1)

Now, the problem is to define a structure for ANFIS in order to minimize the difference
between the output values and the predicted values, which can be considered as follows:

m
. ~ 5
min Z [f(Xill Xi2, Xi3, .« - IXi_l’l) — YI] (2)
i=1

In this method, the Sugeno fuzzy model is used to approximate the function f with
from m vector, including n inputs and one output (X, y;); (i=1,2,3,...,m).

To provide a simple explanation of the ANFIS process, we can consider a fuzzy
inference system with two inputs, y and x, and one output, {, and the relevant if-then
(leader—follower) rules can also be considered, as follows:

Ifxis Aj and yis B, Thenf; = p;x+ qy +11

If xis Ay andyis B, Thenf, = p,x+ q,y +12 ®)

Figure 1 shows the fuzzy reasoning procedure in such a system for a first-order
Sugeno model.

Premise Part Consequent Part
: o S :
Vs % £ N
fi=pxtay+n (M il
Wi i wi + W b wq+ wa b
Y I0C)
AWy f=paxt gyt = Wif; + Wif
Y

Figure 1. General ANFIS architecture of first-order Takagi-Sugeno fuzzy model.

The membership functions A and B are shown as triangular functions in Figure 1.
However, other membership functions can be used for fuzzy reasoning in ANFIS. The
structure of the adaptive neuro-fuzzy inference system is shown in Figure 2. This system
consists of 5 layers:
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Figure 2. The structure of the adaptive neural fuzzy inference system.

The first layer (input and output layer of membership functions): In this layer, y and
x are input variables to the node, and A, i, and B are the names of the linguistic variables
corresponding to this node. Each node in this layer is an adaptive node representing a
membership function and is used as a memory unit. In this node, the parameters of the
membership functions are known as the trainable parameters of the leading section [30].

O = pa,(x) fori=1,2 O3 =pp_,(y) fori=3,4 4)

Equation (4) shows the output of the first layer with node i (O;;), where i is the
degree of membership of the fuzzy set. In the system-learning phase, the parameters of the
membership functions are updated with the average of the back propagation algorithm.
Additionally, the propagation rate of each rule in the whole system is determined by the
propagation coefficient, which is a combination of input variables at different linguistic
levels, which is obtained by multiplying the average membership value [31].

The second layer (rules layer): Nodes in this layer, 11, are known as rule nodes, whose
output is the result of the algebraic multiplication of node inputs. In this layer, the degree
of arousal power of each rule is obtained by using the criterion of each input belonging to
the relevant membership functions. Equation (5) shows the output of this layer.

Wi .
OB,l—Wl—m i=1,2 ®)

The fourth layer (nonfuzzy layer): This layer is the place in which input variables are
combined based on their propagation capacity. Each node, i, in this layer is an adaptive
node, and the output of each node is the result of the normalized arousal power multiplied
by a linear function of the input variables and is determined by the following function.
Equation (6) shows the output of this layer.

Oy = Wifi = Wi(piX + qiy + 1) (6)
Fifth layer: The only node of this layer is a fixed node indicated by X. In this node, the

final output is calculated as the sum of the input values, so that w;f; is the output of node i
in the fourth layer. Equation (7) shows the output of this layer.

_ ; Wifi
Os; =) Wifi = Li 7)
i

Yiwi



Energies 2022, 15, 2578

6 of 14

2.2. Whale Optimization Algorithm

The whale optimization algorithm (WOA) was first proposed by Seyed Ali Mir Jalili in
2016 [32]. This algorithm is inspired by the social behavior of humpback whales. The whale
algorithm starts with a set of random solutions. In each iteration, search agents update
their positions using three operators, called bait siege, bubble-net hunting technique, and
extraction phase and bait search (exploration phase). In bait siege, humpback whales
identify the bait and surround it. The whale algorithm assumes that the best solution is the
bait. After the best search agent has been identified, other search agents will update their
positions based on the best search agent. This behavior is shown in Equations (8) and (9):

B:W8§wn—§@‘ ®)
X(t+1) = X (t) — A-D ©)

In Equations (8) and (9), t is the current iteration, a X are coefficient vectors, )?‘ is
the position vector of the best solution obtained at the moment, and ; is the position
vector. It should be noted that if there is a better solution, )?‘ should be updated in each
iteration [32,33]. Vectors 8, Z are calculated in relations (10) and (11):

—

A=2a-T—a (10)
—
C=27 11)

where a decreases linearly from 2 to zero during the iterations and T is the random vector
between zero and 1.

In the bubble-net hunting technique (extraction phase), the humpback whale swims
around the bait in a contracting circle, concurrently following a spiral path. To model this
simultaneous behavior, it is assumed that the whale selects either the contraction siege
mechanism or the spiral model, for which there is a 50% probability that the position of
the whales will be updated during optimization. The mathematical model of this phase is
defined as relation (12):

— - =
X* (t) — A-D if p<05

R
X(t =+ 1) = — —
D’-ePl cos(27l) + X* (t) ifp>05

(12)

o
D is obtained from Equation (8) and refers to the distance from i whale to the bait (the

best solution ever obtained), b is a constant defining the logarithmic spiral shape, L is a

random number between —1 and +1, and p is a random number between 0 and 1.

N

Vector A, with random values between —1 and +1, is used to bring the search agent
closer to the reference whale. The spiral movement and shrinking encircling mechanism
are presented in Figure 3 [32].

— T

D= ‘C'Xrand 'X’ (13)
— — - =
X(t+1) = Xpang — A-D (14)

%
where X;anq is a selected random position vector (the whale is randomly chosen from the

—
current population, and vector A, with random values greater than 1 or less than —1, is
used to force the search agent to move away from the reference whale.
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Figure 3. (a) Spiral updating position and (b) shrinking encircling mechanism.

3. Proposed Method

Each optimization algorithm has many strengths and weaknesses in various problems.
The purpose of creating hybrid algorithms is to use the strengths of combined algorithms
to better solve various optimization problems. The design and training of adaptive neuro-
fuzzy systems (ANFIS) are usually carried out using classical approaches, such as gradient
descent and back-propagation. In fact, the structure of ANFIS is based on a fuzzy inference
system in which the parameters of the hypothesis section and the result of fuzzy if-then
rules are set by a neural network model. Since the neural network learning algorithm
is dependent on using optimization methods on the basis of slopes, it is possible to trap
the final response of the learning algorithm and consequently set the parameters at local
optimal points. Therefore, the use of search methods or meta-exploration optimization
to reduce the above problem can be investigated. The developed model of the ANFIS
system in this research, a meta-exploration algorithm, is a fuzzy inference system of the
Sugeno type in which the parameters of the shape of the membership functions and the
result part of its fuzzy rules are adjusted and optimized by the whale algorithm. The
hybrid model works in a similar manner to ANFIS, except that meta-exploration algorithms
are a random search method and the possibility of trapping the response (values of the
setting parameters) in the optimal local points is less when it is used. In the hybrid model,
the process of optimizing the parameters is based on the use of a set of input-output
data. [34,35].

The recommended approach to predict global coal consumption is introduced in
this section. The model consists of a hybridization between the WOA and ANFIS, named
WOANTFIS, where the WOA is used to determine the parameters of the ANFIS. In the model,
there are five layers, as in two conventional ANFISs. Input variables represent the nodes in
layer 1. In layer 2, the nodes are the membership functions of the input variables. The nodes
in layer 3 represent the fuzzy logic rules. The resultant fraction of the Takagi-Sugeno—Kang
model is used by the nodes of layer 4. The coal consumption is the output of layer 5. Using
the WOA in the learning phase, the best value of the weights is determined between layers
4 and 5, and the membership function is also trained based on the input variable. To start
the introduced method, the dataset is normalized and divided into two groups. The update
of parameters in ANFIS is carried out according to the WOA algorithm, which discovers
various areas of the searching space that have numerous local minima, after which the
searching domain is reduced to the region containing the global solution. The parameters
are updated in the training stage using the error information between the actual output
and the equivalent forecasted values. Here, the WOA begins by generating a population, X,
the randomly positioned population. For every whale, the size of X is considered N and
dimension D, representing the number of ANFIS parameters. After computing the objective
function for a solution within the population X, the update of parameters is performed
according to the minimum of three fitness functions. Accordingly, the best solution is the
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one with the minimum objective function value. The phases implemented formerly are still
reiterated to ultimately satisfy the stop conditions, followed by passing the best solution to
the ANFIS model. The completion of the training stage occurs when the stop conditions
are satisfied (the uppermost number of iterations and errors is lower than the small value).
Thereafter, the construction of ANFIS is performed according to the parameters obtained
from the best solution. In the test stage, the output (global coal consumption) is predicted
by applying the testing dataset to the introduced approach according to input parameters,
thereby evaluating the model performance. Figure 4 shows the flowchart of the introduced
approach. [36,37].

m Validation data
Training data

?0%]# 30%
Whale Optimization Algorithm (WOA)

Initialize whale population

.

Initialize model parameters

i Adaptive Fuzzy-Neuro

Updating position of whales Inference System (ANFIS)

.

Fitness evalutation

A
Stopping condition

Max iteration or
k . Yes
satisfy criteria

Validate
Final model «+————

Figure 4. Flowchart of the WOANFIS.

4. Experiments

In this paper, a novel method for predicting global coal consumption is presented. Data
on world population, gross domestic product (GDP), global coal consumption, primary
energy consumption, and Northwest Europe coal prices were collected during the years
1987-2019 [38,39]. Population, gross primary energy consumption, domestic product (GDP),
and Northwest Europe coal prices were the WOANFIS input parameters, and the global
coal consumption was the output parameter. The data relating to these parameters were
classified as testing data and training data. For training, 70% of data were employed, and
30% of data were used for testing and validation.

Data normalization in the first phase is required for estimating global coal consump-
tion. Using Equation (15), data were normalized.

Dn = (DR - Dmin)/(Dmax - Dmin) (15)

where Dy represents the normalized data and Dy represents the original data value. The
Dmin and Dmax values for each variable were selected for the years between 1987 and 2019
and are shown in Table 1.
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Table 1. Minimum and maximum values of research variables for normalization.

Variable Minimum Maximum
World population (millions) 5012 7673
GDP (billion USD) 17,200 87,697
Coal consumption (million tons oil equivalent) 2162 3867
Primary energy consumption (million tons oil equivalent) 7581.30 14,072.87
Northwest Europe coal price (USD) 28.79 147.67

Mean Absolute Error (MAE), Mean Squared Error (MSE), Error standard deviation
(STD), Root Mean Squared Error (RMSE), and the correlation coefficient (R?) between
the actual dataset and the WOANFIS output were used for evaluating the WOANFIS’s
performance [1,5]. Equations (16)—(20) represent these errors.

1 33
MSE = == ) (Target; — output;)? (16)
i=1
RMSE = 1/ = Y% (Target, - output;)? 17
= @21:1( arget; — output;) (17)
MAE = |/ = 233 |Target, — output,| (18)
138 2
STD Error = 5 ; (Target; — output;) (19)

Y (Target, — Target) x (output; — output)
\/ Y (Target, — Target)2 x ¥ (output, — output)®

As mentioned previously, the dataset was randomly divided into two groups: the
training and testing dataset. The training dataset represented about 70% of the total
collected data, and the remaining dataset (30%) was used for testing. Figures 5 and 6 and
Table 2 indicate the performance of the WOANFIS method against training and testing data.
Figures 5 and 6 show the MSE of trained and tested data for WOANFIS's performance. The
distribution of errors was regarded as a normal distribution with an approximately wide
variance. The average RMSEs of the WOANFIS training and testing data were found to
be 0.00008 and 0.00479. In these figures, the target and the output values are compared,
and the model error value was calculated for the data. These results show an acceptable
development for the newly proposed method.

R = (

(20)

Table 2. Modeling performance criteria.

Network
Process

Training 65577 x 10711 8.098 x 107¢  1.63 x 10~8 8.2316 x 10~° 6.3215 x 1078 0.9991
Testing 2.3028 x 107° 0.0047987 1.13 x 10~° 0.004478 —0.0023408  0.9850

MSE RMSE MAE STD Error Mean Error R
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Figure 5. Model performance criteria for training data.
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Figure 6. Optimized WOANTFIS output and model performance criteria for test data.
Figure 7 and Table 3 show the performance of the WOANFIS method for the modeling

and the testing data.
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Figure 7. Comparing actual data and predicted values with WOANFIS.

Table 3. WOANFIS operation.

Years Actual Data WOANFIS—Output Predicted Relative Error (%)

2015 3769 3745 0.6367

2016 3710 3702 0.2156

2017 3718 3716 0.0645

2018 3772 3759 0.3472

2019 3798 3788 0.2765
Average - - 0.3081

Using the WOANTFIS method, which was determined above, the global coal con-
sumption predictions were forecasted up to 2030. Table 4 indicates a comparison between
forecasts published by the British Petroleum Company, BP, and the WOANFIS method.

Table 4. A comparison of projections of global coal consumption [Mtoe] for the years (2020-2030).

Years 2020 2025 2030
WOANTFIS method 3894.80 4065.80 4071.09
BP (2019) 3896.84 4066.99 4072.32

5. Conclusions

A hybrid WOANFIS based on the adaptive neuro-fuzzy inference system and whale
optimization algorithm is proposed in this study for enhancing the global coal consumption
in terms of performance up to 2030, when it is regarded as an optimization problem. By
determining parameter values that offer the minimum error rate in the fitness function, the
parameter values needed for ANFIS in the testing and training processes can be found. It
is possible to evaluate the performance of the WOANFIS method using the MAE, MSE,
STD, RMSE, and correlation coefficient (R?) between the output of the WOANFIS and the
actual dataset. The global coal consumption was evaluated by successfully applying this
method. For the prediction of global coal consumption, the proposed WOANFIS had the
best values for the MAE, RMSE, and correlation coefficient (Rz), which were 0.00113, 0.0047,
and 0.98, respectively.

It is worth noting that according to the findings of the present research, there is an
agreement with the estimated values of consumption obtained by BP. We proposed a
global coal consumption prediction method in the present paper, and WOANFIS was
advantageous in comparison with other mathematical programming models as it presents
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a simple and easy way of modeling nonlinear and linear dependencies between variables
only from data obtained here.

Global coal consumption prediction can also be investigated using new metaheuristics
or neural networks, such as harmony search, simulated annealing, etc. It is possible to
compare the results of different methods with the WOANFIS method. More surveys should
be carried out with a focus on the comparison of approaches presented in this work with
other available approaches. In addition, the electro-magnetism mechanism algorithm,
krill herd optimization algorithm, and other intelligent optimization methods can also be
used for predicting the global coal consumption. The results obtained for the application
of different approaches can be compared with WOANFIS. The promising results of the
proposed model indicate that it can be applied to other fields, such as biogas production
and solar radiation, in future work.

Author Contributions: Conceptualization, A.G., R.D. and S.AJ.; methodology, M.s.]J., A.G.; software,
A.G,; validation, M.s.J.,, N.A.Z. and S.A.].; formal analysis, A.G. and M.s.].; investigation, R.D., A.G;
resources, R.D., A.G,; data curation, A.G, N.A.Z,; writing—original draft preparation, A.G., R.D.;
writing—review and editing, A.G., N.A.Z,, S.A.J., RD,; visualization, M.s.]., S.A.].; supervision, S.AJ.,
R.D.; project administration, A.G. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.

Acknowledgments: This article is the result of a joint research study of Shahid Bahonar University
of Kerman, Iran, and Utrecht University, the Netherlands. The authors would like to thank the
Department of Management and Economics of Shahid Bahonar University of Kerman for providing
the necessary facilities and active cooperation in this research as well as the Department of Earth
Sciences at Utrecht University for their research support.

Conflicts of Interest: The authors declare that they have no known competing financial interests or
personal relationships that could have appeared to influence the work reported in this paper.

References

1.  Jalaee, S.A.; Ghaseminejad, A.; Lashkary, M.; Jafari, M.R. Forecasting Iran’s Energy Demand Using Cuckoo Optimization
Algorithm. Math. Probl. Eng. 2019, 2019, 2041756. [CrossRef]

2. Conti, J.; Holtberg, P.; Diefenderfer, J.; LaRose, A.; Turnure, ].T.; Westfall, L. International Energy Outlook 2016 with Rojections to
2040; DOE/EIA-0484; EIA: Washington, DC, USA, 2016. [CrossRef]

3. Mehrabi, B.A.; Derakhshani, R.; Nilfouroushan, F.; Rahnamarad, J.; Azarafza, A.M. Spatiotemporal subsidence over Pabdana coal
mine Kerman Province, central Iran using time-series of Sentinel-1 remote sensing imagery. Episodes 2022. [CrossRef]

4. Derakhshani, R.; Raoof, A.; Mahvi, A.H.; Chatrouz, H. Similarities in the Fingerprints of Coal Mining Activities, High Ground
Water Fluoride, and Dental Fluorosis in Zarand District, Kerman Province, Iran. Fluoride 2020, 53, 257-267.

5. Jalaee, S.A.; Lashkary, M.; GhasemiNejad, A. The Phillips curve in Iran: Econometric versus artificial neural networks. Heliyon
2019, 5, e02344. [CrossRef]

6. Jalaee, S.A.; Shakibaei, A.; Akbarifard, H.; Horry, H.R.; GhasemiNejad, A.; Robati, EN.; Zarin, N.A.; Derakhshani, R. A novel
hybrid method based on Cuckoo optimization algorithm and artificial neural network to forecast world’s carbon dioxide emission.
MethodsX 2021, 8, 101310. [CrossRef]

7. Hourmand, M.; Sarhan, A.A.D.; Farahany, S.; Sayuti, M. Microstructure characterization and maximization of the material
removal rate in nano-powder mixed EDM of Al-Mg2Si metal matrix composite—ANFIS and RSM approaches. Int. |. Adv. Manuf.
Technol. 2018, 101, 2723-2737. [CrossRef]

8.  Karaboga, D.; Kaya, E. Adaptive network based fuzzy inference system (ANFIS) training approaches: A comprehensive survey.
Artif. Intell. Rev. 2019, 52, 2263-2293. [CrossRef]

9.  Adedeji, P; Madushele, N.; Akinlabi, S. Adaptive Neuro-fuzzy Inference System (ANFIS) for a multi-campus institution energy
consumption forecast in South Africa. In Proceedings of the International Conference on Industrial Engineering and Operation
Management, Washington, DC, USA, 27-29 September 2018.

10. Ejaz, N.; Abbasi, S. Wheat yield prediction using neural network and integrated svm-nn with regression. Pak. J. Eng. Technol. Sci.

2020, 8, 77-97.


http://doi.org/10.1155/2019/2041756
http://doi.org/10.2172/1296780
http://doi.org/10.18814/epiiugs/2022/022009
http://doi.org/10.1016/j.heliyon.2019.e02344
http://doi.org/10.1016/j.mex.2021.101310
http://doi.org/10.1007/s00170-018-3130-3
http://doi.org/10.1007/s10462-017-9610-2

Energies 2022, 15, 2578 13 of 14

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.
33.

34.

35.

36.

Bhojani, S.H.; Bhatt, N. Wheat crop yield prediction using new activation functions in neural network. Neural Comput. Appl. 2020,
32, 13941-13951. [CrossRef]

Gopal, PM.; Bhargavi, R. A novel approach for efficient crop yield prediction. Comput. Electron. Agric. 2019, 165, 104968.
[CrossRef]

Samuel, O.D.; Okwu, M.O.; Oyejide, O.].; Taghinezhad, E.; Afzal, A.; Kaveh, M. Optimizing biodiesel production from abundant
waste oils through empirical method and grey wolf optimizer. Fuel 2020, 281, 118701. [CrossRef]

Amenaghawon, A.N.; Evbarunegbe, N.I.; Obahiagbon, K. Optimum biodiesel production from waste vegetable oil using
functionalized cow horn catalyst: A comparative evaluation of some expert systems. Clean. Eng. Technol. 2021, 4, 100184.
[CrossRef]

Yu, T.; Zhu, H. Hyper-parameter optimization: A review of algorithms and applications. arXiv 2020, arXiv:2003.05689. [CrossRef]
Sinha, T.; Haidar, A.; Verma, B. Particle Swarm Optimization Based Approach for Finding Optimal Values of Convolutional
Neural Network Parameters. In Proceedings of the 2018 IEEE Congress on Evolutionary Computation (CEC), Rio de Janeiro,
Brazil, 8-13 July 2018; IEEE: Piscataway, NJ, USA, 2018; pp. 1-6.

Moayedi, H.; Nguyen, H.; Foong, L.K. Nonlinear evolutionary swarm intelligence of grasshopper optimization algorithm and
gray wolf optimization for weight adjustment of neural network. Eng. Comput. 2021, 37, 1265-1275. [CrossRef]

Bacanin, N.; Bezdan, T.; Tuba, E.; Strumberger, I.; Tuba, M. Optimizing Convolutional Neural Network Hyperparameters by
Enhanced Swarm Intelligence Metaheuristics. Algorithms 2020, 13, 67. [CrossRef]

Elaziz, M. A ; Elsheikh, A .H.; Sharshir, S.W. Improved prediction of oscillatory heat transfer coefficient for a thermoacoustic heat
exchanger using modified adaptive neuro-fuzzy inference system. Int. J. Refrig. 2019, 102, 47-54. [CrossRef]

Jang, J.-S.R. ANFIS: Adaptive-network-based fuzzy inference system. IEEE Trans. Syst. Man Cybern. 1993, 23, 665-685. [CrossRef]
Ahmed, K.; Ewees, A.A_; El Aziz, M.A.; Hassanien, A.E.; Gaber, T.; Tsai, P-W.; Pan, J.-S. A Hybrid Krill-ANFIS Model for
Wind Speed Forecasting. In Proceedings of the International Conference on Advanced Intelligent Systems and Informatics 2016, Cairo,
Egypt, 24-26 November 2016; Advances in Intelligent Systems and Computing; Springer Science and Business Media LLC:
Berlin/Heidelberg, Germany, 2016; Volume 533, pp. 365-372.

An, S; Shi, H.; Hu, Q.; Li, X.; Dang, J. Fuzzy rough regression with application to wind speed prediction. Inf. Sci. 2014, 282,
388-400. [CrossRef]

El Aziz, M.A.; Hemdan, A.M.; Ewees, A.A_; Elhoseny, M.; Shehab, A.; Hassanien, A.E.; Xiong, S. Prediction of biochar yield using
adaptive neuro-fuzzy inference system with particle swarm optimization. In Proceedings of the 2017 IEEE PES PowerAfrica,
Accra, Ghana, 27-30 June 2017; Institute of Electrical and Electronics Engineers (IEEE): Piscataway, NJ, USA, 2017; pp. 115-120.
Ewees, A.A,; El Aziz, M.A.; Elhoseny, M. Social-spider optimization algorithm for improving ANFIS to predict biochar yield. In
Proceedings of the 2017 8th International Conference on Computing, Communication and Networking Technologies (ICCCNT),
Delhi, India, 3-5 July 2017; IEEE: Piscataway, NJ, USA, 2017; pp. 1-6.

Ramedani, Z.; Omid, M.; Keyhani, A.; Khoshnevisan, B.; Saboohi, H. A comparative study between fuzzy linear regression and
support vector regression for global solar radiation prediction in Iran. Sol. Energy 2014, 109, 135-143. [CrossRef]

Hossain, M.; Mekhilef, S.; Afifi, F.; Halabi, L.M.; Olatomiwa, L.; Seyedmahmoudian, M.; Horan, B.; Stojcevski, A. Application
of the hybrid ANFIS models for long term wind power density prediction with extrapolation capability. PLoS ONE 2018, 13,
e0193772. [CrossRef]

Olatunji, O.; Akinlabi, S.; Madushele, N.; Adedeji, P.A. Estimation of Municipal Solid Waste (MSW) combustion enthalpy for
energy recovery. EAI Endorsed Trans. Energy Web 2019, 6, 6. [CrossRef]

Olatunji, O.O.; Akinlabi, S.; Madushele, N.; Adedeji, P.A. Estimation of the Elemental Composition of Biomass Using Hybrid
Adaptive Neuro-Fuzzy Inference System. BioEnergy Res. 2019, 12, 642-652. [CrossRef]

Adedeji, P.A.; Masebinu, S.O.; Akinlabi, S.A.; Madushele, N. Adaptive Neuro-fuzzy Inference System (ANFIS) Modelling in
Energy System and Water Resources. In Optimization Using Evolutionary Algorithms and Metaheuristics; CRC Press: Boca Raton, FL,
USA, 2019; pp. 117-133.

Karaboga, D.; Kaya, E. An adaptive and hybrid artificial bee colony algorithm (aABC) for ANFIS training. Appl. Soft Comput.
2016, 49, 423-436. [CrossRef]

Liu, P; Leng, W.; Fang, W. Training ANFIS Model with an Improved Quantum-Behaved Particle Swarm Optimization Algorithm.
Math. Probl. Eng. 2013, 2013, 595639. [CrossRef]

Mirjalili, S.; Lewis, A. The Whale Optimization Algorithm. Adv. Eng. Softw. 2016, 95, 51-67. [CrossRef]

Ghahremani-Nahr, J.; Kian, R.; Sabet, E. A robust fuzzy mathematical programming model for the closed-loop supply chain
network design and a whale optimization solution algorithm. Expert Syst. Appl. 2019, 116, 454-471. [CrossRef]

Maroufpoor, S.; Maroufpoor, E.; Bozorg-Haddad, O.; Shiri, J.; Yaseen, Z.M. Soil moisture simulation using hybrid artificial
intelligent model: Hybridization of adaptive neuro fuzzy inference system with grey wolf optimizer algorithm. J. Hydrol. 2019,
575, 544-556. [CrossRef]

Donyaii, A.; Sarraf, A.; Ahmadi, H. A Novel Approach to Supply the Water Reservoir Demand Based on a Hybrid Whale
Optimization Algorithm. Shock Vib. 2020, 2020, 8833866. [CrossRef]

El-Hasnony, I.M.; Barakat, S.I.; Mostafa, R.R. Optimized ANFIS Model Using Hybrid Metaheuristic Algorithms for Parkinson’s
Disease Prediction in IoT Environment. IEEE Access 2020, 8, 119252-119270. [CrossRef]


http://doi.org/10.1007/s00521-020-04797-8
http://doi.org/10.1016/j.compag.2019.104968
http://doi.org/10.1016/j.fuel.2020.118701
http://doi.org/10.1016/j.clet.2021.100184
http://doi.org/10.48550/arXiv.2003.05689
http://doi.org/10.1007/s00366-019-00882-2
http://doi.org/10.3390/a13030067
http://doi.org/10.1016/j.ijrefrig.2019.03.009
http://doi.org/10.1109/21.256541
http://doi.org/10.1016/j.ins.2014.03.090
http://doi.org/10.1016/j.solener.2014.08.023
http://doi.org/10.1371/journal.pone.0193772
http://doi.org/10.4108/eai.11-6-2019.159119
http://doi.org/10.1007/s12155-019-10009-6
http://doi.org/10.1016/j.asoc.2016.07.039
http://doi.org/10.1155/2013/595639
http://doi.org/10.1016/j.advengsoft.2016.01.008
http://doi.org/10.1016/j.eswa.2018.09.027
http://doi.org/10.1016/j.jhydrol.2019.05.045
http://doi.org/10.1155/2020/8833866
http://doi.org/10.1109/ACCESS.2020.3005614

Energies 2022, 15, 2578 14 of 14

37.  Bui, D.T;; Bui, Q.-T.; Nguyen, Q.-P; Pradhan, B.; Nampak, H.; Trinh, P.T. A hybrid artificial intelligence approach using GIS-based
neural-fuzzy inference system and particle swarm optimization for forest fire susceptibility modeling at a tropical area. Agric. For.
Meteorol. 2017, 233, 32-44. [CrossRef]

38. BritishPetroleum. bp Energy Outlook. 2020. Available online: https://www.bp.com/energyoutlook (accessed on 27
October 2020).

39. Jalaee, M.S.; Shakibaei, A.; GhasemiNejad, A.; Jalaee, S.A.; Derakhshani, R. A Novel Computational Intelligence Approach for
Coal Consumption Forecasting in Iran. Sustainability 2021, 13, 7612. [CrossRef]


http://doi.org/10.1016/j.agrformet.2016.11.002
https://www.bp.com/energyoutlook
http://doi.org/10.3390/su13147612

	Introduction 
	Materials and Methods 
	Adaptive Neuro-Fuzzy Inference System 
	Whale Optimization Algorithm 

	Proposed Method 
	Experiments 
	Conclusions 
	References

