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ABSTRACT

To provide effective support in child health care, social robots’ be-
haviors should be well-tailored to the care context and situated
user needs. This research focuses on a social robot (iPal) in the
waiting room for a vaccination. In an experiment, children per-
formed the health check and hereafter, to kill the time, a game,
either with the robot or a tablet. Child’s behaviors and self-reports
were recorded. The children seemed to be more positively engaged
when interacting with the robot (higher motivation to play a game,
higher interaction volume, more smiling during the health check,
more gesture and/or verbal expressive behaviors, less mobile phone
distraction). Further, their individual characteristics (like age and
personality) and the social context (e.g., parent’s presence) affected
children’s engagement (e.g., higher for young children) and par-
ent’s involvement (e.g., higher with the tablet group, resulting in a
higher percentage of answered questions during the health check).
Here, we identified an interesting trade-off: the current robot sup-
ports child engagement (distracting from the stressful vaccination),
but hinders the collaboration between parent and child. In future
research, we aim to improve the collaboration support of the robot.
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1 INTRODUCTION

Children are starting to encounter robots in school, therapy and
entertainment settings. Many scholars agree that social robots may
get a prominent role in children’s daily life and have beneficial
effects on children’s learning, social behavior and emotional well-
being (e.g., [3], [8]). Within health care, social robots can help
during hospitalization by distracting the children during medical
procedures, providing emotional support for dealing with diseases,
or support their well-being during the hospital stay [7]. Examples
of positive effects on children range from experiencing distraction
to less stress of pain, to more relaxation and smiling [13]. Although
research on child-robot interaction in the medical and educational
domain show promising results, little research has been done in
the real world and there is a lack of long-term studies. Therefore,
the ecological validity is generally low [3, 7, 16].

To study real-world child-robot interactions in the health care
domain, our university started a collaboration with the Dutch child
and family center (CJG Capelle). This center provides basic health
care for children age 0-18, focusing on physical and mental health as
well as family care. Examples of their work are monitoring growth,
coaching at schools, and giving various types of training to children
as well as their parents. Focus groups with parents and employees of
the CJG highlighted the need to first investigate social robots in low-
risk settings, such as vaccination days [14]. In 2019, CJG acquired
humanoid robots (iPal Robots) to study their support potential in
their practices, as one of the first child health care providers in the
Benelux !. In the first study, the robots were used as a distraction
for the children waiting in line or for children getting vaccinated
(during a mass vaccination day).

Getting a vaccination can be very stressful and painful for chil-
dren [6]; a social robot can relieve the stress during vaccination [4].
However, the time spent in the waiting room can be stressful for
children as well, providing an additional support opportunity [22].
Particularly, the robot could provide support by performing the
required health check with the child and hereafter, to kill the time,
to play a (distracting) game with the child. This paper presents an
experiment in which this robot support was provided and tested
during the vaccination consultation hours at CJG. To test of the
robot brings about a higher engagement, and to identify potential
benefits and drawbacks of the robot, children performed the check
and game with either the robot or a tablet. Further, the experiment
will provide insight in the effects of child characteristics (e.g., age,
personality) and social context (e.g., presence of parent) on this
engagement (to be addressed in the interaction of the next version
of the robot).

!https://cjgcapelleaandenijssel.nl/robots-bij-cjg-capelle/
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2 BACKGROUND

Addressing the user needs and individual preferences in the de-
sign of the robot is key for a successful deployment [2]. By using
appropriate socially expressive behaviors and interactions styles,
interacting with the robot can be engaging and enjoyable for most
children [24]. Furthermore, children differ in their, often context-
sensitive, needs and preferences, requiring sound personalization
[14].

Robots are used as entertainment and as toys, but also in health-
care and rehabilitation to motivate, stimulate and comfort children
[19]. Most children experience health care in their lifetime (like hos-
pitalization, vaccination and dental procedures), which can cause
anxiety during childhood and can be stressful and painful for chil-
dren [6]. Today, technology is increasingly being used in healthcare
to improve the quality of life of patients and, at the same time, to
shape the practices of healthcare professionals. Robots seem partic-
ularly suitable to assist in the care of vulnerable subjects, such as
children and elderly. In pediatric healthcare, applications running
on cellphone and tablets have already been used to interact with the
children. However, social robots have shown to increase the likabil-
ity and naturalness of the interaction and have shown to provide
some help in accepting advises. Particularly, the physical presence
and rich ("natural") interaction may advance the health-technology
support [17]. Moerman et al. [13] highlighted three areas in which
a social robot might enhance a child’s well-being: Offering distrac-
tion during a medical procedure, offering emotional support for
dealing with a serious disease and enhancing well-being during
hospital stay. Multiple studies have been published exploring the
effect of the social NAO robot during a medical procedure with
children. In two studies by Beran et al. ([4], [5]), a NAO robot was
used to distract children during flu vaccination as many children
experience an anticipatory fear of needles. Before, iPads were used
as a distraction during vaccination with parents reporting that their
children experienced less pain during the vaccination compared to
children who did not play with the tablet ([12], [9]). The robot gave
blowing commands during the vaccination which is a method used
by nurses to distract the children. The children in the robot group
experienced less stress and pain, and less avoidance behavior [4].
The children also smiled for a relatively longer period of time, as
well as their parents [5]. However, the amount of crying time was
not significantly different. The robot does not seem to extinguish
the perceived pain, but it can help children and parents to cope
with the experience by making the environment more friendly.

Another research, that also used robots during vaccination, con-
cluded that the robot seemed to supply actual relief to the children
in a situation of discomfort or even fear and/or pain. Temporal ef-
fects of the interaction with the robot were an increase in happiness,
while decreasing the anxiety and fear value during the interaction
[17]. These results were in line with Farrier et al. [9] who reported
that children interacting with a humanoid robot during the pro-
cedure demonstrated less pre-procedural and procedural fear and
less procedural pain than children in a standard care group. Unfor-
tunately, a precise reason for the low fear and pain could not be
determined as the actions performed by the robot were executed
differently between interactions with children. A possibility is that
the movements may have been mesmerizing for children to watch,
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or its voice may have been soothing, or its physical representation
of human characteristics may have engaged them. The researchers
concluded that children’s painful and fearful experiences during
various medical procedures could be reduced with the introduction
of a humanoid robot.

The previous studies used a robot as a distraction while Murphy
the Miserable Robot by Ullrich et al. [22] used a NAO robot as a
companion to support children’s well-being in emotionally difficult
situations, such as waiting for a medical procedure. Murphy is posi-
tioned in the waiting room and acts like another patient. Children
waiting in the room can interact with Murphy. Interacting with a
robot is still uncommon and novel thus stimulating; exploring the
functions and capabilities of Murphy may already be a captivating
experience making the child forget the actual reason for being at
the waiting room. The reactions to Murphy were positive, children
saw him as a friend and enjoyed his companionship. In this way,
the robot was able to improve the waiting time for the children
[22]. This study highlights the opportunity to use a social robot in
the waiting room before vaccinations as well.

Even though social robots seem very promising in healthcare
practices such as vaccinating children, the effect of a social robot
in the waiting room has barely been studied. The physical nature
of social robots makes the machines more useful and capable of a
better performance compared to other technologies. The interaction
is richer and more effective. However, other cheaper technological
interventions that can provide a distraction for the children seem
effective as well. In the educational domain, robots and tablets
have been compared; Jost et al. [10] analyzed user behaviors on a
memory game using a tablet and a robot. In the experiment, three
conditions were tested: (1) playing a game with a robot and a tablet,
(2) playing a game only with the robot, (3) playing the game only
with a tablet. Here, the participants seemed to prefer the robot
compared to the tablet. However, robots and tablets have not been
compared in the child health care domain. Therefore, this study
explores the additional value of deploying a social robot compared
to a tablet, at the CJG during vaccination consultation hours, on
child’s experience in the waiting room (self-report questionnaires,
and behavior observations).

3 RESEARCH METHOD

During the consultation hours, children and the parents had to wait
in the waiting room until they were called to receive the vaccination.
When entering the waiting room, the children and parents were
welcomed by a host who asked a couple of health-related questions.
In the experiment, this health check was performed by the robot
by asking the questions and displaying them as a video at its tablet.
After the health check, children could spend the remaining waiting
time playing a game (tic-tac-toe) on the robot’s tablet. The control
group received the same health check and game, but on a tablet.
The method was inspired by research by Ulrich et al. [22]. This ex-
periment was done with a between-subjects design with a two-level
independent variable (robot vs. tablet). Participants were assigned
to each group randomly. Qualitative data was gathered using video-
analysis and quantitative data was gathered using questionnaires
and measuring interaction time.
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3.1 Participants

All participants for this experiment had an appointment for the
vaccination consultation hour at CJG Capelle aan den IJssel and
were asked to participate on the spot, if they were accompanied by
an adult and spoke Dutch. Participants were not asked to take part
in the study if another participant was taking part in the study at
the same time. 18 children participated in the experiment (mean
age = 10,61, SD 3,21), with an age range from 4 to 15. 11 girls and
7 boys participated in the experiment. Since this experiment was
partially held during COVID-19 lockdown, some participants had
to wear masks. About 47,1% (8 participants) wore a mask during
the experiment, 52,9% (9 participants) did not. The robot group
consisted of 9 children, 6 girls and 3 boys, with a mean age of 9,89
and SD 3,4. The tablet group consisted of 9 children, 5 girls and 4
boys, with a mean age of 11,33 and SD of 2,91.

3.2 Data Collection

To observe behavior, a coding scheme was created after analyzing
the video’s shortly to determine which behaviors occurred in the
different groups. The categories of Serholt & Barentdregt [18] were
adopted and by adding a category of posture and a category for
parents the final coding scheme was created. Besides the qualitative
data, quantitative data was gathered using a questionnaire to gather
the subjective opinions of the children. The questionnaire consisted
of 15 questions, specific questions about the Fun (Engagement
and Expectation) and acceptance of the robot were adopted from
previous studies ([20], [21], [11]). Case-specific questions about the
waiting room, the nervousness for the vaccination and the video
were created for this study. All questions, except for age and gender,
were asked using the smiley-o-meter [15], a 5-point Likert scale
using smileys to represent the answers.

3.3 Materials

The robot used for this experiment is the humanoid iPal ® Robot
developed by Nanjing AvatarMind Robot Technology. AvatarStudio
was used to create a script for the robot to perform during the
interaction. The iRemoterApp was used to control the robot via the
tablet (Samsung Galaxy Tab A 8.4.). The same tablet was used for
the tablet group. The health check video was made based on the
mandatory questions the CJG vaccination consultation host has to
ask. Both robot and tablet used the robot voice to ask the health
check questions. In the usual waiting room, there is a table with
a wooden tic-tac-toe board to play with for the waiting patients.
Using the website https://playtictactoe.org/ in Google Chrome the
participants could play the game digitally directly after the video on
the robot had ended, or by clicking on the site’s tab when watching
the video on the Tablet. Last, a Nikon D3200 camera on a tripod
was used to record the participants.

3.4 Procedure

When a child and a parent entered the waiting room, the researcher
asked if they came for the vaccination consultation hour. If that
was the case, the researcher explained the purpose of the research
and that it would not take any extra time. Explaining that the child
and parent only had to watch a video on the technology during
the waiting time and had to answer a short questionnaire after the
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vaccination. If the child and parent agreed on participating, the
guardian filled in a consent form (for participation and recording of
the interaction). After the consent form was filled in, the participant
sat either on a chair in front of the robot or the table. For the tablet
group, the researcher brought the tablet to the participant and
shortly explained that they must click on the tab to open the game.
For the robot group, the researcher could control the robot using
the iRemoterApp, clicking on the interaction of the health video on
a tablet containing the app. After the video started the participant
just needed to react and behave as they wish. When the video ended,
the CJG host checked if all the questions were answered correctly
because the questions determine if a child can be vaccinated or not.
She also asked if the parents had the vaccination papers with them.
Next, participants could play the game if they wanted to. They did
not have to. The experiment ended when the participant was called
to go to the vaccination room. After the participants returned to the
waiting room, the researcher walked over to the participant asking
if they could fill in the questionnaire. Photos of the experiment can
be found in Figures 1 and 2.

Figure 1: An interaction
in the robot group.

Figure 2: An interaction
in the tablet group.

3.5 Measures and Variables

3.5.1 Quantitative Data. The questionnaire consisted of child char-
acteristics (i.e. age/gender) and 15 questions about the waiting and
vaccination experience. The full questionnaire is available upon
request. The questionnaire measured the level of fun the partici-
pants had during the interaction, perceived waiting time, attention
and acceptance of the technology (based on Tielman [21]). Also,
the interaction percentage was measured by the total amount of
interaction divided by the total amount of waiting time.

3.5.2  Qualitative Data. To study the children’s behaviors towards
the robot, video analysis was conducted. By shortly analyzing the
video’s and using the coding scheme of Serholt and Barendregt
[18] and Tielman [21], a coding scheme was created based on the
participants verbal and non-verbal responses to the robot and tablet
within the categories eye gaze, facial expression, verbal response
and gesture, which are explained below.

o Gaze: All types of gaze that included the robot’s face or the
tablet screen were considered a sign of social engagement.
Looking at the parents is also considered a sign of social
engagement. While all other types of gaze not including the
robot’s face or tablet screen were considered a sign of no
engagement ([18], [1]). An example is staring towards the
researchers or a smartphone.
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o Facial expression: Smiles were considered to signify engage-
ment with the robot. Smiles also indicated that the partici-
pant was enjoying the interaction between the robot and or
tablet. Timid or flushed smiles as a reaction to the robot’s
positive feedback were also considered a sign of engagement.
All other facial expressions, such as nervous or confused ex-
pressions were not considered a sign of social engagement
or interaction [18].

e Verbal response: If children reacted verbally to the robot’s
greeting, praise or question this was generally considered
a sign of social engagement. If children did not respond to
the robot at all, it was not considered as social engagement
and thus a negative indication. Also, winning and losing
verbal responses during the game were considered as a form
of engagement. Laughter was also considered as a verbal
response.

o Gesture: Greeting gestures such as waving, answering ges-
tures such as nods or headshakes, and victory but also loser
gestures were considered signs of social engagement. Fur-
thermore, mirroring behaviors during the implicit probes
were also considered more subconscious signs of engage-
ment ([18], [23]).

e Posture/position towards the technology was introduced to
the coding scheme to discover how interested the partici-
pants were in the game. With positive indications when they
moved closer to the tablet screen or moved their chair closer
to the robot. Negative indication occurred when the partici-
pants move away from the technology or had a non-active
posture.

e Lastly, the parents were introduced to the coding scheme to
see how active they were during the experiment. Looking
at if they would also play the game or help the participant
while interacting with the technology.

4 RESULTS
4.1 Quantitative Data
4.1.1  Fun. The fun measurement explored the engagement and

the ambiance of the waiting room. No significant differences on
funlevel in general were found. However, a Mann-Whitney U test
indicated that the robot group (Mdn = 5.00, Mean = 4.56) was more
willing to play another game with the robot than the tablet group
(Mdn = 4.00, Mean = 3.44) was willing to play another game on the
tablet, U = 14.500, p = 0.014.

4.1.2  Tension/Fear. The questions about tension/fear were self-
constructed to see if there were significant differences in the expe-
rience of fear of the two groups. Cronbach’s alpha is 0.718 which
makes the scale reliable. We found no significant difference on fear
between the two groups.

4.1.3 Interaction Time. To test if the participants interaction with
the robot was significantly more than the tablet group, the interac-
tion percentages were put to the test using an independent t-test.
There was no significant difference between the interaction percent-
ages, t(14) = 0.437, p = 0.669, despite the robot group (M = 76.95%,
SD = 25.560%) having a higher interaction percentages than the
tablet group (M = 70.31%, SD = 34.49%).

123

Neerincx et al.

4.2 Qualitative Data

4.2.1 Observations During Health Check. In the case of the gaze of
the participants during the health check, the robot group, as well
as the tablet group, were focused on the video. Compared to the
tablet group (TG), more participants of the robot group (RG) smiled
during the health check (TG=0.00%, RG=66.67%), usually in the first
seconds of the video when the robot began moving and at the end
when the robot proposed to play a game. While the video played,
especially when the harder questions showed up, the participants
of both groups showed more serious facial expressions (TG=75.00%,
RG=66.67%). A few of the participants of the robot group greeted the
robot verbally (RG=22%). Participants of the robot group were more
likely to respond verbally to the questions compared to the tablet
group (TG=12.50%, RG=66.67%). During the video most participants
of both groups did not show any gestures (TG=62.50%, RG=55.56%).
When there were gestures in the tablet group the participants usu-
ally nodded to answer a question (TG=37.50%). The robot group
also showed nodding gestures (33.33%) and one participant even
waved and mimicked the technology (both RG=11.11%). During
the video the participants of the tablet group moved closer to the
video, compared to a few participants of the robot group (TG=100%,
RG=44.44%). None of the participants moved away while the video
was playing. The postures were engaging (TG=50.00%,RG=55.56%),
but also neutral, non-active (TG=50.00%, RG=44.44%). The role of
the parents was to see during the video if they would help answer-
ing the questions with their children. All parents of the tablet group
helped their child answering the questions (100%), and almost all
did the same thing for the robot group (77.78%).

4.2.2  Observations During Game. During the game, different be-
haviors were observed withing the different analysis categories. Al-
most all participants started playing the game and thus looked at the
technology (TG=87.50%, RG=100%). More participants of the tablet
group exchanged looks between their parents and the technology
than the robot group while playing the game (TG=75%, RG=44.44%).
Furthermore, 50% of the participants of the tablet group looked at
their phone during the game opposed to 22.2% of the robot group.
This suggests higher levels of engagement in the robot group. On
the other hand, more participants of the robot group looked at the
researcher (44.44%) compared to the tablet group (25%). Also, 22.22%
of the participants of the robot group looked around compared to
12.50% of the tablet group. Verbal responses during the game were
more frequent in the tablet group (75%) than in the robot group
(44.44%). The tablet group also talked more about strategy during
the game (TG=50%, RG=22.22%) and laughter occurred with 25%
of the participants of the tablet group against 11.11% of the robot
group. This could be because the children played the game together
with their parents more often in the tablet group (62.50%) compared
to the robot group (33.33%). Looking at the gestures 50% of the
tablet group and 44.44% of the robot group showed no gestures
during the game. Winning and losing gestures were seen among
50% of the tablet participants and 44.44% of the robot participants.
Furthermore, 22.22% of the robot group showed other gestures like
waving, walking etc. Posture wise most participants of both groups
tended to move closer towards the technology during the game
(TG=87.50%, RG=88.89%). Half of the participants of the tablet group
moved away from the technology which can be directly after the
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game had started or after playing for a while. This happened to
only 33.33% of the Robot group participants.

4.2.3 Other Observations. Another observation was that the younger
children (4 - 10) seemed to be more intrigued and excited to see the
robot compared to the older children (11 - 15). The younger chil-
dren also seemed to be more invested in the game, moving closer
and interacting longer with the devices while the older children
often stopped after a few minutes playing the game. Some of the
older children used their phone as a way to distract themselves
while waiting to get vaccinated.

The video seemed hard for the younger children to understand.
They could not answer the questions by themselves and needed
their parents. Older children did seem to understand the questions
but still checked with their parents whether they answered it cor-
rectly.

One participant (9) of the robot group discovered how to reach
other apps of the robot and started exploring the possibilities of
the robot. Eventually, the participant could walk with the robot
following her using the camera. She also discovered to use a decibel
meter, but before she could test it by screaming the researcher
turned a video on the robot to prevent her from disrupting the
waiting room. She seemed to enjoy the freedom to explore all the
different abilities of the social robot.

Another participant (4) of the robot group was too young and
shy to interact with the robot. He did wave when the robot waved
but did not seem to understand the questions nor understand that
the game could be played by touching the touch screen. After the
help of his mother the participant started to play carefully.

5 CONCLUSION

This study researched the behaviors and self-report measures of
children around a tablet or a social robot in the waiting room
before getting a vaccination. Quantitative as well as qualitative
data was collected. Results suggest higher levels of engagement in
the robot group. First of all, the robot group was more willing to
play another game with the robot and was less likely to quit playing
the game. The robot group also had higher interaction percentages
compared to the tablet group. Compared to the tablet group, more
participants of the robot group smiled during the health check.
A few of the robot group expressed special gestures like waving
and mimicking the technology, which did not occur in the tablet
group. Additionally, participants of the robot group were more
likely to respond verbally to the questions compared to the tablet
group. Furthermore, tablet group participants would look at their
phones more often during the interaction. Behavior observations
suggests that child characteristics, such as age and personality,
are relevant for the success of the robot interaction. For example,
younger children seemed more intrigued and exited to interact
with the robot. Also, the presence and characteristics of a parent
seemed relevant for technology preference. For example, in the
tablet group, the parents were more involved. This was indicated
by higher percentages of answered questions during the health
check and higher participation of parents during the game. This
suggests that the tablet might be a better medium for collaboration
between parent and child, compared to a social robot. In short, we
identified an interesting trade-off: the current robot supports child
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engagement (distracting from the stressful vaccination), but seems
to hinder the collaboration between parent and child. In future
research, we aim to improve the collaboration support of the robot.

6 DISCUSSION

This field study showed positive indications for the use of a social
robot in the waiting room at child vaccinations. It was observed
that the robot group tended to smile more and have more verbal
responses than the tablet group while the robot played the video.
This is in line with research by Beran et al. ([4], [5]), where children
smiled longer during the vaccination when a social robot was used.
Another observation during the game was that in the tablet group
the parents were more involved, causing the children to be more
verbally expressive. This is in line with Shahid et al. [19] and Straten
et al. [24], as they concluded that children playing with friends were
more expressive than children playing with a social robot. However,
one other reason could be that the robot did not have any special
gestures or dialogue during the game. If the robot had been more
interactive during the game as well, the participants might have
been more verbally expressive.

Further, child characteristics such as age did seem to matter
while interacting with the two different devices. Younger children
were more intrigued and excited to see the robot compared to
the older children and tended to play the game longer on both
devices. This indicates the importance of the design of the robot
interaction. The design must match or consider the users’ needs
and perspectives [2], which will differ between children. A certain
amount of personalization is therefore necessary [14].

Since this research was a field study, executed during the COVID-
19 pandemic with a special user group (namely children), it has
some limitations. Our sample size was small, which might cause
our lack of significant results. Especially after a lockdown was an-
nounced, the clients seemed more reluctant to participate in our
experiment. Also, many clients did not show up at their vaccination
appointment. Furthermore, our small sample size was in a rela-
tive big age range. We found some interesting, although not yet
conclusive, results regarding age differences. Additionally, using
self-report measures in CRI has its own limitations. For example,
our participants tended to give high ratings for both technologies
(“ceiling effect”). Furthermore, self-report measures may also suffer
from social desirability biases [8]. The waiting room is an uncon-
trollable environment where some participants have to wait longer
than other participants. The room was sometimes more crowded
than other times. Environmental factors could not be controlled
and thus it is hard to determine whether the differences between
the groups were due to the different devices or the external fac-
tors. However, since this field study was executed in the real-world,
ecological validity is guaranteed.

For future research, it would be interesting to carry out the same
experiment at other vaccination consultation hours, to enlarge the
group size. We will use our recordings of the interactions to adapt
our interaction design to the situation and age groups. This will
result in a first version of a user model for this situated robot sup-
port. Our results indicate the importance of personalization of the
interaction. Since at such vaccination consultation hours children
from many different ages are visiting, it would be interesting to test
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different interaction designs suited for the specific child character-
istics and parent presence.
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