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Introduction

It is somewhat ironic that attention to survey unit nonresponse (UNR)—defined as “the
failure to obtain any surveymeasurements on a sample unit” (Dillman et al. 2002: 6)—
is pervasive in the survey methodology literature, whereas item nonresponse (INR)—
defined as “the failure to obtain substantive answers to individual survey questions
when a unit response is obtained” (Dillman et al. 2002: 12)—is much less frequently
considered. It is equally ironic that considerable sociologic theory is available to
account for patterns of survey UNR (e.g., Goyder et al. 2006; Groves and Couper
1998), while underlying theoretical explanations for INR are less developed.

In this chapter, we address this imbalance by examining INR within cross-
national social surveys and considering its relationship to several sociological
constructs which may advance our understanding of the INR process. These include
social status, power, diversity and culture. We focus on these aspects because they
enable us to take into account the social contexts within which individuals make
decisions as to whether or not they will participate in survey interviews or complete
self-administered questionnaires. In doing so, we employ a rich source of interna-
tional social data that affords us the opportunity to integrate the existing evidence
concerned with INR—much of which is limited to a single national setting—and
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examine its generalizability across a more diverse set of social contexts. It also
enables us to investigate new hypotheses concerned with the potential effects of
culture that can only be examined using multi-national data sets. We begin with an
overview of existing research regarding INR.

Item Nonresponse in Social Surveys

While the increased attention afforded to UNR is perhaps excusable given the
dramatic declines in survey response rates witnessed in recent decades (Stoop
2016), INR nonetheless remains an important potential source of nonresponse
error as well. Most importantly, item-level missing data can result in biased survey
estimates or incorrect conclusions when mistakenly treated as being missing
completely at random (MCAR) (Little and Rubin 2014; Schafer and Graham
2002). INR also reduces the effective sample size available for analyses, resulting
in reductions in statistical power (Callens and Loosveldt 2018; McKnight et al.
2007). As virtually all social surveys experience some degree of INR and are thus
vulnerable to these threats, we believe it is essential that greater effort be invested in
understanding the sociological processes associated with it.

Available research highlights the relevance of INR for data quality, demonstrat-
ing it to be associated with variables at multiple levels of analysis. At the item level,
evidence suggests that use of branching questions increases INR (Messmer and
Seymour 1982; Turner et al. 1992). Question sensitivity can also increase INR,
particularly during interviewer-assisted surveys (Rässler and Riphahn 2006;
Tourangeau et al. 2000). In contrast, topic salience or relevance can decrease INR
(Adua and Sharp 2010). Mode differences in INR are also well-known. In general,
INR is more common in self-administered surveys (Heerwegh and Loosveldt 2008;
Tourangeau et al. 2000), where it has been associated with poor visual design and
questionnaire layout (Jenkins and Dillman 1997) and where interviewers who can
encourage respondents to answer every question are absent (Dillman et al. 2002).

Rates of INR have also been shown to vary systematically across interviewers
(Callens and Loosveldt 2018; Pickery and Loosveldt 1998). The speed at which
interviewers read survey questions has been found to influence INR, with faster
speeds leading to higher rates of ‘don’t know’ responses (Vandenplas et al. 2018).
Interviewer job experience, though, has not been shown to be consistently associated
with INR (Tu and Liao 2007; Vandenplas et al. 2018). Some research suggests
higher levels of INR obtained from female interviewers (Riphahn and Serfling
2005). Other findings indicate that social distance between interviewers and respon-
dents may be reduced when interviewer-respondent dyads are matched on demo-
graphic characteristics, potentially decreasing INR. Indeed, some evidence finds
reduced social distance in terms of variables such as gender, age, ethnicity and
education to be associated with INR (Tu and Liao 2007; Vercruyssen et al. 2017).
Other investigators, in contrast, have concluded there are few if any effects on INR
of interviewer-respondent matching (Lipps 2007; Rässler and Riphahn 2006;
Riphahn and Serfling 2005).
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Item Nonresponse and Marginalized Populations

Several respondent characteristics have in addition been found to be associated with
increased rates of INR. Females, older persons, those with lower levels of education,
the unemployed, and those who are otherwise socially disadvantaged all demonstrate
greater INR (Adua and Sharp 2010; Callens and Loosveldt 2018; Candido et al.
2011; Colsher and Wallace 1989; Elliott et al. 2005; Frick and Grabka 2007; Klein
et al. 2011; Koch and Blohm 2009; Kupek 1998; Messer et al. 2012; Pickery and
Loosveldt 1998; Riphahn and Serfling 2005; Struminskaya et al. 2015; Vercruyssen
et al. 2017; Yan et al. 2010). In the U.S., numerous studies have also documented
race and ethnic differences in patterns of INR. Specifically, in the U.S., African
American, Asian, Hispanic, and Native American respondents have each demon-
strated higher levels of INR, compared to non-Hispanic whites, in social surveys
(Elliott et al. 2005; Klein et al. 2011; Lee et al. 2017; Owens et al. 2001; Yan et al.
2010). Similar differences in INR between German vs. other ethnic groups in
Germany have also been reported (Struminskaya et al. 2015). Alexander (2018)
interprets these findings from a marginalized group perspective, attributing the INR
differences to group variations in abilities and access to the information resources
needed, in some cases, to answer survey questions. These social group differences in
INR rates are also consistent with Berinsky’s (2002) discussion of “exclusion bias,”
which suggests that INR differentials reflect broader patterns of social inequality. It
is notable that most of this existing INR research has been conducted within single
countries. Here, we propose several new hypotheses that seek to expand the group
marginalization explanation by suggesting it can be generalized across countries:

H1: Across countries, women provide more INR than men.
H2: Across countries, older respondents provide more INR than younger

respondents.
H3: Across countries, lower educated respondents provide more INR than higher

educated respondents.

Group marginalization also leads to social inequalities, and we expect levels of
social inequalities within countries to be associated with INR across countries:

H4: Across countries, INR will be higher in those with greater levels of inequality.

Item Nonresponse and Social Power

The social inequities reviewed above all suggest power differentials. Indeed, social
power, which generally refers to relationships among people and the ability of some
to influence the behavior of others (Dahl 1957), is typically viewed as unbalanced, as
actors are understood not to have equal levels of power over one another (Mulder
1977). At the risk of over-simplifying complex and highly variable patterns of social
relationships across countries, the uneven distribution of social power within
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societies appears to be near-universal. The structuring of these power disparities
within countries, though, is highly variable and arguably unique to each. In addition
to gender, age and education, power differentials may be defined in terms of any
number of other personal characteristics or social positions, including race/ethnicity,
religion, migration status, language, social class, geographic residency, or some
combination of them.

In general, we expect that those occupying less powerful social positions will
have weaker access to the resources needed to provide adequate information during
survey interviews. Many of the group differences in INR identified in the literature
can be accounted for by power differentials, which are commonly attributed to
majority vs. minority status. Our fifth hypothesis suggests that:

H5: Across countries, members of minority groups have higher rates of INR than do
members of majority groups.

In addition to power differentials defined based on objective group membership,
we also believe that subjective individual feelings of powerlessness may also be
associated with INR. Hence:

H6: Across countries, individuals reporting greater feelings of powerlessness have
higher rates of INR than do individuals reporting less feelings of powerlessness.

Item Nonresponse and Culture

As acknowledged earlier, most research concerned with INR has examined surveys
conducted within one country, which of course limits their generalizability. This is
of additional concern given that the limited cross-national research that is available
suggests considerable heterogeneity in INR patterns across countries (Callens and
Loosveldt 2018; Frick and Grabka 2007). There are several potential rationales to
account for variations in INR across countries. Countries may train interviewers
differentially regarding how to address INR when in the field. They may have
differing quality control protocols and employ various modalities for data collection
(Koch and Blohm 2009). Cross-national research affords the opportunity to inves-
tigate some of these potential methodological sources of variability in INR. One that
has been examined within countries only is data collection mode. As discussed
earlier, available evidence from single country studies suggests that INR is greater
when surveys are predominantly self-administered. Our sixth hypothesis seeks to
generalize these findings cross-nationally:

H7: Across countries, INR is higher in self-administered modes that do not employ
interviewers.

Cross-national survey research also presents the opportunity to examine how
higher-level cultural values may influence INR patterns. One of the most well-
known cultural frameworks was developed by Hofstede (2001), who identified
multiple cultural orientations that vary across countries. Several of these are of
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interest here as possible country level dimensions that may be associated with INR at
the individual level. Power distance addresses the issue of unequal power distribu-
tion within countries (discussed earlier) and focuses on the degree to which this
unequal distribution is accepted by those with less power. Societies high in power
distance tend to be authoritarian in nature, stressing conformity. In contrast, those
low in power distance more often emphasize independence and are less authoritarian
in nature. As conformity seems to be of greater importance in high power distance
societies, we would anticipate less INR for surveys conducted there. Thus, our
eighth hypothesis is that:

H8: Across countries, INR will be higher in those with lower levels of power
distance.

Another of Hofstede’s cultural dimensions is individualism vs. collectivism
(Triandis 1995). Briefly, individualism emphasizes self-enhancement, whereas col-
lectivism focuses more on the well-being of the social group. Individualistic cultures
view persons as individual actors who pursue their personal interests. Collectivistic
cultures, in comparison, view individuals as members of social groups, and it are the
interests of those social groups that are paramount. The greater personal autonomy
observed in individualistic cultures suggests another hypothesis:

H9: Across countries, INR will be higher in those that are more individualistic.

Uncertainty avoidance is a third of Hofstede’s dimensions that we believe is
relevant for understanding INR across countries (Gudykunst and Kim 2003). This
orientation focuses on the amount of uncertainty and ambiguity that is acceptable
within a country or culture. In those high in uncertainty avoidance, consensus is
valued, formal rules and laws are plentiful, and there is less tolerance for deviance.
Countries low in uncertainty avoidance, in contrast, are less threatened by ambigu-
ity, tend to have less interest in formal rules, and are tolerant of both deviant persons
and ideas. We thus suspect that the lack of tolerance for ambiguity found in cultures
with high levels of uncertainty avoidance may discourage survey respondents within
those cultures from leaving survey questions unanswered. Consequently, we hypoth-
esize that:

H10: Across countries, INR will be higher in those with lower levels of uncertainty
avoidance.

Finally, we also examine the effects of cultural diversity within countries on INR.
Countries that are ethnically homogeneous are typically able to lay claim to a shared
historical experience and are more likely to also share language and often also
religion. In contrast, ethnic diversity is found to be associated with less social
cohesion, weaker national economic growth (Putnam 2007) and with greater internal
conflict (Kanbur et al. 2011). The social conflict associated with cultural and ethnic
diversity may also be manifest in higher rates of INR in social surveys. We thus
hypothesize that:

H11: Across countries, INR will be higher in those with higher levels of ethnic
diversity.
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While ethnic and cultural diversity can be a source of internal conflict, we
acknowledge that diversity is also an immense source of national pride and strength
for many peoples in many countries.

We next turn to a description of the cross-national survey data and the methods
we employ to investigate these hypotheses.

Data and Methods

In the following sections, we first introduce our survey data sets. We then describe
our specific measures, followed by an overview of our multi-level analysis methods.

Data Sets

We used for our analysis de-identified data from the 2016 International Social
Survey Programme (ISSP) Module on Role of Government IV (ISSP 2018). The
target population in each country consisted of all persons aged 18 and older.1

Overall, the data set of the 2016 ISSP module contains 48,720 respondents from
35 countries. The advantage of the ISSP data set is that it covers a large variety of
countries and cultural groups. A complete list of participating countries can be found
in Table 8.1.

Variables

Dependent Variable: Count of Item Nonresponse

Our dependent variable in this analysis is a count of item nonresponse in the 2016
ISSP data set. Following the approach of Callens and Loosveldt (2018), we model
item nonresponse as a count variable that calculates the number of questions for
which respondents provided an item nonresponse. Instead of analyzing all variables
in the dataset, we selected a subset of items which exceeded the recommended
threshold value of 5% INR (Little and Rubin 2002). Overall, we analyzed the count
of INR for 25 variables in the 2016 ISSP data set. Therefore, the outcome variable
has a value range between 0 and 25. Table 8.3 in the Online Appendix provides a list
of all included variables. Although a separate analysis of “can’t choose” and
“refusals” would have been preferable (Shoemaker et al. 2002), this was not feasible

1Exceptions for 2016 ISSP were Finland (15–74 years), Japan (16 years and over), Latvia
(18–74 years), Norway (18–79 years), Sweden (18–79 years), South Africa (16 years and over),
and Suriname (21–74 years).
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Table 8.1 Countries of the 2016 ISSP data set and their respective minority definition

Country (N) Majority Minority Minority definition

Australia
(1267)

847 420 Not born in Australia or English-speaking country and
parents non-Australian or born in English-speaking
country

Belgium
(1952)

1705 247 Both parent from non-European countries

Chile (1416) 1162 254 Self-classification in lower social classes (lowest third)

Croatia
(1026)

931 95 Non-Croat

Czech
Republic
(1400)

1285 115 Non-Czech

Denmark
(1138)

815 323 Non-Danish

Finland
(1186)

1104 82 Non-Finnish

France (1501) 1241 260 Non-European

Georgia
(1487)

1344 143 Non-Georgian

Germany
(1689)

1569 120 Non-German

Great Britain
(1563)

1460 103 Non-white

Hungary
(1000)

995 5 Roma

Iceland
(1322)

1126 196 Belonging to a minority

India (1508) 841 667 Non-Hindu OBC or non-Hindu other

Israel (1248) 973 275 Non-Jewish

Japan (1611) 1568 43 Non-Japanese or father or mother non-Japanese

Latvia (1002) 659 343 Non-Latvian

Lithuania
(1006)

898 108 Non-Lithuanian

New Zealand
(1350)

1026 324 Non-European

Norway
(1260)

1116 144 Non-Norwegian

Philippines
(1200)

970 230 Non-Roman Catholic

Russia (1576) 1320 256 Non-Russian

Slovakia
(1150)

1027 123 Non-Slovak

Slovenia
(1024)

967 57 Roma and migrants from countries from former
Yugoslavia

South Africa
(3063)

2207 856 Self-classification in lower social classes (lowest third)

(continued)
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due to coding inconsistencies across countries for several variables in the ISSP data
set (e.g., for the income variable).

Independent Variable

Minority Status

An important focus of our research is on the influence of minority status on INR.
Which social groups are considered as minority can differ across countries and might
be based on distinctions such as ethnicity, religious denomination, social class,
migrant status or region. We consulted with cultural experts for advice on how to
define the main cleavage in each respective country (see Acknowledgements).
Table 8.1 contains a list of minority definitions by country. For our analysis, we
modeled the variable minority status as a binary measure (reference category:
majority group). We acknowledge that a dichotomization of this variable in one
majority and one minority group might be an oversimplification in a variety of
countries and does not completely adjust for the diverse realities of many societies in
our analysis. Since we attempted a cross-national analysis with many countries, we
had to opt for a higher level of abstraction than in a single-country study. We
encourage replications of our research with a smaller subset of countries that account
for the differences between minority groups within countries.

Table 8.1 (continued)

Country (N) Majority Minority Minority definition

South Korea
(1051)

913 138 Inhabitants of Gwangju Metropolitan City, South Jeolla
Province, North Jeolla Province

Spain (1834) 1652 182 Both parents non-Spaniards

Suriname
(1273)

1078 195 Self-classification in lower social classes (lowest third)

Sweden
(1140)

996 144 Parents from non-Nordic country

Switzerland
(1066)

756 310 Parents non-Swiss

Thailand
(1475)

1356 119 Non-Buddhist

Taiwan
(1966)

1860 106 Aborigine, Southeast Asia, other

Turkey
(1535)

1291 244 Non-Turks

United States
(1390)

1013 377 Non-whites (GSS race variable)

Venezuela
(1045)

862 183 Self-classification in lower social classes (lowest third)

Total
(48,720)

40,933 7787
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Respondent Level Characteristics

On the respondent level, we included gender (reference category: women), age
(metric),2 and education. With regard to education, we distinguish between low
level, medium level, and high level of education3 (reference category: medium level
of education). We also added a variable at the individual level that addresses the
respondents’ feeling of powerlessness (v47; “People like me don’t have any say
about what the government does”; 5-point scale from “strongly agree” to “strongly
disagree”; can’t choose option; reverse coded). All variables are grand mean cen-
tered, see (Hox et al. 2018).

Country Level Characteristics

In addition to respondent level characteristics, we also added country level variables
to our model. Since previous research revealed the influence of interviewer involve-
ment on item nonresponse, we added a dummy variable for mode that distinguishes
between countries with data collection that relies predominantly on self-
completions vs. countries with data collection that features greater interviewer
involvement4 (reference category: interviewer involvement).

In addition to mode setting, we also included variables that describe the countries’
particularities. The countries in our data set differ with regard to the level of
inequality within each respective society. We addressed this by including the
Coefficient of Human Inequality in our analysis. This indicator is collected by the
United Nations Development Programme and averages inequalities in health, edu-
cation, and income.5 The coefficient ranges between 0 and 1, with lower values
representing greater levels of inequality within a society. Additionally, the countries
differ with regard to their gross domestic product per capita. (GDP per capita in US
$). We included GDP per capita data collected by the Worldbank.6 We adjusted the
GDP to the range of the other variables in the model by dividing its value by 1000.

2Age was not collected continuously but as response categories with age ranges in Denmark. We
used the middle value of these age ranges as age values for Denmark.
3After consultation with an expert on cross-national classifications of education, we coded the
categories of the ISSP degree variables as follows: no formal education, primary school, and lower
secondary as low educational level; upper secondary and post secondary, non-tertiary as medium
educational level; lower level tertiary and upper level tertiary as higher educational level.
4Most of the countries have either only data collection with interviewer involvement or self-
completion. Two countries, Germany and Suriname, had both types of data collection. Therefore,
we assigned these countries to the mode setting that was predominant in the respective country
(Germany: self-completion; Suriname: interviewer).
5Further documentation on the UNR inequality index can be found here: http://hdr.undp.org/en/
content/what-does-coefficient-human-inequality-measure.
6The GDP per capita data was taken from https://data.worldbank.org/indicator/NY.GDP.
PCAP.CD.
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The countries also vary in their cultural orientation. We selected the Hofstede
dimensions of power distance, individualism-collectivism, and uncertainty avoid-
ance for our analysis. Country level scores for these dimensions are from Hofstede’s
research (2010) and appended to the data set.7

Finally, we believe INR might also be affected by the degree of heterogeneity of
ethnic groups within a society. Therefore, we included a measure of ethnic fraction-
alization in our analysis. The ethnic diversity index is based on the approach of
Patsiurko et al. (2012) who took data on ethnic composition from Encyclopaedia
Britannica and transformed them to ethnic indices using the approach of ‘one minus
the Herfindahl index’ (Patsiurko et al. 2012). This formula calculates the probability
that two randomly selected individuals in a country belong to different ethnic groups
and provides estimates ranging from 0 to 1 (Alesina et al. 2003). For example, an
ethnic fractionalization score of 0.04 for a country means that the odds of two people
selected randomly belonging to different ethnic groups is 4 percent. Patsiurko et al.
provided values for all OECD countries. However, our data set also contains non-
OECD countries. Therefore, we calculated the scores for these countries based on
entries from Encyclopaedia Britannica. The data entries cover the period 2000–2007
since no newer data were available from Encyclopaedia Britannica. Although not
optimal, the fractionalization indices should still provide some valuable insights
since previous research indicates that these measures are highly persistent and hardly
change over time (Alesina et al. 2003; Awaworyi Churchill et al. 2017).

Analysis

We estimated multilevel mixed-effects negative binomial regressions with two
analytical levels (respondent and country) (Hilbe 2011) for the 2016 ISSP data set.
Instead of using a simple Poisson model for count data, this model is preferable if
over-dispersion is present in the data. That is, when the observed variance is much
larger than expected under the Poisson model (Hox et al. 2018). We adjust for the
over-dispersion in our data by adding an explicit error term α to our model which
increases the variance compared to the variance implied by the Poisson model (Hox
et al. 2018). We used STATA version 14 to run our model and selected the mode-
curvature adaptive Gauss–Hermite quadrature8 to calculate the log likelihood. This

7Values were retrieved from Hofstede’s website: https://geerthofstede.com/research-and-vsm/
dimension-data-matrix/.
8We opted for the mode-curvature adaptive Gauss–Hermite quadrature integration method instead
of the default integration method (Gauss–Hermite quadrature integration method) because the
default setting created out-of-bound values for the country variance. We cross-checked our results
with the Gauss–Hermite quadrature integration method with outputs in mlwin and the gllamm
command in STATA. In all outputs, we found a similar pattern of significance for the regression
coefficients. Contrary to the results with the default setting, not all regression coefficients are
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is an estimator with numerical integration and has the advantage of permitting
likelihood-ratio tests for comparing nested models.

In an initial step, we fitted a two-level random-intercept Poisson model. The
reported likelihood-ratio test indicates sufficient variability between countries to
favor a mixed-effects Poisson regression over a standard Poisson regression
(LR test vs. Poisson model: chi-bar-squared(01) ¼ 9321.32; p < 0.001). We
proceeded to fit our model with a multilevel mixed-effects negative binomial
model. The Likelihood-ratio test comparing the mixed-effects negative binomial
model to the mixed-effects Poisson models supports the use of the mixed-effects
negative binomial model for our data (LR chi-square(1) ¼ 30087.50; p < 0.001).

Results

In total, we estimate three nested models. We start with a baseline model with
intercept only and then add block-wise respondent level (Model 2) and country
level (Model 3) explanatory variables. We additionally report incidence rate ratios
for the final model. The predictors are added block-wise at the respondent and
country level to also examine the amount of INR variability explained by the
added variables. The model is a purely hierarchical one, where each respondent
belongs to only one country.

Null Model

We begin with a Null model with a random intercept to assess whether there is
significant variation on the country level. This model does not include any explan-
atory variables. Results are reported in Table 8.2, model 1. The estimate of the
variance component σ2u _is 0.22. In addition, an additional parameter α that controls
the variability of the data is estimated in the negative binomial model and is reported
as its log estimate (/lnalpha ¼ �0.106; S.E. ¼ 0.010) which equals an α of 0.90
(indication of over-dispersion). The likelihood-ratio test for this model indicates that
there is enough variability in INR between countries to favor a mixed-effects
negative binomial regression over a negative binomial regression without random
effects (chi-bar-squared(01) ¼ 7010.43; p < 0.001). Therefore, we will retain our
multilevel structure in the more complex models. However, INR also might be
affected by characteristics of the respondents. In particular, we are interested
whether minority status has an impact on INR.

significant with the mode-curvature adaptive Gauss–Hermite quadrature integration method. There-
fore, our results are more conservative than in the default setting.

8 Power, Culture and Item Nonresponse in Social Surveys 179



T
ab

le
8.
2

R
eg
re
ss
io
n
re
su
lts

fo
r
th
e
ba
se
lin

e
m
od

el
,t
he

re
sp
on

de
nt
-l
ev
el
m
od

el
an
d
th
e
co
m
bi
ne
d
re
sp
on

de
nt

an
d
co
un

tr
y-
le
ve
l
m
od

el

M
od

el
1
B
as
el
in
e

M
od

el
2
+
In
di
vi
du

al
M
od

el
3
+
C
ou

nt
ry

C
oe
ff
.(
S
.E
.)

C
oe
ff
.(
S
.E
.)

C
oe
ff
.(
S
.E
.)

IR
R

F
IX

E
D
P
A
R
T

In
te
rc
ep
t

0.
97

2
(0
.0
79

)*
*
*

0.
83

5
(0
.0
75

)*
*
*

0.
81

1
(0
.0
65

)*
*
*

2.
25

1
(0
.1
47

)

M
in
or
ity

(r
ef
er
en
ce
:
M
aj
or
ity

)
0.
20

1
(0
.0
14

)*
*
*

0.
20

7
(0
.0
15

)*
*
*

1.
23

0
(0
.0
18

)

G
en
de
r
(r
ef
er
en
ce
:
W
om

en
)

�0
.2
62

(0
.0
10

)*
*
*

�0
.2
67

(0
.0
11

)*
*
*

0.
76

6
(0
.0
08

)

A
ge

0.
00

3
(0
.0
00

)*
*
*

0.
00

3
(0
.0
00

)*
*
*

1.
00

3
(0
.0
00

)

E
du

ca
tio

n
(r
ef
er
en
ce
:
M
ed
iu
m
)

L
ow

ed
uc
at
io
n

0.
18

2
(0
.0
13

)*
*
*

0.
15

5
(0
.0
13

)*
*
*

1.
16

8
(0
.0
15

)

H
ig
h
ed
uc
at
io
n

�0
.2
04

(0
.0
13

)*
*
*

�0
.1
91

(0
.0
14

)*
*
*

0.
82

6
(0
.0
12

)

In
fl
ue
nc
e

0.
02

9
(.
07

5)
*
*
*

0.
02

9
(0
.0
05

)*
*
*

1.
03

0
(0
.0
05

)

M
od

e
(r
ef
er
en
ce
:
In
te
rv
ie
w
er
)

0.
38

3
(0
.1
90

)*
*

1.
46

7
(0
.2
79

)

In
eq
ua
lit
y

�0
.0
12

(0
.0
15

)
0.
98

8
(0
.0
14

5)

G
D
P
pe
r
ca
pi
ta
/1
00

0
�0

.0
07

(0
.0
05

)
1.
00

0
(0
.0
00

)

U
nc
er
ta
in
ty

av
oi
da
nc
e

0.
00

8
(0
.0
04

)*
*

1.
00

1
(0
.0
00

)

P
ow

er
di
st
an
ce

�0
.0
03

(0
.0
04

)
0.
99

2
(0
.0
00

)

In
di
vi
du

al
is
m
-c
ol
le
ct
iv
is
m

0.
00

0
(0
.0
04

)
1.
00

2
(0
.0
00

)

E
th
ni
c
fr
ac
tio

na
liz
at
io
n

0.
37

9
(0
.0
65

)
2.
47

(0
.0
76

)

R
A
N
D
O
M

P
A
R
T

C
ou

nt
ry

0.
21

7
(0
.0
52

)
0.
19

6
(0
.0
47

)
0.
13

1
(0
.0
33

)
0.
13

1
(0
.0
33

)

/ln
al
ph

a
�0

.1
06

(0
.0
10

)*
*
*

�0
.3
57

(0
.0
11

)*
*
*

�0
.3
27

(0
.0
12

)
*
*
*

�0
.3
27

(0
.0
12

)*
*
*

A
IC

21
13

42
.3

18
94

45
.4

16
94

37
.8

B
IC

21
13

68
.6

18
95

24
.2

16
95

76
.2

L
og

�1
05

66
8.
13

�9
47

13
.7
01

�8
47

02
.9

U
N
IT
S

R
es
po

nd
en
ts

48
,7
20

46
,6
16

42
,0
89

42
,0
89

C
ou

nt
ri
es

35
35

32
32

N
ot
e.
IR
R
:I
nc
id
en
ce

R
at
e
R
at
io
;
*
p
<

0.
01

,*
*
p
<

0.
05

,*
*
*
p
<

0.
00

1

180 K. M. Meitinger and T. P. Johnson



Respondent and Country Level Random Intercept Model

Extending the baseline model, we add minority status, gender, age, education, and
the measure of the feeling of powerlessness at the respondent level (model 2). On the
country level, we include the mode of data collection, the Coefficient of Human
Inequality, GDP per capita, the Hofstede dimensions of uncertainty avoidance,
power distance, and individualism-collectivism as well as a measure of ethnic
fractionalization (model 3).

The variance between countries is reduced when demographic and attitudinal
control variables on the respondent level are added to the baseline model (model 2).
It substantially shrinks further when country level variables are included (model 3).
The likelihood ratios tests for model comparisons are significant for the comparison
between the Null model and model 2 (LR chi-square (6)¼ 21908.86; p< 0.001) and
between model 2 and model 3 (LR chi-square (7) ¼ 20021.61; p < 0.001). The AIC
and BIC values are also decreasing for each model respectively, flagging model 3 as
the ‘best’ model. For model 3, we also report the results as incidence-rate ratio
(exponentiated coefficients). An incidence-rate ratio (IRR) of 1 suggests no differ-
ence in risk, an IRR larger than 1 suggests an increased risk and values below 1 a
reduced risk. Unfortunately, no data were available for Georgia for the Hofstede
values and for Taiwan and New Zealand for the inequality measure. Therefore,
model 3 only includes 32 countries instead of the full sample of 35 countries.

Individual Level Variables

In model 3, all individual level variables are highly significant. Since all variables
where centered on their grand mean, the reference group are women who are
belonging to the majority, having mean age, a medium level education and neither
agree nor disagree of what people like them have no say about what the government
does. Being a member of the minority seems to increase the expected number of
nonresponses by 23.0%, whereas being a male respondent reduces the expected
number of nonresponses by 23.4%. A year increase in age leads to 0.3% higher
expected number of nonresponses. Low education increases the expected number of
nonresponses by 16.8% and high education reduces it by 17.4%. Finally, the feeling
of powerlessness also increases the incidence rate ratio for nonresponse. These
findings confirm H5, H3, H6, H2 and H1, respectively.

Country Level Variables

In contrast to the individual level, not many country-level predictors are significant.
Respondents who answered the questionnaire in a self-completion mode have a
higher risk of INR, a finding that confirms H7. In a similar vein, respondents from
countries with higher values of uncertainty avoidance show higher risks of INR, a

8 Power, Culture and Item Nonresponse in Social Surveys 181



finding that is opposite of what H10 expected. Although, we could not find signif-
icant effects for individualism (H9) and power distance (H8), the directions of those
effects each go in the hypothesized direction, respectively. Similarly, no significant
effect was found for ethnic fractionalization (H11) and inequality (H4). Although
these effects were not significant, the effect for ethnic fractionalization was also in
the hypothesized direction: higher levels of ethnic diversity increases the risk
of INR.

Discussion

To test our hypotheses concerned with the relationships that group marginalization,
social power and culture may have with INR, we analyzed data from more than
48,000 respondents situated in 35 nations across 6 continents. Employing this
diverse sample, we have uncovered support for several of our eleven hypotheses.

It has now been 40 years since Hofstede (1980) first published Culture’s Conse-
quences, in which he described multiple dimensions of national culture. Subse-
quently, these dimensions have been found to be associated with a wide variety of
social phenomenon across multiple disciplines (Hofstede 2001). Yet, we are aware
of only a single study that has evaluated the relationship between any of these
dimensions and INR (Lee et al. 2017). In that paper, Lee and colleagues demon-
strated cultural differences in Hofstede’s time orientation dimension to be associated
with INR for subjective probability questions. However, in the analyses reported
here, we only could find a significant effect for the dimension of uncertainty
avoidance, and the direction of that association was the opposite of what we had
hypothesized (H10). Across the countries we examined, INR was found to be greater
in those countries with less of an emphasis on uncertainty avoidance where a greater
tolerance of ambiguity might be anticipated. This finding suggests that respondents
embedded within uncertainty avoidant cultures might be more inclined to avoid
answering, perhaps when confronted with ambiguous questions or topics. In con-
trast, no significant effects were found for the cultural dimensions of individualism-
collectivism and power distance (H8 & H9).

However, the main focus of our study was to examine the effects of group
marginalization on INR. We find evidence of a relationship using multiple indicators
of marginalization. Some of these findings confirm earlier research suggesting that
INR is more common among the socially disadvantaged, including females, older
and less educated persons (H1-H3). Together, these findings support the marginal-
ized group perspective (Alexander 2018) and confirm its generalizability across a
broad cross-section of countries. It would appear that, in addition to the many
harmful effects that social exclusion and inequality have on individual well-being,
marginalization processes also appear to contribute to INR in social surveys,
diminishing the representation of disadvantaged persons within this social context
as well.
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A marginalized status easily translates into reduced or less powerful social
position. Because stratification exists within all countries (Davis and Moore 1945),
we can expect to observe differences in social power as well. As discussed earlier,
however, we anticipated that the stratification structures related to power would
almost certainly vary in form and complexity across countries. To address this
reality, we consulted with cultural “insiders” and survey experts within each country
we examined to determine the most appropriate measures of social cleavage for
identifying majority vs. minority populations. These were subsequently employed as
country-specific measures to differentiate more- vs. less-powerful social groups. At
the individual level, we observe evidence supportive of our hypothesis
(H5) describing the effects of membership in groups less able to wield social
power. Regardless of national variability in the definitions used, those persons
belonging to nationally-defined minority groups more frequently provided non-
answers to the survey questions posed to them. These findings were supported by
additional analyses which demonstrated more INR among persons within each
country who indicated having greater feelings of powerlessness (H6). The perva-
siveness of these relationships is evident in the finding that the objective indicator of
marginalized group membership and the subjective measure of perceived power-
lessness each were independently associated with increased INR across countries.

These results indicate that the dimension of power needs to be taken seriously in
survey methodological research. Respondents that take less powerful positions in the
different countries show increased levels of item nonresponse. This is highly prob-
lematic because nonresponse also means that the opinions of these groups are
potentially not being adequately taken into account in the substantive analysis of
the data. These issues address directly aspects of an insufficient representation of less
powerful members of society in general social surveys. These respondents might
have diverse reasons for not providing a substantive response to a survey question,
such as missing comprehension of the question, lack of knowledge or distrust of
government authorities.

Questionnaire developers should consider the different motivations for item
nonresponse and work to design their questionnaires to better encourage responses
from members of marginalized groups. Strategies to address these issues could be,
for example, cognitive interviews or focus groups with particularly marginalized
groups to detect issues of missing comprehension or lack of knowledge. Other
strategies might include providing questionnaires in simplified language (e.g., as
adopted by the LISS panel) and developing new approaches to help increase
respondents’ trust of interviewers and survey programmes. An example of such a
strategy is the Doorstep Training Initiative for Bilingual Interviewers at the
U.S. Census Bureau that also trains interviewers to address the respondents’ fear
or mistrust of the U.S. Government (Goerman 2017). Of course, just as definitions
and the composition of marginalized groups vary across countries, optimal strategies
for addressing item nonresponse can also be expected to vary from country-to-
country.

8 Power, Culture and Item Nonresponse in Social Surveys 183



Future Research

Future research should take a more differentiated look at various forms of item
nonresponse. This was unfortunately not feasible with our datasets but could perhaps
be done with other data sets that provide a more detailed and consistent coding of
item nonresponse. Since the goal of our analysis was to represent as much cultural
variability as possible, we opted to investigate ISSP data, despite this limitation.
Consequently, whether there are variations of the found effects across different types
of item nonresponse is an open research question. There are also reasons to antic-
ipate that the social and cultural processes examined here may have differential
effects on the INR associated with various question topics (Alexander 2018; Kane
and Macaulay 1993), and we believe this also merits further inquiry. Relatedly, the
contrary findings regarding the direction of uncertainty avoidance effects requires
additional investigation, as questions that are structured ambiguously or that address
ambiguous topics may be more likely to produce INR within uncertainty avoidant
cultures. Finally, we also acknowledge that we used a very vague distinction
between minority and majority in our study. Although we built our definitions
based on recommendations by culture specific experts, we are aware that a simple
dichotomy is almost certainly an oversimplification of the social reality in many
countries. For example, in the U.S. a more detailed analysis would most likely detect
differences between races (e.g., Blacks, Hispanics, and Asians). We encourage
future studies that take a more detailed look at differences between different minority
groups within particular countries to better understand how positions of social
marginalization, social power, and culture influence response and nonresponse
patterns in social surveys.
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Appendix

Table 8.3 Variables included in analysis from 2016 ISSP dataset

Variable
number Question text Response options

Q1 In general, would you say that people
should obey the law without exception,
or are there exceptional occasions on
which people should follow their con-
sciences even if it means breaking the
law?

Obey the law without exception
OR
Follow conscience on occasions
Can’t choose

Q2a There are many ways people or orga-
nisations can protest against a govern-
ment action they strongly oppose.
Please show which you think should be
allowed and which should not be
allowed by ticking a box on each line.
Organising public meetings to protest
against the government

Should it be allowed?
Definitely
Probably
Probably not
Definitely not Can’t choose

Q2b There are many ways people or orga-
nisations can protest against a govern-
ment action they strongly oppose.
Please show which you think should be
allowed and which should not be
allowed by ticking a box on each line.
Organising protest marches and
demonstrations

Should it be allowed?
Definitely
Probably
Probably not
Definitely not Can’t choose

Q3a There are some people whose views
are considered extreme by the majority.
Consider people who want to over-
throw the government by revolution.
Do you think such people should be
allowed to . . . hold public meetings to
express their views?

Definitely
Probably
Probably not
Definitely not Can’t choose

Q3b There are some people whose views
are considered extreme by the majority.
Consider people who want to over-
throw the government by revolution.
Do you think such people should be
allowed to . . . publish books
expressing their views?

Definitely
Probably
Probably not
Definitely not Can’t choose

Q4 All systems of justice make mistakes,
but which do you think is worse . . .

. . . To convict an innocent person
OR
. . . to let a guilty person go free?
Can’t choose

Q5c Here are some things the government
might do for the economy. Please show
which actions you are in favour of and
which you are against.
Less government regulation of
business

Strongly in favour of
In favour of
Neither in favour of nor against
Against
Strongly against
Can’t choose

(continued)
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Table 8.3 (continued)

Variable
number Question text Response options

Q5f Here are some things the government
might do for the economy. Please show
which actions you are in favour of and
which you are against.
Reducing the working week to create
more jobs

Strongly in favour of
In favour of
Neither in favour of nor against
Against
Strongly against
Can’t choose

Q9b Here is a list of people and organisa-
tions that can influence government
actions. Please read through the list and
write in the boxes below the letters
corresponding to the ones you think
have the most and the second most
influence on the actions of the
(COUNTRY) government?

The media
Trade unions
Business, banks and industry
Religious organisations/authorities
The military/army
Organised crime
People who vote for the party/the
parties in government
Citizens in general
Civic and voluntary organisations
International organizations
(e.g. united nations, International
Monetary Fund)
Can’t choose

Q10 Here are two opinions about what
affects policies in [COUNTRY].
Which of them comes closest to your
view?

Policies in [COUNTRY] depend more
on what is happening in the world
economy, rather than who is in gov-
ernment
OR
Policies in [COUNTRY] depend more
on who is in government, rather than
what is happening in the world econ-
omy
Can’t choose

Q11b Do you think that the [COUNTRY]
government should or should not have
the right to do the following
. Monitor e-mails and any other infor-
mation exchanged on the internet?

Definitely should have right
Probably should have right
Probably should not have right
Definitely should not have right
Can’t choose

Q12 Here is a scale from 0 to 10 where 0 is
“all government information should be
publicly available, even if this meant a
risk to public security” and 10 is
“public security should be given prior-
ity, even if this meant limiting access to
government information”. Where
would you place yourself on such a
scale?

11 point scale ranging from 00!11.
Labels of endpoints:
All government information should be
publicly available, even if this meant a
risk to public security
Public security should be given prior-
ity, even if this meant limiting access
to government information
Can’t choose

(continued)
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Table 8.3 (continued)

Variable
number Question text Response options

Q13b Some people think that governments
should have the right to take certain
measures in the name of national
security. Others disagree. Do you think
that the [COUNTRY] government
should or should not have the right to
do the following:
Collect information about anyone liv-
ing in other countries without their
knowledge

Definitely should have right
Probably should have right
Probably should not have right
Definitely should not have right
Can’t choose

Q17a Generally, how would you describe
taxes in [country] today? ((we mean all
taxes together, including [wage deduc-
tions], [income tax], [taxes on goods
and services] and all the rest.)) first, for
those with high incomes, are taxes

. . . much too high,
Too high,
About right,
Too low,
Or, are they much too low?
Can’t choose

Q17b Generally, how would you describe
taxes in [country] today? ((we mean all
taxes together, including [wage deduc-
tions], [income tax], [taxes on goods
and services] and all the rest.))
Next, for those with middle incomes,
are taxes . . .

. . . much too high,
Too high,
About right,
Too low,
Or, are they much too low?
Can’t choose

Q17c Generally, how would you describe
taxes in [country] today? ((we mean all
taxes together, including [wage deduc-
tions], [income tax], [taxes on goods
and services] and all the rest.))
Lastly, for those with low incomes, are
taxes . . .

. . . much too high,
Too high,
About right,
Too low,
Or, are they much too low?
Can’t choose

Q18a In general, how often do you think that
the tax authorities in [country] do the
following. . .
Make sure people pay their taxes

Almost always
Often
Sometimes
Almost never
Can’t choose

Q18b In general, how often do you think that
the tax authorities in [country] do the
following. . .
. . . treat everyone in accordance with
the law, regardless of their contacts or
position in society?

Almost always
Often
Sometimes
Almost never
Can’t choose

Q19a In general, how often do you think that
major private companies in [country]
do the following:
a. . . . .Comply with laws and
regulations?

Almost always
Often
Sometimes
Almost never
Can’t choose

(continued)
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Table 8.3 (continued)

Variable
number Question text Response options

Q19b In general, how often do you think that
major private companies in [country]
do the following:
. . .try to avoid paying their taxes?

Almost always
Often
Sometimes
Almost never
Can’t choose

Q20 In your opinion, about how many pol-
iticians in [COUNTRY] are involved
in corruption?

Almost none
A few
Some
Quite a lot
Almost all
Can’t choose

Q21 And in your opinion, about how many
public officials in [country] are
involved in corruption?

Almost none
A few
Some
Quite a lot
Almost all
Can’t choose

Q22 In the last five years, how often have
you or a member of your immediate
family come across a public official
who hinted they wanted, or asked for, a
bribe or favour in return for a service?

Never
Seldom
Occasionally
Quite often
Very often
Can’t choose

Respondent’s
income

Example U.S.: In which of these
groups did your earnings from (OCC),
from all sources for [last year] fall?
That is, before taxes or other deduc-
tions. Just tell me the letter.
Total income includes interest or divi-
dends, rent, social security, other pen-
sion, alimony or child support,
unemployment compensation, public
aid (welfare), armed forces or veteran’s
allotment.

Nonresponse categories: Refused
Don’t know
No answer
Inapplicable

Household
income

Example U.S.:
In which of these groups did your total
family income, from all sources, fall
last year before taxes, that is. Just tell
me the letter.
Total income includes interest or divi-
dends, rent, social security, other pen-
sions, alimony or child support,
unemployment, compensation, public
aid (welfare), armed forces or veteran’s
allotment.

Nonresponse categories: Refused
Don’t know
No answer
Inapplicable
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