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EMPIRICAL PAPER

Cross-trial prediction in psychotherapy: External validation of the
Personalized Advantage Index using machine learning in two Dutch
randomized trials comparing CBT versus IPT for depression
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Abstract
Objective: Optimizing treatment selection may improve treatment outcomes in depression. A promising approach is the
Personalized Advantage Index (PAI), which predicts the optimal treatment for a given individual. To determine the
generalizability of the PAI, models needs to be externally validated, which has rarely been done.

Method: PAI models were developed within each of two independent trials, with substantial between-study differences,
that both compared CBT and IPT for depression (STEPd: n= 151 and FreqMech: n= 200). Subsequently, both PAI
models were tested in the other dataset.

Results: In the STEPd study, post-treatment depression was significantly different between individuals assigned to their
PAI-indicated treatment versus those assigned to their non-indicated treatment (d= .57). In the FreqMech study, post-
treatment depression was not significantly different between patients receiving their indicated treatment versus those
receiving their non-indicated treatment (d= .20). Cross-trial predictions indicated that post-treatment depression was not
significantly different between those receiving their indicated treatment and those receiving their non-indicated treatment
(d= .16 and d= .27). Sensitivity analyses indicated that cross-trial prediction based on only overlapping variables didn’t
improve the results.

Conclusion: External validation of the PAI has modest results and emphasizes between-study differences and many other
challenges.

Keywords: depression; cognitive behavioural therapy; interpersonal psychotherapy; precision medicine; prediction; external
validation

Clinical or methodological significance of this article: This study demonstrates the development and external validation
of the Personalized Advantage Index (PAI), a prediction algorithm that aims for targeted prescription of different types of
treatment. Two PAI models were developed using independent datasets of two Dutch randomized studies comparing
cognitive behavioural therapy and interpersonal psychotherapy for depression. Although results of this study indicate that
treatment recommendations based on the PAI can be promising, results concerning external validation are modest and
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emphasize the many challenges of external validation including heterogeneity in data collection, statistical methods, study
populations and treatments.

Introduction

Although there are multiple treatments available for
major depressive disorder (MDD), only about half
of the individuals recover after treatment (National
Health Service, 2018). Current guidelines prescribe
antidepressants, cognitive behavioural therapy
(CBT) or interpersonal psychotherapy (IPT) among
the first choices of treatment for depression, and
this choice is often based on the severity of the
depression and the number and effects of earlier
treatments (American Psychiatric Association,
2009; Lorenzo-Luaces et al., 2015; National Colla-
borating Centre for Mental Health, 2010).
However, individuals may respond differentially to
different treatments, and these responses are difficult
to predict. Matching individuals to their optimal
treatment, also referred to as personalized or pre-
cision medicine, seems to be a promising way to
improve treatment outcomes for depression (Cohen
& DeRubeis, 2018).
In order to match patients to their optimal treat-

ment, it is necessary to predict which treatment
works best for whom. DeRubeis et al. (2014) intro-
duced and demonstrated the Personalized Advantage
Index (PAI) which generates actionable individual
treatment recommendations. The PAI represents,
for a certain individual, the difference in predicted
outcomes between two or more treatments. In
order to compute this difference, DeRubeis et al.
built a multivariable regression model based on pre-
treatment variables that were found to be prognostic
(i.e., predicting treatment outcome irrespective of
treatment, also known as predictors) and prescriptive
(i.e., predicting differential treatment outcome, also
known as moderators). In that study, which com-
pared CBT with antidepressants, 60% of the patients
had a statistically significant and clinically relevant
difference between their predicted optimal treatment
and their predicted non-optimal treatment. Similar
studies have been conducted since, investigating indi-
vidual advantages in CBT versus IPT for MDD
(Huibers et al., 2015), CBT versus psychodynamic
treatment for MDD (Cohen et al., 2019), and CBT
versus CBT with integrated exposure and emotion-
focused elements for MDD (Friedl et al., 2020).
The PAI has also been studied in the contexts of sup-
portive-expressive therapy, antidepressants and
placebo for MDD (Zilcha-Mano et al., 2016), eye
movement desensitization and reprocessing versus
cognitive therapy for posttraumatic stress disorder
(PTSD, Deisenhofer et al., 2018), prolonged

exposure versus cognitive processing therapy for
PTSD (Keefe et al., 2018), antidepressants versus
placebo for MDD (Webb et al., 2019), and CBT
versus a positive psychology intervention for MDD
(Lopez-Gomez et al., 2019). Overall, these studies
indicated that different treatments may have different
clinically relevant effects for a given individual, and
that use of the PAI may improve outcomes by opti-
mizing treatment selection.

However, to determine the generalizability of PAI
models in actual clinical practice, the predictive accu-
racy of these models needs to be externally validated
(Bleeker et al., 2003; Cohen & DeRubeis, 2018;
Gillan & Whelan, 2017). External validation is con-
sidered a second phase in multivariable prognostic
research, following model development and preced-
ing impact studies (Moons et al., 2009). Although it
is widely acknowledged that the performance of pre-
diction models should be examined by external vali-
dation studies, this has been done very infrequently
in medicine in general and mental health care specifi-
cally (Siontis et al., 2015). Most published studies
examining PAI predictions that have focused on vali-
dation, focus on the issue of internal validation using
techniques such as bootstrapping (random sampling
with replacement), cross-validation, and split-
sampling (Efron, 1983; Efron & Tibshirani, 1993;
Efron & Tibshirani, 1997). Internal validation
methods, in particular bootstrapping (Steyerberg
et al., 2001), can provide bias-corrected estimates
of model performance. However, models tend to
have better results in data on which the model was
developed than in new data, which is often referred
to as “overfitting” (i.e., high variance in the bias-var-
iance trade-off: models perform well on training data
but have high error rates across testing dataset;
Bleeker et al., 2003). Internal validation alone is
unlikely to be sufficient for PAI models which
have typically been based on relatively small data-
sets, and are considered to be prone to the risk of
overfitting (Cohen & DeRubeis, 2018; Luedtke
et al., 2019). One PAI study that used an external
validation sample successfully was recently pre-
sented by Delgadillo and Gonzalez Salas Duhne
(2020). In this study, individual advantages in
CBT versus person centred counselling were inves-
tigated for depressed individuals in primary care. In
order to develop a generalizable PAI model, the data
was split into a training sample and a test sample.
The training sample was used to develop two prog-
nostic models to predict outcome, one model for
each treatment. The test sample was subsequently
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used to test the accuracy of these models. Interest-
ingly, the prognostic models that were developed
in the training sample showed significant accuracy
in the test sample, indicating proof for generalizabil-
ity. As expected, the patients who received their
indicated treatment showed better response
compared to the patients who received their non-
indicated treatment.

The present study used a machine learning
approach to compute PAI models in data from two
Dutch randomized trials comparing CBT and IPT
for MDD. Subsequently, the PAI models that were
developed and tested within each sample were exter-
nally validated in the other sample to determine the
generalizability of these models to future groups of
patients. To our knowledge, this study is the first
that attempts to externally validate the generalizabil-
ity of PAI models between two randomized trials.

Methods

Study Design and Clinical Trial Data

PAI models were developed within each dataset of
two Dutch randomized trials comparing acute-
phase CBT and IPT for MDD. The first trial is
called the STEPd trial and was conducted between
February 2007 and April 2012, randomizing
depressed patients into CBT (n = 76), IPT (n = 75)
or a waitlist condition followed by a treatment of
choice (n = 31). Main results were reported in 2015
and 2019, indicating no significant acute and long-
term outcome difference between CT and IPT on
average (Lemmens et al., 2015; Lemmens et al.,
2019). The second trial is the FreqMech trial (n =
200), which was conducted between November
2014 and January 2018, randomizing depressed
patients into different session frequencies of CBT
and IPT (i.e., CBT weekly (n = 49), CBT twice
weekly (n = 49), IPT weekly (n = 55), IPT twice
weekly (n = 47)). A higher session frequency led to
more reduction of depression, but there were no
average group differences between CBT and IPT
(Bruijniks et al., 2020). Although the studies used
the same treatment protocols for CBT and IPT
(i.e., only the session frequency differed), the
studies differed in a number of other important
aspects. First, while the STEPd trial was a single
centre study conducted in one specific area in the
Netherlands (Maastricht), the FreqMech trial was a
multi-centre study conducted in multiple areas in the
Netherlands (Maastricht, Amsterdam, The Hague,
Leiden, Utrecht, Nijmegen, Oss, Haarlem). Second,
the two studies had a different number of therapists
(10 in the STEPd trial and 76 in the FreqMech
trial). Third, the average levels of pre- and post-

treatment depression differed: patients in the Freq-
Mech trial started with higher levels of depression
compared to patients in the STEPd trial (average
Beck Depression Inventory – version II (BDI-II)
scores of 29.8 versus 34.7 for STEPd and FreqMech
respectively). After treatment, participants in the Freq-
Mech study ended up with levels of moderate
depression (average BDI-II scores between 20.0 and
24.2) that were still higher compared to the patients
in the STEPd trial who showed mild levels of
depression (average BDI-II scores between 13.3 and
15.8). This difference could be explained by different
inclusion criteria: for the STEPd study a minimum
BDI-II score of 10 was required, whereas for Freq-
Mech this was a minimum of 20. Fourth, as described
below, in- and exclusion criteria were slightly different.
Details about the protocols of both trials can be found
in Lemmens et al. (2011) and Bruijniks et al. (2015).

Participants

Participants were adult outpatients (18–65 years) of
the Academic Community Mental Health Centre
Maastricht (both FreqMech and STEPd), and for
FreqMech of PsyQ (The Hague, Leiden, Amsterdam
or Haarlem), Altrecht GGZ (Utrecht), GGZ inGeest
(Amsterdam), GGZ Oost-Brabant (Oss), and Pro
Persona (Nijmegen). Participants had a primary diag-
nosis of MDD, confirmed by the Structured Clinical
Interview for DSM-IV Axis I disorders (SCID-I;
First et al., 1995) or Mini International Neuropsychia-
tric Interview-Plus (MINI-Plus; Van Vliet et al., 2000).
Joint inclusion criteria were internet access and suffi-
cient knowledge of theDutch language. Joint exclusion
criteria were a high suicide risk, or a diagnosis of abuse
disorders (according to DSM-IV or V), concomitant
psychological treatment, or mental retardation (IQ<
80). Inclusion and exclusion criteria between trials dif-
fered in that STEPd excluded bipolar or highly chronic
(current episode > 5 years) depression, and current use
of antidepressant medication, while in the FreqMech
trial patients were only excluded when they started
antidepressants or changed the dosage in the past
three months. The FreqMech trial additionally only
included patients with a pre-treatment score≥ 20 on
the Beck Depression Inventory II (BDI-II) and
excluded presence of a diagnosis of a cluster A or B
personality disorders (according to DSM-IV or V).
In addition, patients that had received more than five
sessions of adequate CBT or IPT in the previous
year were excluded. The Medical Ethics Committee
(MEC) approved both trial protocols (i.e., MEC of
Maastricht University for the STEPd trial, MEC of
VU Medical Centre for the FreqMech trial), and all
participants provided written informed consent. The

80 S. C. Van Bronswijk et al.



trials are registered at the Netherlands Trial Register,
part of the Dutch Cochrane Centre (NTR838 and
NTR4856).

Treatments

The same treatment protocols were used for both
studies: CBT was based on the manual by Beck and
colleagues (Beck et al., 1979) and IPT was based
on the manual by Klerman and colleagues
(Klerman et al., 1984). In both trials, patients
received 12 up to 20 individual sessions of 45 min,
but session frequency differed per trial: in the Freq-
Mech trial half of the patients received 16 weekly ses-
sions and the other half received 16 twice weekly
sessions. The last four sessions were scheduled
weekly for both conditions. In the STEPd trial
patients received weekly sessions with some flexibility
to schedule appointments less often then weekly.
Treatment competence was rated good to excellent
in 83–90% of the videotapes from the STEPd trial
(Lemmens et al., 2015) and poor to excellent in the
FreqMech trial (only 12–16% of the video-tapes
were rated good-excellent; Bruijniks et al., 2020)
using the Cognitive Therapy Scale for CBT
(Dobson et al., 1985), and the short version of the
IPT Adherence and Quality Scale for IPT (Stuart,
2011).1 In both trials, there were significant differ-
ences in therapy-specific behaviour, with higher
CBT-specific behaviour in CBT as compared to
IPT, and higher IPT-specific behaviour in IPT as
compared to CBT (rated with the Collaborative
Study Psychotherapy Rating Scale version 6; Hollon
et al., 1988).

Outcome

In both trials, the BDI-II (Beck et al., 1996) was used
as the primary outcome measure of post-treatment
depression symptom severity. The BDI-II has 21
items with higher scores indicating higher severity.
Reliability and validity of the BDI-II has been estab-
lished (Wang & Gorenstein, 2013). The post-treat-
ment time point was 7 and 6 months after the start
of therapy in the STEPd study and the FreqMech
study respectively.

Variables

Pre-treatment variables covered the following
domains: demographics (11 variables), depression
and other symptoms (18 variables), present and pre-
vious health care use (7 variables), general function-
ing (14 variables), psychological processes (14
variables) and life and family history (7 variables).

An overview of the available pre-treatment variables
can be found in Data Supplement 1.

Statistical Analyses

Data preparation
Pre-selection of pre-treatment variables. Pre-

treatment variables were pre-selected for each dataset
by examining their correlation matrices to remove
highly correlated and redundant variables. This was
done in a step-wise approach by first removing the
predictors with the most correlated relationship
(Kuhn & Johnson, 2013). In this way, a minimum
number of variables was removed below the threshold
of .7 corrected for attenuation. A few exceptions to
this rule were made when variables were considered
to relate to different underlying information. These
decisions were achieved via consensus between the
study authors. An overview of the included pre-treat-
ment variables can be found in Data Supplement 1.

Transformation of pre-treatment variables.
Pre-treatment variables were prepared in the follow-
ing ways: 1. Categorical variables with limited obser-
vations in some of the categories were merged, since
previous research recommends at least 10% of the
sample in each category (Kuhn & Johnson, 2013),
2. Continuous predictors were checked on normality
and were, in case of non-normality, log transformed
(rightly skewed distributions) or squared (left
skewed distributions) to obtain a normal distribution,
3. Normal distributed continuous variables were
standardized, and dichotomous and discrete vari-
ables were centred by recoding the variables to
prevent potential errors in statistical inference
(Kraemer & Blasey, 2004). The applied transform-
ation for each pre-treatment variable is described in
Data Supplement 1.

Transformation of the outcome variable.
Because residuals of the outcome variable in both
datasets were not homoscedastic, outcomes were
transformed using a squared root transformation.
The transformed outcome variable had residuals
that were not significantly different from a normal
distribution.

Data imputation.Missing values of the pre-treat-
ment and outcome variables were imputed using the
“MissForest” package in R (Stekhoven, 2011; Ste-
khoven & Bühlmann, 2011; Tang & Ishwaran,
2017). The following information was used as input
for the imputation procedure: 1) change scores
from baseline of all non-missing post-treatment
BDI-II outcomes (at 3 and 7 months for the
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STEPd trial, at 6 months for the FreqMech trial;
Moons et al., 2006); 2) all values of non-missing
pre-treatment variables; 3) the received treatment
(CBT versus IPT; twice weekly versus once
weekly). The accuracy of the imputation method
was tested by comparing imputed values with actual
values using artificially produced missing data in the
non-missing dataset. These comparisons were done
by calculating the normalized root mean squared
error (NRMSE) for continuous data and the pro-
portion of falsely classified entries (PFC) for categori-
cal data.

Building the Personalized Advantage Index
Model. Earlier studies have shown that building
two separate prognostic models (one for the patients
who received CBT and one for the patients who
received IPT) might lead to a better PAI model com-
pared to a treatment-modality interaction model, in
particular with small samplesizes (Delgadillo & Gon-
zalez Salas Duhne, 2020). To decide on the right
approach, we tested the predictive accuracy of both
the treatment-modality interaction model and the
prognostic models.
Following (Keefe et al., 2018; van Bronswijk

et al., 2019; van Bronswijk et al., 2019), two
machine learning techniques were used to select
pre-treatment variables in each dataset to build a
treatment-modality interaction PAI model.
Although the STEPd dataset was used before to
develop a PAI model (Huibers et al., 2015), in
that study less advanced methods were applied to
build a prediction model (i.e., no imputation of
missing data, stepwise variable selection approach
and leave-one-out cross validation). Therefore, in
the present study, we decided to build a PAI
model for the STEPd dataset and the FreqMech
dataset using state-of-the-art machine learning tech-
niques. In the first variable selection step, a random
forest algorithm was applied with the package “mob-
forest” in R (Garge et al., 2013). In this algorithm, a
predetermined model is used, and multiple trees are
created by splitting bootstrapped samples into sub-
groups based on pre-treatment variables that lead
to significantly different model behaviour on either
side of the split. The predetermined model for the
current analyses was a regression model with post-
treatment BDI-II scores as the dependent variable
and treatment as the independent variable (y= treat-
ment). A split variable therefore indicates a variable
within which there are treatment differences (i.e., a
potential moderator). At each split, a random
subset of variables was selected, to prevent that vari-
ables with smaller effects are dominated by the
stronger variables (Strobl et al., 2008). Variables

were subsequently selected if the difference
between predictive accuracy of a variable versus
the predictive accuracy of a randomly permuted
variable on the outcome (i.e., the variable impor-
tance score) was higher than the absolute value of
the lowest ranking predictor. Parameters were set
as follows: 10,000 trees were computed with a
minimum level of 0.10 for splits and a minimum
node size for splitting of 15 individuals. In the
second variable selection step, the variables that
resulted from random forest analyses were tested
using backwards elimination on 1000 bootstrapped
samples using the package “bootstepAIC” in R
(Rizopoulos & Rizopoulos, 2009). A regression
model with post-treatment BDI-II as the dependent
variable and the selected variables with their inter-
action with treatment as independent variables was
fitted and tested. Predictors and moderators that
were included in at least 60% of the bootstrapped
samples were included in the final model (Austin
& Tu, 2004).
After computing the treatment-modality inter-

action model, two separate prognostic models using
elastic net regression were developed for CBT and
IPT (with R-package glmnet; Friedman et al., 2010;
Zou & Hastie, 2005). In the elastic net regression,
the following parameters were estimated in sub-
sequent order: (1) alpha indicating the balance
between Lasso (alpha = 1) and Ridge regression
(alpha = 0), (2) lambda, reflecting the amount of
shrinkage for the chosen alpha. The optimal alpha
was chosen by estimating the cross-validated error
for each potential .05 alpha between 0 and 1 (i.e., 0,
.05, .10 etc.). For each possible alpha 10-fold cross-
validation was conducted 25 times (i.e., 25 iterations)
and the cross-validated error was computed. The
alpha with the minimal mean cross- validated error
(mcve) was chosen. Subsequently, the lambda’s with
the lowest mean cross- validated error was computed
using 10-fold cross validation with the optimal alpha
included in the model and repeating this process a
1000 times (i.e., 1000 iterations).
For both treatment-modality interaction models

and the prognostic models, predictions were com-
puted using a 5-fold cross-validation (in sample pre-
dictions). For each fold, BDI-II post-treatment was
predicted using the weights of the individuals from
the remaining four folds. In addition, BDI-II post-
treatment scores were predicted for individuals in
the other dataset (out-of-sample predictions).
Model performance was compared using the R-
squared (i.e., the explained variance corrected for
the number of included pre-treatment variables, the
higher the better) and the root mean squared error
(RMSE, i.e., the root of the sum of the squared
residuals, which are the observed values minus the
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model predictions, the lower the better). All treat-
ment-modality interaction models had superior or
comparable model performance results as compared
to the prognostic models. It was therefore decided to
use the treatment-modality interaction models to
compute all PAI scores. In the remainder of this
paper, only the results of the treatment-modality inter-
action models are reported. Comparisons between
treatment-modality interaction models and prognostic
models can be found in Data Supplement 4.

Computing the Personalized Advantage
Index Scores. For each dataset separately, PAI
scores were computed by combining all final predic-
tors and moderators in a multivariable regression
model with post-treatment BDI-II as the outcome
using 5-fold cross validation. For each fold, BDI-II
post-treatment was predicted as if this individual
would have received CBT (or IPT) using the
weights of the individuals from the remaining four
folds. For each individual, PAI scores were calculated
as the difference between his or her predicted out-
comes in CBT and IPT. Differences in observed
BDI-II post-treatment scores between patients that
received versus not received their PAI-indicated
treatment were tested using a two-sample t-test for
the total sample, and for CBT and IPT separately.
In addition, these differences were evaluated when
controlling for BDI-II baseline differences between
the indicated and non-indicated groups using
ANCOVA analyses (Data Supplement 5). Following
DeRubeis et al. (2014), we also compared the
observed post-treatment BDI-II scores of individuals
with the highest 60% PAI-scores (absolute values).
The effect sizes (Cohen’s d) for the difference in
post-treatment scores between patients that were ran-
domized versus not randomized to their optimal
treatment were reported.

Cross-Trial Prediction. First, predictors and
moderators from the PAI models of each indepen-
dent dataset were compared to determine whether
these predictors and moderators were also present
in the other dataset. Second, PAI scores were gen-
erated in the other dataset using the PAI model and
predictors and moderators’ weights of the original
dataset. To facilitate this, similar transformations
of predictors and moderators in the original datasets
were applied to the other variables of the other
dataset. Differences in observed BDI-II post-treat-
ment scores between patients that received versus
not received their optimal treatment were presented
for both datasets.

Table I. Sample description for CBT and IPT per trial dataset.

STEPd FreqMech

CBT (n
= 76)

IPT (n
= 75)

CBT (n
= 98)

IPT (n
= 102)

Demographics
Female, n (%) 54

(71.1)
46

(61.3)
62

(63.3)
61

(59.8)
Age, M (SD) 41.2

(12.4)
41.31
(11.8)

38.18
(12.4)

37.53
(12.1)

Highest completed education
16 (21.1) 13

(17.3)
9 (9.2) 12

(11.8)
13

(17.3)
48 (63.2) 41

(54.7)
50 (51) 52 (51) 41

(54.7)
12 (15.8) 21

(28.0)
39

(39.8)
38

(37.3)
21

(28.0)
Partner, yes, n (%) 43

(56.6)
51

(68.0)
34

(34.7)
38

(37.3)
Current job, yes, n (%) 43

(56.6)
47

(62.7)
69

(50.7)
67

(49.3)
Born in the Netherlands,
yes, n (%)

73
(96.1)

6 (90.8) 77
(78.6)

82
(80.4)

Depression
BDI-II baseline, M (SD) 28.4 (9) 31.2

(8.9)
35.83
(9)

33.61
(10.7)

BDI-II post-treatment, M
(SD)

13.8
(10.7)

16.0
(13.4)

22.75
(14)

21.36
(15.4)

Recurrent depression, n
(%)

38 (50) 36 (48) 35
(35.7)

39
(17.5)

Clinical variables
Number of comorbid Axis
I disorders, M (SD)

.6 (.8) .7 (.7) 1.01
(1.1)

1.07
(1.3)

Treatment expectation, M
(SD) (0 = not successful
—10 = very successful)

6.8
(1.2)

6.5
(1.3)

6.59
(1.5)

6.63
(1.6)

RAND-36, physical
functioning, M (SD)

74 (23) 74.1
(20.5)

70.51
(26.9)

70.63
(25.6)

RAND-36, social
functioning, M (SD)

42.3
(20.2)

40.8
(20.2)

30.99
(21.3)

35.90
(22.7)

RAND-36, role limitations
(physical problems), M
(SD)

37.8
(41.3)

33.7
(38.4)

33.41
(40.6)

37.50
(39.3)

RAND-36, role limitations
(emotional problems),
M (SD)

18.8
(33.2)

13.3
(25.1)

9.86
(20.4)

10.78
(21.5)

RAND-36, general health
experience, M (SD)

46.7
(16.5)

43.8
(14.1)

43.41
(19.4)

43.33
(17.5)

RAND-36, perceived
health change during
past year, M (SD)

32.2
(27.0)

26
(24.8)

33.92
(25.7)

31.61
(23.8)

Note. BDI-II = Beck Depression Inventory II; M=mean; SD=
standard deviation; RAND-36 = Rand 36 Health Survey. None of the
shown pre-treatment variables are transformed. In the STEPd study
there was 1 missing on current job (in CBT), 17 missings in the BDI-II
post-treatment scores (7 in CBT; 10 in IPT), 5 missing on recurrent
depression (3 in CBT; 2 in IPT), 1 missing on the RAND-36 (in CBT).
In the FreqMech dataset there was 1 missing on treatment expectation (in
CBT), 55 missing on the BDI-II post-treatment scores (26 in CBT; 29
in IPT), 29 missing on the number of previous episodes (15 in CBT; 14
in IPT), 13 missing on the number of comorbid Axis I disorders (6 in
CBT; 7 in IPT).
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Sensitivity Analysis. The aim of the present
paper was to investigate how independent PAI
models would translate to other study samples.
Another way to investigate the potential of cross-
trial prediction is to start with only overlapping
variables from each dataset, develop the PAI
models and investigate whether these models can
be externally validated. This approach would
avoid the problem of differences in measurements
between studies and provide insight on how PAI
models would externally validate if, in a hypotheti-
cal situation, they would have been developed and
tested in mental health care centres with similar
data collection procedures. To test this, we con-
ducted a sensitivity analyses were we only included
variables that were overlapping between the data-
sets. An overview of the overlapping variables
between the datasets and the applied transform-
ations can be found in Data Supplement 2.

Results

Variable Description and Missing Data
Imputation

Table I shows the sample description of the STEPd
and FreqMech trial. Variables with missing data in
the STEPd trial had missing values between 0.007
and 0.03% of the cases. A total of 17 individuals
had a missing value on the post-treatment BDI-II
(11.3%). Variables with missing data in the Freq-
Mech dataset had between .5 and 32.5% missing
values. A total of 55 values were missing for the
post-treatment BDI-II scores (27.5%). In both data-
sets, imputation appeared to be accurate when
applied to the complete (non-missing) data with arti-
ficially produced missing data with estimated
NRMSE’s of 0.008 (STEPd) and 0.20 (FreqMech),
and estimated PFC’s of 0.10 and 0.32 (as compared
to previous study examples; Stekhoven & Bühlmann,
2011; Waljee et al., 2013).

The Personalized Advantage Index in STEPd

Building the Personalized Advantage Index
model. Nine variables were selected using the
mobforest algorithm. Of these variables, two predic-
tors and five moderators were selected in at least
60% of the bootstrap samples using the backwards
elimination technique. Having a job and less
anxiety symptoms predicted lower post-treatment
BDI-II scores irrespective of the type of treatment
received. Paranoid symptoms, pre-treatment
depression severity, and the number of life events
in the past year was related to higher BDI-II

scores post-treatment in IPT compared to CBT.
Cognitive problems and lower overall social, occu-
pational, and psychological functioning were
related to higher BDI-II scores post-treatment in
CBT compared to IPT.

Computing the Personalized Advantage
Index scores.A total of 67 patients (44.4%) received
their PAI-indicated treatment (22.5% CBT and
21.9% IPT). Post-treatment BDI-II scores were sig-
nificantly lower for individuals that received their
PAI-indicated treatment (M = 11.64, SD = 10.11)
compared to those that received their PAI non-indi-
cated treatment (M= 18.17, SD = 12.27, t (149) =
3.51, p < 0.001, effect size Cohen’s d= .57). As
shown in Figure 1a, for individuals who had a PAI
indicating CBT, post-treatment BDI-II scores were
significantly lower for individuals that were actually
randomized to CBT (M = 11.19, SD = 9.79) com-
pared to those randomized to IPT (M = 19.85, SD
= 13.69, t (74) =−3.10, p= 0.003, effect size
Cohen’s d= .71). Controlling for BDI-II baseline
did not change the results of these comparisons
(Data Supplement 5). For individuals who had a
PAI indicating IPT, post-treatment BDI-II was
non-significantly different for those receiving IPT
(M = 12.09, SD = 10.56) and CBT (M = 16.48, SD
= 10.55, t (73) = 1.79, p = 0.08, effect size Cohen’s
d= .18). After controlling for BDI-II baseline this
comparison became significant (p= .01; Data Sup-
plement 5). Among individuals with the highest
60% PAI scores, mean post-treatment BDI-II
scores differed significantly between these individuals
that received the PAI-indicated treatment versus
those that received the PAI non-indicated treatment
(indicated treatment: M = 10.43, non-indicated
treatment: M = 18.5, t (89) = 3.35, p = 0.001), with
a Cohen’s d effect size estimate of 0.71.

The Personalized Advantage Index in
FreqMech

Building the Personalized Advantage Index
model. A total of 15 variables were selected using
the mobforest algorithm. Of these 15 variables,
eight predictors and one moderator were selected in
at least 60% of the bootstrap samples using the back-
wards elimination technique. A higher baseline
depression, having received more previous treat-
ments, higher levels of dysfunctional thinking, fewer
physical problems, worse physical functioning,
lower quality of life, worse emotional problems and
less vitality were related to higher scores on the
BDI-II post-treatment, irrespective of the received
treatment. In addition, being female was related to
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higher BDI-II scores post-treatment in IPT com-
pared to CBT.

Computing the Personalized Advantage
Index scores. A total of 103 patients (51.5%)
received their PAI-indicated treatment (31% CBT
and 20.5% IPT). Post-treatment BDI-II scores
were lower for individuals who received their PAI-
indicated treatment (M = 20.87, SD = 13.23) com-
pared to those that received their PAI non-indicated
treatment, but this result was not significant (M =
23.68, SD = 13.65, t (198) = 1.47, p = .14, effect
size Cohen’s d= .20). As shown in Figure 1b, for
individuals who had a PAI indicating CBT, post-
treatment BDI-II scores were lower for individuals
that were actually randomized to CBT (M = 23.86,
SD = 13.86) compared to those randomized to IPT
(M = 25.17, SD = 14.71), but this difference was
not significant (t (121) =−.50, p= .61, effect size
Cohen’s d= .09). For individuals who had a PAI
indicating IPT, the post-treatment BDI-II was
lower but not significantly different for those receiv-
ing IPT (M = 16.35, SD = 10.89) and CBT (M =
21.15, SD = 11.40, t (75) = 1.88, p= .06, effect size
Cohen’s d= .43). Controlling for BDI-II baseline
did not change the results of these comparisons
(Data Supplement 5). Among those with the
highest 60% PAI scores, mean post-treatment BDI-
II scores were lower between these individuals that
received the PAI-indicated treatment versus those
that received the PAI non-indicated treatment (indi-
cated treatment = 19.92 (SD = 12.72), non-indicated
treatment = 22.19 (SD = 12.99), t (118) = .96, p
= .33), but this difference was not significant (effect
size Cohen’s d = .17).

A more detailed description of the selection
process of the pre-treatment variables in both datasets
can be found in Data Supplement 3.

Cross-trial Prediction

STEPd to FreqMech. Part of the STEPd PAI
model could be tested in the FreqMech dataset,
since we could not use all predictors and moderator
because of differences in data collection. The follow-
ing predictors and moderators were available in the
FreqMech dataset: employment status (predictor),
anxiety symptoms (Remission of Depression Ques-
tionnaire subscale, predictor), overall social, occu-
pational, and psychological functioning (Global
Assessment of Functioning DSM-IV, moderator),
and pre-treatment depression severity (BDI-II, mod-
erator). Results of the STEPd PAI model in the Freq-
Mech dataset indicated that post-treatment BDI-II
scores were non-significantly lower for individuals
that received their PAI-indicated treatment (n =
112) (M = 21.28, SD = 13.07) compared to those
that received their PAI non-indicated treatment (n
= 88; M = 23.38, SD = 13.60, t (198) = 1.11, p
= .27, effect size Cohen’s d= .16). For those that
had a PAI indicating CBT, post-treatment BDI-II
scores were non-significantly lower for individuals
that received CBT (M = 25.07, SD= 13.55), as com-
pared to individuals that received IPT (M = 26.59,
SD = 14.59, t (112) =−0.58, p= .57). For individuals
who had a PAI indicating IPT, post-treatment BDI-II
scores were non-significantly lower for those ran-
domized to IPT (M = 16.58, SD= 10.85) compared
to those randomized to CBT (M = 18.75, SD =
10.60, t (84) = 0.92, p = .36). Controlling for BDI-
II baseline did not change the results of these com-
parisons (Data Supplement 5).

Figure 1. Comparisons of observed BDI-II post-treatment scores for patients randomly assigned to their PAI-indicated treatment versus those
assigned to their PAI non-indicated treatment, by psychotherapy type in the STEPd study (A) and the FreqMech study (B). Note. CBT=
cognitive behavioural therapy; IPT = interpersonal psychotherapy; BDI-II = Beck Depression Inventory, second edition. ∗ indicates a significant differ-
ence between observed BDI-II scores.
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Freqmech to STEPd. It was possible to test a
part of the FreqMech PAI model in the STEPd
dataset, however because of differences in data col-
lection we could not use all predictors and modera-
tors. The following predictors and moderators were
available in the STEPd dataset: baseline depression
(BDI-II, predictor), physical problems (RAND-36,
predictor), emotional problems (RAND-36, predic-
tor), physical functioning (RAND-36, predictor),
vitality (RAND-36, predictor), gender (moderator)
and quality of life utility score (EQ5D, moderator).
Using the FreqMech PAI model, in the STEPd
dataset post-treatment BDI-II scores were lower for
individuals that received their PAI-indicated treat-
ment (n = 83) (M= 13.81, SD= 11.26) compared
to those that received their PAI non-indicated treat-
ment (n = 68; M = 17.06, SD = 12.55, t (149) =
1.67, p = .09, effect size Cohen’s d= .27), however
this difference was not significant. For those who
had a PAI indicating CBT, post-treatment BDI-II
scores were non-significantly lower for individuals
that were randomized to CBT (M = 14.36, SD =
11.06), as compared to individuals randomized to
IPT (M = 18.81, SD= 13.56, t (98) =−1.80, p
= .07). For individuals who had a PAI indicating
IPT, there were no significant differences between
those receiving IPT (M = 12.79, SD = 11.75) and
for those receiving CBT (M = 13.39, SD = 9.36, t
(49) = .19, p = .84). Controlling for BDI-II baseline
did not change the results of these comparisons
(Data Supplement 5).

Sensitivity Analyses

We conducted a sensitivity analyses were we included
only the 20 variables that were overlapping between
the two datasets (see Data Supplement 2).

STEPd
PAI model in the STEPd dataset. Seven vari-

ables were selected using the mobforest algorithm.
Of these variables, four predictors and one moderator
were selected in at least 60% of the bootstrap samples
using the backwards elimination technique. Lower
BDI-II baseline scores, fewer social problems, fewer
anxiety symptoms and having a job predicted lower
BDI-II post-treatment scores irrespective of the
received type of treatment. Childhood trauma was
related to higher post-treatment BDI-II scores in
IPT compared to CBT. There were no significant
differences between individuals who received their
PAI-indicated treatment and those that received
their PAI non-indicated treatment (M = 14.92, SD
= 12.06 versus M = 15.64, SD = 11.87, t (149)
= .37, p= .71, effect size Cohen’s d= .06).

Controlling for BDI-II baseline did not change the
results of this comparison (Data Supplement 5).

Cross trial prediction to the FreqMech
dataset. Using the STEPd PAI model in the Freq-
Mech dataset, post-treatment BDI-II scores were
non-significantly lower for individuals that received
their PAI-indicated treatment (n = 83; M = 21.69,
SD = 12.87) compared to those that received their
PAI non-indicated treatment (n = 117; M = 22.88,
SD = 13.99, t (198) = 0.61, p = .54, effect size
Cohen’s d= .09). Controlling for BDI-II baseline
did not change the results of this comparison (Data
Supplement 5).

Freqmech
PAI model in FreqMech dataset. Five variables

were selected using the mobforest algorithm. Of these
variables, three predictors and one moderator were
selected in at least 60% of the bootstrap samples
using the backwards elimination technique. Higher
BDI-II baseline scores, more physical problems and
less physical functioning predicted higher BDI-II
scores post-treatment irrespective of the received
type of treatment. Being female related to higher
BDI-II scores post-treatment in IPT compared to
CBT. Post-treatment BDI-II scores were lower for
individuals who received their PAI-indicated treat-
ment (M = 20.90, SD = 13.06) compared to those
that received their PAI non-indicated treatment,
however this difference was not significant (M =
23.96, SD = 13.87, t (198) = 1.60, p = .11, effect
size Cohen’s d= .22). After controlling for BDI-II
baseline this comparison became significant (p
= .01; Data Supplement 5).

Cross trial prediction to the STEPd dataset.
Using the FreqMech PAI model in the STEPd
dataset, post-treatment BDI-II scores were non-sig-
nificantly lower for individuals that received their
PAI-indicated treatment (n = 83) (M = 13.81, SD =
11.26) compared to those that received their PAI
non-indicated treatment (n= 68; M = 17.06, SD =
12.55, t (149) = 1.67, p= .09, effect size Cohen’s d
= .27). Controlling for BDI-II baseline did not
change the results of this comparison (Data Sup-
plement 5).

Discussion

The overall aim of the current study was to determine
the generalizability of the PAI to clinical practice by
externally validating PAI models using data from
two independent Dutch randomized trials comparing
CBT and IPT forMDD (i.e., the STEPd trial and the
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FreqMech trial). In the STEPd dataset, two predic-
tors and five moderators were found. The STEPd
PAI resulted in a significant difference in observed
post-treatment depression severity when comparing
individuals assigned to their PAI-indicated treatment
versus those assigned to their PAI non-indicated
treatment (Cohen’s d= .57). This mean difference
was more pronounced for individuals with the top
60% PAI scores (Cohen’s d= .71), and for individ-
uals that had a CBT recommendation (Cohen’s d
= .71). In the FreqMech study one moderator and
eight predictors were found. Here, the PAI showed
a modest effect size (Cohen’s d= .20) and resulted
in modest and non-significant differences in observed
post-treatment BDI-II scores between patients who
received their indicated versus patients who received
their non-indicated treatment. This difference in
observed post-treatment BDI-II scores was not
more pronounced for the highest 60% PAI scores
(Cohen’s d= .17). In order to externally validate the
PAI models, cross-trial predictions from the STEPd
model to the FreqMech dataset, and from the Freq-
Mech model to the STEPd dataset were conducted.
Cross-prediction from STEPd to FreqMech was
limited because three of the five moderators from
the STEPd model were not available in the Freq-
Mech dataset. The resulting PAI recommendations
of the STEPd model in the FreqMech dataset
showed a small effect size (Cohen’s d= .16) with
non-significant differences between individuals that
received their indicated versus their non-indicated
treatment. For the cross-trial prediction of the Freq-
Mech PAI model to the STEPd dataset, two Freq-
Mech predictors were not available in the STEPd
dataset. The resulting treatment recommendations
of the FreqMech model in the STEPd dataset had a
moderate effect size (Cohen’s d = .27), and the differ-
ences between the individuals who were randomized
to their indicated versus those who were randomized
to their non-indicated treatment were not statistically
significant. In addition, a sensitivity analysis was con-
ducted using only the overlapping 20 variables from
each dataset for cross-trial prediction. Treatment rec-
ommendations of the STEPd model resulted in poor
effect sizes in the STEPd dataset (Cohen’s d= .06),
and in the FreqMech dataset (Cohen’s d = .09).
Results of the FreqMech PAI model indicated small
to moderate effect sizes of treatment recommen-
dation in the FreqMech dataset (Cohen’s d= .22)
as well as in the STEPd dataset (Cohen’s d= .27).
This study demonstrates that the effects of the PAI

in the context of cross-trial prediction are rather
modest. In the STEPd study, within-study PAI
scores seemed very promising with a high effect
size, however the effect size of this PAI decreased
substantially in the cross-trial prediction. This

decrease of effect size might be indicative for overfit-
ting of the within-study PAI model, which could be
explained by double-dipping when applying the vari-
able selection procedure in the complete sample
(Fiedler, 2011). In the FreqMech study, within-
study PAI scores showed small to moderate effect
sizes that were maintained during cross-trial predic-
tion. These results indicate that effect sizes seemed
more stable across analyses in the study with a
larger sample size (n = 200 vs. n = 151 in the
STEPd study) and more heterogeneous data from
multiple sites (instead of one treatment centre in
the STEPd study). The effect sizes of the FreqMech
study are also in line with the out-of-sample predic-
tions of previous PAI study of Delgadillo and Gonza-
lez Salas Duhne (2020, Hedges’ g= .26) that is based
on a larger dataset from multiple study sites. Overall,
the results of our study emphasize the many chal-
lenges of external validation of PAI models, which
is a necessary step for implementation in clinical
practice.
One major challenge for external validation of PAI

models is that the concept of external validation is not
as straightforward as one might expect. Validation
studies may include temporal validation (same
location, but later in time), geographical validation
(different locations), validation in different settings
(e.g., primary and secondary settings) and validation
in different domains (e.g., in adults and children;
Debray et al., 2015). One way to understand these
different types of validation is by distinguishing
between model reproducibility (accuracy across
samples from the same target population) and
model transportability (accuracy across samples
from different but related populations; i.e., external
validation; Debray et al., 2015; Justice et al., 1999).
However, the optimal balance between different
and related data is unclear. In the context of our
paper, we could debate that the STEPd and Freq-
Mech study samples were too different and therefore
lead to different moderators and predictors, despite
the fact that these studies were both from the Nether-
lands and conducted by some members of the same
research group. Differences between the STEPd
and the FreqMech study involved the single-centre
vs. multi-centre design, a low vs. high number of
therapists, medium vs. high pre- and post-treatment
depression severity, low vs. medium dropout rates,
differences in in- and exclusion criteria, and differ-
ences in quality of the performed treatments. In
addition to these differences, when we consider the
population with a diagnosis of MDD, this categoriz-
ation alone already involves a high level of heterogen-
eity. Possibly, depressed individuals within one study
already belong to multiple distinctive populations
(Nandi et al., 2009).
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Another major obstacle for external validation of
PAI models are the different types of data collection
and statistical methods used in the different studies.
The problem of dissimilar data collection is illus-
trated by our own findings, since we could only par-
tially validate the STEPd and the FreqMech model in
the other dataset. Moreover, restricting the number
of variables to the degree of overlap between the data-
sets (sensitivity analyses) negatively affected the PAI
recommendations of the STEPd model. Develop-
ment of generalizable PAI models requires unam-
biguous definitions of outcome, potential
predictors, and potential moderators. In addition,
these variables need to be based on reproducible
measurements that are potentially feasible for appli-
cation in clinical practice. Since the development of
PAI models is typically a secondary analysis of data
of effectiveness trials, thorough pre-trial evaluation
on what variables to include for a reproducible and
generalizable PAI model is needed. In addition to
the data collection problem, there are also statistical
difficulties. For example, one possible reason why
we did not find significant cross-trial prediction
effects might be because of the (relatively) small
sample sizes of our studies, in particular the STEPd
study (Luedtke et al., 2019). Besides the problem of
small samples sizes, there is also a striking heterogen-
eity in statistical methods used for missing data impu-
tation and model building (Cohen et al., 2019;
Cohen & DeRubeis, 2018). This is of importance
since there is evidence that different methods of
data imputation and model building may lead to
differences in clinical conclusions (Cohen et al.,
2019; Stavseth et al., 2019; Webb et al., 2020).
However, comparisons between the STEPd PAI
model built in 2015 (Huibers et al., 2015) and the
PAI model in the present paper that used different
methods on the same dataset, indicate significant
overlap between selected pre-treatment variables
and similar effect sizes. A better understanding of
how differences in statistical methods affect predic-
tive accuracy is warranted when comparing and
externally validating different PAI models.

The final major challenge for external validation of
PAI models is the generalizability of the contrasts
between treatments. One possible explanation for
finding different moderators in the STEPd versus
the FreqMech trial is that the contrasts between
CBT and IPT were different for each study. Despite
the fact that therapists were instructed to follow the
same CBT and IPT protocols in both studies, the
overall quality of therapy was considerably lower in
the FreqMech trial compared to the STEPd trial.
Treatments in the FreqMech study were delivered
by a high number of therapists from multiple treat-
ment centres of different mental health organizations

located at different parts of the Netherlands. In the
STEPd study this was a small number of experienced
therapists all working in the same clinical setting. It is
possible that these differences have led to differences
in the performance of the CBT and IPT protocols
and that the better and more consistent therapy
quality in the STEPd dataset is responsible for
finding a stronger PAI model within the STEPd
dataset compared to the FreqMech dataset. Even
holding quality and adherence constant, between-
therapist differences as well as differences in locations
or organizations may make external validation of pre-
scriptive models much more complex than external
validation of prognostic models. The results of
various PAI studies so far seem to support these
hypotheses. The finding that the effects of the Freq-
Mech PAI were modest and non-significant contrasts
earlier findings (DeRubeis et al., 2014; Huibers et al.,
2015; Webb et al., 2019; Zilcha-Mano et al., 2016),
but is in line with some, most notably newer studies
(Cohen et al., 2019; Delgadillo & Gonzalez Salas
Duhne, 2020; Eskildsen et al., 2020; Friedl et al.,
2020; Lopez-Gomez et al., 2019). Like the FreqMech
dataset, the studies that had modest and non-signifi-
cant findings included a high number of treatment
centres and/or therapists. Therefore, one explanation
for these modest and non-significant findings is that
large heterogeneity in the sample and treatment
might make it difficult to find large PAIs compared
to studies with less variation. However, this expla-
nation contrasts with findings of Webb et al. (2019),
who included multiple centres and therapists as well,
and found a PAI with a large effect size. A possible
explanation for this could be that Webb et al. (2019)
focused on treatment with antidepressants instead of
psychotherapy, in which heterogeneity in therapists
may play a smaller role.

Although the many challenges in the external vali-
dation of the PAI in psychotherapy are not easy to
solve, they need to be addressed in order to make
findings in precision medicine relevant for clinical
practice. How do we make progress from here? Pre-
vious authors have proposed to start with building
prescriptive algorithms on large (combined) observa-
tional datasets followed by pragmatic trials that ran-
domize clinicians to receive or not receive
information from these algorithms (Kessler, 2018;
Luedtke et al., 2019). We think that this approach
is promising, especially for less complex prognostic
models. For the more fine-grained prescriptive
models, such as the PAI models, we suggest a more
“zoomed in” or local method that occurs parallel to
the approach that Kessler and colleagues propose.
Since the heterogeneity of study populations and
treatments is very high, we first need to establish to
what extent external validation is realistic; maybe
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some treatment selection decisions are local decisions.
With clear agreements on data collection and data
analyses, we could first start with the development of
local prescriptive models. In this context “local”
means within the same geographical area, mental
health care organization, and with a low number of
therapists that have joint supervision. From there, we
could focus on temporal validation (same location,
different time), and then work towards external vali-
dation by expanding the location in terms of other geo-
graphical locations, other mental health care
organizations and by increasing the number of thera-
pists. Model updating should be a central part of
these “zooming out” steps, enhancing the perform-
ance of models in other samples using methods such
as recalibration (adjustment of intercepts and the
regression coefficients using the calibration intercept
and calibration slope) or model revision (re-estimation
of the intercept and the regression coefficients using
the combined datasets; Janssen et al., 2008). In
addition, Bayesian inference, that inherently updates
probabilities with new data, could be integrated in
these models, especially in the context of small study
samples (Depaoli et al., 2017). Besides externally vali-
dating PAI models, simulation studies are needed to
find out how different choices in statistical methods
and parameters (for example: differences in imputing
missing data, differences between different forms
(and combinations) of machine learning) can lead to
different (clinical) conclusions.

In Conclusion

The present study investigated the generalizability of
PAI models, by building PAI models using data from
two independent Dutch randomized trials and exter-
nally validated eachmodel in the other sample. In one
dataset (STEPd), post-treatment BDI-II scores were
significantly lower for individuals that received their
PAI-indicated treatment compared to those that
received their PAI non-indicated treatment,
however treatment recommendations based on
cross-trial predictions had low effect sizes. In the
other dataset (FreqMech), small to moderate effect
sizes and non-significant post-treatment differences
were found and these outcomes could be maintained
during cross-trial prediction in the STEPd dataset.
Before implementing the use of PAI models into
clinical practice, studies that address the external vali-
dation of the PAI are highly necessary.
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