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2 1. Introduction

1.1 The quest for resolving smaller structures

T he cell is the fundamental unit of life. Its structure and organization shape the
functionality of the tissue or the organism comprised by cells. This organiza-

tion is in turn defined by the biological interactions inside the cell. While these in-
teraction, in principle, originate from chemistry, and ultimately from the physical
rules of our universe, the complex molecular pathways are emergent phenomena
that cannot be derived from first principles. Therefore, research in cell biology uses
an array of molecular tools combined with microscopy to unravel and understand
cellular organization and function.

1.1.1 The size of the cell
In order to appreciate the scale modern microscopes can resolve, it is useful to re-
late the sizes of various cellular components. A typical cell is about 10 to 100 𝜇m
large [1], which is about the size of the width of a hair (roughly the smallest feature
you can see with the naked eye). Inside a cell, there is a nucleus that contains the
geneticmaterial, which has a size of about 5 𝜇m. Large organelles, such as the Golgi
apparatus, Endoplasmic Reticulum (ER) and mitochondria can range from 500 nm
to 5 𝜇m and smaller organelles such as lysosomes and endosomes can range from
50 nm to 500 nm. Proteins, the mainmachinery of the cell, range from sizes of a few
nanometres to hundreds of nanometres, often in complexes where these proteins
function together, such as the motor dimer kinesin [2].

A cellular structure that will often be featured in this thesis is the microtubule
network. Microtubules are a component of the cytoskeleton and provide the struc-
ture and shape of eukaryotic cells [1]. These hollow tubular polymers have a width
of 25 nm [3] and play a critical part in many cellular processes, such as cell division,
and provide the platform for intracellular transport by kinesins and other transport
proteins [2].

1.1.2 Fluorescence microscopy
An important tool to visualize and label these proteins is fluorescence light mi-
croscopy [4]. In fluorescencemicroscopy specific proteins are taggedwith a fluores-
cent molecule. Fluorescent molecules are molecules that can be excited using light.
Due to energy losses thesemolecules re-emit the lightwith a lower energy, resulting
in a colour shift. Because of this colour shift, the emission can be filtered from the
excitation using dichroic mirrors and colour filters and imaged onto a camera (see
Figure 1.2). The most famous of fluorophores is the well-named Green Fluorescent
Protein (GFP) [5]. This fluorophore can be excited using blue light and emits green
light that can be seen by eye.

Most cellular components are not fluorescent and need to be labelled. For live-
cell imaging, a fluorescent protein (such as GFP) can be fused to the protein of inter-
est using genetical tools. Another staining strategy is to use immunostaining with
primary and secondary antibodies. This allows the target protein to be stainedwith
chemical fluorophores such as AlexaFluor-647. These chemical (non-protein) fluo-
rophores are brighter, more stable and can be spectrally tuned resulting in a large
family of fluorophores with different excitation and emission spectra [6].



1.1. The quest for resolving smaller structures

1

3

Nucleus

Mitochondrion

Golgi apparatus

Microtubule

Lysosome

Peroxisome

Endoplasmic Reticulum

1 m 1 mm 1 µm 1 nm

Human Human hair Cell ProteinNucleus Virus Atom

Diffraction limit
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Figure 1.2: a) Normalized excitation and emission spectra of GFP. The colourbar indicates the colour of
the associatedwavelength. b) Illustration of a regular fluorescentmicroscope. The sample is illuminated
by a light source. The collected fluorescence is filtered from the excitation light via a dichroic mirror and
imaged on a camera.

There are two main advantages of using fluorescence microscopy over electron
microscopy (EM). Firstly, live-cell imaging is only possible with light microscopy
because EM requires a vacuum to image. Secondly, EM visualizes (mainly) elec-
tron density and therefore lacks contrast specificity, especially for weakly contrast-
ing molecules such as microtubules or actin filaments. The cell is densely-packed
with organelles, other sub-cellular compartments and freely diffusing proteins [1].
Image interpretation is therefore more challenging in EM because everything is vi-
sualized [7]. Fluorescence labelling allows researchers to look just at the proteins of
interest and is therefore molecule-specific. Although the invention of fluorescence
microscopy has brought cellular research to new levels, themain draw-back of light
microscopy compared to EM is its resolution, the ability to identify closely spaced
objects as separate entities.

1.1.3 Image formation and the diffraction limit
When light interacts with an object, the electromagnetic wave diffracts in all direc-
tions. Smaller structures diffract in larger angles, while coarse structures diffract
only in a narrow cone, see Figure 1.3. The complex diffraction pattern collected by
the microscope corresponds to the features present in the sample. If the diffracted
light is not collected with a sufficiently large angle by the objective, the spatial in-
formation of the corresponding feature size is lost. This is reflected in the Point
Spread Function (PSF). This function describes what the image of an infinitesimal
small point source would be on the camera or eye and has a finite size [8]. The
Optical Transfer Function (OTF) is the Fourier counterpart of the PSF and describes
how each spatial frequency is attenuated by the optical system (see Figure 1.4b).
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Figure 1.3: The light emitted, reflected or transmitted by a sample diffracts when travelling towards
the objective lens. Coarse features diffract the light into small angles and small features diffract the
light into large angles. If the objective has a sufficiently large collection angle, determined by the NA of
the objective, the features can be imaged on a camera (not shown here). If not, the information on these
(smaller) sized features is lost. This directly limits the feature size that can be resolved by themicroscope
and thereby determines the resolution of the microscope. A non-periodic sample will diffract the light
in a continuous range of angles (not shown here).

This directly limits the spatial information that can be collected from a sample to

𝑑 = 𝜆
2𝑛 sin(𝜃) = 𝜆

2NA (1.1)

with 𝑑 the smallest feature that can be resolved by themicroscope, 𝜆 thewavelength
of the light, 𝑛 the refractive index of the sample, 𝜃 the largest collection angle of
the objective and NA = 𝑛 sin(𝜃) the Numerical Aperture of the objective. This
limit, called the diffraction limit, was originally proposed by Ernst Abbé and has
been the foundation of optical imaging theory, governing the performance of optical
instrumentation [8]. An alternative resolutionmeasure is the resolving power of the
microscope; its ability to separate points of an object as distinct, called the Rayleigh
criterion. When two points are too close to each other, the PSFs will overlap and
cannot be disentangled anymore (see Figure 1.4a). The PSF is a central concept in
single-molecule localization microscopy and in this thesis.

1.2 Single-molecule localization microscopy
The diffraction limit holds when all objects emit light of the same wavelengths
at the same time. Controlling the activity of the fluorophores in time, space and
wavelength provides ways to circumvent the diffraction limit and improve reso-
lution. In the early years of this century a variety of techniques were developed
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Figure 1.4: a) The Point Spread Function (PSF) describes how a single point source is imaged by the
optical system. If two point sources are placed too close, the PSFs overlap and cannot be disentangled
anymore. b) The Optical Transfer Function describes how the spatial frequency content of the sample
is attenuated. In fluorescence microscopy the largest transmitted spatial frequency is 2 NA/𝜆, which
corresponds to a feature size of 𝜆/2 NA.

that achieve this by controlling how the fluorophores are activated, excited and de-
activated. These techniques include Structured Illumination Microscopy (SIM) [9],
Stimulated Excitation Depletion (STED) [10] and a range of techniques collectively
called Single-Molecule LocalizationMicroscopy (SMLM)[11–14]. Here, we focus on
the latter.

Single-molecule localizationmicroscopy circumvents the diffraction limit by col-
lecting multiple acquisitions, where each frame only a sub-set of fluorophores is
emitting photons (see Figure 1.5b). The location of the fluorophores can be esti-
mated from its spot on the camera with a precision Δ𝑥 of approximately

Δ𝑥 ≈ 𝜆
2NA√𝑁ph

(1.2)

with𝑁ph the number of photons the fluorophore emitted. This typically results in a
localization precision between 5 and 20 nm. After localizing thousands or millions
of emitters it is possible to reconstruct a so-called super-resolution image where
each localization is rendered as a small spot, typically the size of the estimated lo-
calization precision.

SMLM is able to circumvent the diffraction limit by creating sparsity: the signal
of each blinking event originates from a single molecule and does not overlap with
the signal from other emitting molecules. There are a variety of ways (with excit-
ing acronyms) to create this required sparsity such as (f)PALM, STORM, dSTORM
and DNA-PAINT [11–15]. Interestingly, Dickson et al. had already shown in 1997
that GFP undergoes repeated cycles of fluorescent emission, called ‘blinking’ [16].
The currentmostwidely used technique is dSTORM (direct STOchastic Reconstruc-
tion Microscopy). In dSTORM the fluorophores, typically Alexa-647, are actively
‘pumped’ to a so-called ‘off-state’ by a laser with a power of around 5 kW/cm2.
Some fluorophores will then randomly transition to the ‘on-state’. Once in the
‘on-state’, the fluorophore is repeatedly excited and emits about a 1000 photons
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Figure 1.5: Principle of single-molecule localization microscopy. a) Simplified Jablonski diagram show-
ing molecular states essential to dSTORM. 𝑆0 and 𝑆1 are the ground and excited singlet state of a flu-
orophore . From the excited state the molecule can transition to the ground state by emitting a photon
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in roughly 30 ms, see Figure 1.5a. The fluorophore will then again transition to the
‘off-state’ and either be photo-damaged (bleached) or again transition to the ’on-
state’. By introducing a reducing agent in the imaging buffer, the time a fluoropore
spends in the ’off-state’ can be prolonged, which creates the necessary sparsity. The
bleaching can be reduced by removing oxygen from the imaging buffer [17]. In this
way, many fluorophores can be separately imaged and localized. In order to detect
and localize sufficient fluorophores typically around 10.000 frames are acquired,
containing about 1 million blinking events in total.

The rapid adaption of these super-resolution microscope techniques resulted
in the inventors Eric Betzig, Stefan W. Hell and W.E. Moerner to be awarded the
Nobel prize in Chemistry “for the development of super-resolved fluorescence mi-
croscopy” only 14 years (STED) and 7 years (SMLM) after their invention. An im-
portant biological discovery that wasmade using these techniques in cell biological
research is the discovery of actin rings inside neurons (now called the membrane
periodic scaffold or MPS) [18, 19]. This scaffolding structure has a periodicity of
180 nm, just below the diffraction limit, and had not been observed before.

Although these advances greatly impacted the type of questions that could be
answered with light microscopy, these techniques are mostly limited to image cul-
tured cells. Here cells are seeded on thin coverslips, where they flatten to only a few
𝜇m thick. While such a model system allows for a large range of complex assays, it
fails to capture the surrounding context that is present in real tissue or organisms,
which contain other supporting cell types and infer different mechanical stresses.
In order to understand complex organs such as the brain all levels of complexity,
ranging frommacro cellular organization to protein nanoscale organization, have to
be understood. There is therefore a need for super-resolution techniques that can
be used to image deep in tissue. Sample-induced optical aberrations are a major
factor prohibiting SMLM in tissue [21].

1.3 Sample-induced optical aberrations
In an ideal case, the electromagnetic wave emitted by a single molecule is a spher-
ical wave, which is in turn collected by the objective and transformed into a plane
wave. This is then focussed by a second lens onto the camera. However, when light
travels through an in-homogeneous medium, such as tissue, the local differences in
refractive index cause the wave to locally retard, resulting in a distorted wavefront
called an aberration (see Figure 1.8a). When this wave is focused onto the camera,
it results in a distorted PSF. An aberrated PSF has a lower contrast than the ideal
PSF (see Figure 1.8b) and therefore the performance of the microscope is reduced.
In the case of SMLM, single molecules become more difficult to detect and localize
due to the decrease in contrast [22].

The distortion of the wavefront can be viewed as a circular hill landscape, with
coarse features like peaks and troughs, and small features like boulders and grass.
Frits Zernike, inventor of the phase contrast microscopy, came up with a set of
polynomial functions (now called Zernike polynomials, see Figure 1.7) that can ef-
ficiently describe optical aberrations. First, certain polynomials are associated with
specific misalignment aberrations such as coma. Second, they are mathematically
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Figure 1.6: a) Local refractive index changes distort the wavefront of an emitter, called an aberration.
b) When the wave-front is aberrated the PSF reduces in contrast and can become asymmetric. This
aberrated PSF contains of 72 m𝜆 of astigmatism and coma. c) The first 21 Zernike polynomials, ordered
vertically by radial degree and horizontally by azimuthal degree.

orthogonal and complete over the unit circle; that is to say, an infinite set of coef-
ficients can uniquely describe any distortion. Finally, the shape of these functions
becomes increasingly complex, which allows aberrations to be effectively described
with a limited number of coefficients, while still capturing the most important fea-
tures of the distortion.

These distorted wave-fronts or optical aberrations can arise from the equip-
ment itself, such as misaligned optics, or can be induced by the sample [23]. These
sample-induced aberration are particularity challenging as these are sample spe-
cific. A way to overcome these aberrations is the use of adaptive optics.

1.4 Adaptive optics
Adaptive Optics (AO) is an overarching term for the technique to sense and correct
wavefront distortions using optomechanical components that can actively change
shape or their effect on light. This is typically a Spatial light Modulator (SLM) or
Deformable Mirror (DM) [24, 25]. AO was originally developed for astronomy ob-
servatories to correct for thewave-front distortions induced by the atmosphere. The
most advanced telescope currently under development is the European Extremely
Large Telescope (ELT), which has two deformable mirrors. Its main mirror consist
of 798 hexagonal segments that can all be individually positioned. In microscopy,
AO can be used to correct the sample-induced aberrations in the excitation path for
point-scanning modalities such as confocal [26] or 2-Photon microscopy [27, 28]. In
the case for SMLM, a deformable mirror can be placed in the emission path of the
microscope to restore the PSF (see Figure 1.8c).

The most challenging part of AO in microscopy is to unravel the precise aber-
ration. When capturing an image with a camera the information of the phase of
the light - the aberration - is lost. Wave-front detectors are specific devices that can
measure the wave-front either directly using interference or by measuring the lo-
cal slope with a Shack-Hartmann sensor. Both these methods require a point light
source to measure the wave-front. In astronomy this is called a ‘guide star’, which
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Figure 1.7: Left: The first 21 Zernike polynomials, ordered vertically by radial degree and horizontally
by azimuthal degree. Right: Artist rendering of the European Extremely Large Telescope (ELT). Credit:
ESO/Dorling Kindersley.

can be created by using a laser to create a plasma sphere high in the atmosphere. In
microscopy one can use fiducial markers, small fluorescent beads, as guide stars,
but in most cases it is impossible to position such a marker at the place of interest
inside the sample. Therefore, AO inmicroscopy often uses intensity-basedAO [25].
Here one tries to iteratively optimize the shape of the mirror based on the images
captured by the camera. This is fundamentally a (smart) trial and error game. For
this to work one needs ametric to optimize, a value derived from the image, and an
optimization algorithm that tries to estimate the next best correction based on the
previous image(s). As one might expect, this is particularly difficult in SMLM be-
cause the images change rapidly every camera frame and have a significant amount
of noise.

1.5 Outline of this thesis
In this thesis I address a number of important challenges for single-molecule local-
ization microscopy. I developed a novel methodology to image inside tissue with
Adaptive Optics and an improved implementation for multi-colour imaging and I
analysed axial accuracy in 3D localization.

A current major limiting aspect of SMLM is that it can only be used on thin sam-
ples while imaging close to the coverslip. When imaging deeper inside samples
(>10 𝜇m) the refractive index mismatch between the sample and the immersion oil
will introduce aberrations that hampers imaging. In Chapter 2 I demonstrate the
use and benefits of using AO to correct these aberrations and compare the perfor-
mance of an oil immersion objective in combinationwithAOwith the use of awater
immersion objective without AO. Importantly, I show that, when using a cylindri-
cal lens for 3D localization in combination with oil immersion, there is a dramatic
loss of ellipticity that disrupts 3D localization. Simulations reveal that this is caused
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port of the microscope using Adaptive Optics. If the aberration is known, the mirror can restore the
wave-front and thereby the PSF.

by higher order spherical aberration and I demonstrate that this loss in ellipticity
can be overcome by adaptively change the astigmatism level.

While in Chapter 2 we use a fiducial marker to correct the wave-front distor-
tions, this is not feasible in tissue. There is therefore a need for a robust method-
ology to perform AO with SMLM in tissue, without using a fiducial marker. A
solution is to use the acquisitions of the blinking molecules themself. This is partic-
ularly challenging because the single-molecule acquisitions contain large amounts
of noise. In Chapter 3 I present a novel robust AO algorithm for SMLM termed
REALM(Robust andEffectiveAdaptive optics in LocalizationMicroscopy). I demon-
strate its improvements over previously proposed methods experimentally and
with simulations. Lastly, I use this method to perform SMLM in rat brain slices
and resolve the membrane periodic scaffold at depths up to 50 𝜇m.

For many biological questions the relative localization or distribution between
two ormore proteins is of importance, which requires amulti-colour SMLMmodal-
ity. This is challenging because fluorophores that are best suitable for dSTORM are
spectrally very similar and cannot be easily disentangled. Recently a new method
for multi-colour SMLM was demonstrated on a 4Pi microscope called ‘Salvaged
Fluoresence’. In Chapter 4 I present an improved implementation of this method
that can be implemented on conventional microscopes and is experimentally easy
to setup and maintain. I furthermore propose a novel classification algorithm that
uses statistical decision theory and compare the classification performance of this
new method to existing classification methods.

Axial localization accuracy is an important, but understudied aspect in SMLM.
In Chapter 5 I explore the effects of Super-Critical Angle Fluorescence (SAF) on the
z-accuracy when performing 3D SMLM with PSF engineering near the coverslip.
I show that there is a difference between the PSF obtained with stage-movement
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and the true PSF exhibited by the fluorophores. These simulations reveal that this
leads to large axial biases. These differences are caused by depth-dependent pupil
apodizationdue to SAF and the refractivemismatch between themountingmedium
inside the sample and the immersion oil. In chapter 5 I explore how these effects
affect the z-accuracy for a collection of engineered PSFs and I propose how these
predictions can be experimentally verified and how these biases can be corrected.

Finally, Chapter 6 concludes and summarizes the work presented in this thesis
andprovides closing remarks and an outlook for future research anddevelopments.
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2
Comparing strategies for deep

astigmatism-based
single-molecule localization

microscopy
Single-molecule localization microscopy enables fluorescent microscopy with nanometric
resolution. While localizing molecules close to the coverslip is relatively straightforward
using high numerical aperture (NA) oil immersion (OI) objectives, optical aberrations im-
pede SMLM deeper in watery samples. Adaptive optics (AO) with a deformable mirror
(DM) can be used to correct such aberrations and to induce precise levels of astigmatism to
encode the 𝑧-position of molecules. Alternatively, the use of water immersion (WI) objec-
tives might be sufficient to limit the most dominant aberrations. Here we compare SMLM
at various depths using either WI or OI with or without AO. In addition, we compare the
performance of a cylindrical lens and a DM for astigmatism-based 𝑧-encoding. We find that
OI combined with adaptive optics improves localization precision beyond the performance
of WI-based imaging and enables deep (>10 𝜇m) 3D localization.

This chapter has been published in Biomed. Opt. Express 11, 735-751 (2020) [1].
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2.1 Introduction

I n Single-Molecule Localization Microscopy (SMLM) the diffraction limit is cir-
cumvented by analyzing the Point Spread-Function (PSF) of single fluorescent

molecules to obtain precise information about the molecule’s position in 𝑥 and 𝑦
[2, 3]. Subsequent localization of large numbers of fluorophores provides struc-
tural information with a resolution in the order of nanometers [4]. A common way
to determine the 𝑧-position of fluorophores is by inducing astigmatism in the de-
tection path, either by introducing a cylindrical lens (CL) [5] or an adaptive optical
element [6]. Inducing astigmatism creates slightly separate focal planes for the 𝑥-
and 𝑦-direction, with the average focal plane (AFP) situated halfway in between
them. The PSF of a fluorophore positioned in the AFP appears round, while the
PSFs of fluorophores outside AFP appear elliptical. The orientation of the major
and minor axis of an elliptical PSF indicates whether a fluorophore is positioned
above or below the AFP and the distance to the AFP can be determined from the
amount of ellipticity.

When imaging deeper into a sample, aberrations induced by both the optical
setup and the sample distort the PSF and will decrease the localization precision
[7, 8]. Sources of setup-induced aberrations are for instance imperfections in the ob-
jective, other lenses and dichroic mirrors. High NA oil immersion (OI) objectives,
often used for SMLM, provide optimal imaging close to the coverslip, but focusing
deeper into a water-based sample results in large, mainly spherical aberrations be-
cause of the mismatch in refractive index between the immersion oil (∼1.52) and
the sample (∼1.33). The use of water immersion (WI) objectives limits this mis-
match at the expense of a lower NA and, as a result, lower photon counts and a
decreased resolution [9]. Deeper imaging also increases the distance light has to
travel through the sample, increasing scattering and refraction of the fluorescence
emission due to inhomogeneities in the sample [8].

Aberrations induced by both setup and sample can be corrected using an adap-
tive optical element, such as a liquid crystal-based spatial light modulator (SLM) or
a deformable mirror (DM) [10]. In SMLM applications, DMs are preferred because
they reflect >95% of the incoming light and are not sensitive to the polarization of
the light, implying less photon loss compared to SLMs. Since in SMLM the excita-
tion pattern is not critical, implementing a DM in the detection path only is suffi-
cient. In addition, a DM can also be used to induce a tunable amount of astigma-
tism for 3D-SMLM [6]. Previouswork has shown that correction of system-induced
aberrations and the simultaneous induction of astigmatism using a DM can result
in high-quality 3D-SMLM images of structures close to the coverslip [6]. Addition-
ally, it was shown that the amount of induced astigmatism influences the 𝑥-, 𝑦- and
𝑧-precision [11], but the settings for optimal 𝑥-, 𝑦-, and 𝑧-resolution have not been
systematically explored.

Correction of setup- and sample-induced aberrations becomes more important
when imaging deeper into a sample, especially when using an OI objective. At
a depth of 6 𝜇m in cultured COS-7 cells, correction of aberrations resulted in im-
proved 2D and 3D-SMLM as measured in amount of localizations and degree of
structure reconstruction [10]. Despite this evidence that DM-based adaptive optics
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can improve 2D- and 3D-SMLM when imaging deeper into a biological sample,
a thorough investigation of the effect of aberration correction on SMLM perfor-
mance as function of imaging depth is lacking. Furthermore it has been reported
that with OI the astigmatic 𝑧-encoding is impaired due to the refractive index mis-
match [12–14]. It is unclear whether the use of an OI objective in combination with
AO outperforms aWI objective where there is very little or no refractive index mis-
match. Lastly, a comparison of astigmatism-based 3D-SMLM using either AO or
a CL as function of imaging depth has not been reported. Here we first explored
how localization precision as a function of imaging depth in 2D-SMLM is affected
by DM-based aberration correction in combination with an OI objective. These re-
sults were compared with the performance of a 60x WI objective without active
aberration correction. Secondly, astigmatism-based PSF 𝑧-encoding as a function
of imaging depth was compared between a CL and a DM and the field distortion
and astigmatic field dependency were assessed for both techniques. Thirdly, we
experimentally addressed the optimal value of induced astigmatism to achieve the
highest 𝑥-, 𝑦- and 𝑧-localization precisions and compared this to the theoretical op-
timum. Finally, we performed 3D-SMLM using a DM to correct aberrations and in-
duce astigmatism and succeeded in super-resolved imaging at high imaging depth
in a biological sample.

2.2 Materials and methods
2.2.1 Setup
SMLM microscopy was performed on a Nikon Ti-E microscope equipped with a
100x Apo TIRF OI objective (NA. 1.49), a 60x Plan Apo IR WI objective (NA 1.27),
and Perfect Focus System 3, shown in Figure 2.1a. Excitation was achieved with
a mercury lamp or via a custom illumination pathway with a Lighthub-6 (Omi-
cron) containing a 638 nm laser (BrixX 500 mW multimode, Omicron), a 488nm
laser (Luxx 200 mW, Omicron), and a 405 nm laser (Luxx 60 mW, Omicron). Emis-
sion light was separated from excitation light with a quad-band polychroic mirror
(ZT405/488/561/640rpc, Chroma), a quad-band emission filter (ZET405/488/561
/640m, Chroma), and an additional single-band emission filter (ET525/50m for
green emission and ET655lp for far-red emission, Chroma). Fluorescence was de-
tected via either a pathway containing a removable Nikon CL (left port), or a path-
way containing theMicAO™ 3D adaptive optics system (right port, Imagine Optic,
France, www.imagine-optic.com). The latter pathway uses a relay system of two
lenses with equal focal length the front focal plane onto the sCMOS camera (Hama-
matsu Flash 4.0v2). A third lens (L1) was placed in the intermediate image plane,
which together with the tube lens and L2, conjugate the back focal plane of the ob-
jective to a DM (MIRAO 52-e, Imagine Optic). A removable mirror was used to op-
tionally deflect the light to a Shack-Hartmann wave-front sensor (HASO3, Imagine
Optic). The camera had an effective pixel size of 65 nm (100x objective) or 108 nm
(60x objective) and the camera output was converted to photons using the calibra-
tion factor supplied by the manufacturer. Samples were positioned in the 𝑥- and
𝑦-direction with an M-687 PILine stage (PI) and in the 𝑧-direction with either the
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Perfect Focus System or a P-736 PInano stage (PI). The DM and wave-front sensor
were controlled by Imagine Optic software, all other components byMicromanager
[15].

Aberrations were corrected using the image-based 3N algorithm [16] as imple-
mented in the Imagine Optic software, with maximum contrast as optimization
metric. In short, per Zernike mode three images of a 100 nm fluorescent bead were
acquired with a zero, negative, and positive amplitude bias of that Zernike mode
applied to the DM. The optimization metric is measured in the three images and
a second-order polynomial fit is used to determine the amount of applied Zernike
mode corresponding to themaximumof themetric. This is done per Zernikemode,
and the sum of Zernike modes with corresponding amplitudes is subsequently ap-
plied to the mirror to correct aberrations. The amplitude of the Zernike coefficients
are reported in nm RMS. This RMS unit describes the RMS displacement of the
mirror surface with respect to a flat surface, integrated over the whole mirror.

For SMLM, the sample was continuously illuminated with 638 nm light. In ad-
dition, the sample was illuminated with 405 nm light at increasing intensity to keep
the number of fluorophores in the fluorescent state constant. Typically 5,000 frames
for in vitro microtubules and 10,000 frames for Caco2-cells were recorded per ac-
quisition with exposure times of 30-40 ms.

2.2.2 Collection efficiency correction for comparing objectives
The WI and OI objectives have different magnifications, a different NA and a dif-
ferent transmission efficiency. This results in different excitation intensities as well
as different collection efficiencies, which both affect the localization precision. In
order to compensate for these differences, we aimed to compare the localization
precisions of both objectives given a similar number of emitted photons. First, we
calculated a transmission correction for the collected number of photons, which in-
cluded the transmission of the objectives, the reflectance at the cover glass, and the
transmission/reflection efficiencies of the CL or AO-module. First, we address the
transmission at the cover glass, for which two factors are important: The Fresnel co-
efficients at themedium/coverslip interface and the coverslip/immersion interface
and the NA of the objective lens. The energy transmission for randomly polarized
light at an interface 1→2 is given by [17]

𝑇1→2 = 1
2

𝑛2 cos(𝜃2)
𝑛1 cos(𝜃1) ×

[( 2𝑛1 cos(𝜃1)
𝑛2 cos(𝜃2) + 𝑛1 cos(𝜃1))

2
+ ( 2𝑛2 cos(𝜃1)

𝑛1 cos(𝜃2) + 𝑛2 cos(𝜃1))
2
] (2.1)

with 𝑛1 and 𝑛2 the refractive indices on either side of the interface and 𝜃1 and 𝜃2 the
respective angles of the light with respect to the interface. The first term is due to
wave-front compression and the second term contains the Fresnel coefficients for S-
and P-polarized light. From this equation, the ratio of the collection efficiency for a
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point emitter of the OI and WI objective can be calculated as

CEOI
CEWI

=
∫2𝜋
𝜙=0 ∫1.329

𝜃=0 𝑇w→g sin(𝜃)𝑑𝜃𝑑𝜙)
∫2𝜋
𝜙=0 ∫1.27

𝜃=0 𝑇w→g𝑇g→w sin(𝜃)𝑑𝜃𝑑𝜙)
(2.2)

with 𝜃1.329 and 𝜃1.27 the angles corresponding a NA of 1.329 (88°) and 1.27 (73°) and
where we assumed there is no refractive index mismatch between the glass and oil.
The largest angle the OI objective collects light is 1.33, as deeper than 1 𝜇m the
super-critical angle fluorescence (SAF) can be ignored. In practice this effective NA
is slightly reduced as the 90° collection angle can only be achieved at the coverslip.
We estimated from theworking distance and the size of the front lens that at a depth
of 30 𝜇m the largest collection angle is 88°, corresponding to a NA of 1.329. This
calculation revealed that the CE of the OI objective lens is 139% the efficiency of the
WI objective. This is slightly more than if one would only consider the solid angle
and ignore the Fresnel coefficients: (1 − cos(𝜃1.329))/(1 − cos(𝜃1.27)) = 137%.

The transmission efficiencies of the objectives itself are listed as 83% (WI) and
78% (OI) in their specifications for light with a wavelength of 690 nm. Lastly, we
estimate the transmission of the CL and AO-module, where we assumed all op-
tics have the appropriate coating (99.5% transmission/reflection per interface) and
are not damaged. Based on two interfaces, the CL-module has an estimated trans-
mission of 99% when in bypass mode. The AO-module consists of 3 lenses and 4
broadbandmirrors. TheDM itself has a silver coatingwith a reflectance of 98% at 15
degree incidence. These results in a total transmission of 93% for the AO-module.

All these efficiencies add up to a total efficiency of 78% for WI + CL and 95% for
OI +AO compared to OI + CL. As expectedOI collects significantlymore light com-
pared to WI, but the loss in the AO-module should be taken into account as well.
These efficiency factors enabled us to compare the achieved localization precision
between the different strategies, OI + CL, WI + CL and OI + AO, in a consistent
manner.

2.2.3 In vitro imaging of fluorescent beads and microtubules
HiLyte™Fluor 647 labeledmicrotubules (MTs)were prepared from stabilized seeds
as described earlier [18] and stored at -80°C. HiLyte™ Fluor 647 (HF647)-tubulin
was purchased from Cytoskeleton. Before sample preparation seeds were kept at
37°C for 2-4 h and stabilized by 1% glutaraldehyde. Agarose gel was prepared by
adding 4% agarose (A9539, Sigma Aldrich) to 100 mM Tris at pH 8. MT seeds and
100 nm green fluorescent beads (final dilution 1/2000; F8803, ThermoFisher) were
added to heated agarose, gently mixed, and put on a microscope slide between
two pieces of double sided tape. For SMLM, mercaptoethylamine and an oxygen
scavenging system consisting of glucose, glucose oxidase and catalase were addi-
tionally added to the heated agarose (final concentrations: 50 mM MEA, 5% w/v
glucose, 560 𝜇g/ml glucose oxidase, 40 𝜇g/ml catalase). A coverslip was pressed
onto the tape and the sample was cooled under running water to quickly solidify
the agarose.

When focusing into a water-based sample with an OI objective, the imaging
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depth has to be corrected for the refractive index mismatch. The imaging depths
for data obtained with the OI objective are reported as 0.93 𝑛water/𝑛oil𝑧stage where
the factor 0.93 is obtained from simulations with a PSF model similar to [19].

Single molecule localization precisions at 𝑧-stage positions of 0, 5, 10, 20 and
30 𝜇mwere determined using the previously described ImageJ plugin Detection of
Molecules (DoM, available at ) [20]. The detection size of the PSF was set to 110% of
the ideal PSF (𝜆/2NA) and spots where the width deviatedmore than 30% from the
detection size where disregarded as false positives. The total localization precision
was calculated as 𝜎𝑡𝑜𝑡 = √𝜎2𝑥 + 𝜎2𝑦. In all cases, the reported localization precisions
(or errors of other fitting parameters 𝜃) were estimated using the covariance matrix
𝐶 of the least-squared fitting

𝜎2
𝜃𝑘

= 𝜒2

(𝑛 − 𝑝)𝐶𝑘𝑘
(2.3)

with 𝜒2 the chi-squared value, 𝑛 the number of data points (pixels) and 𝑝 the num-
ber of fit-parameters. Localizations with an uncertainty above 50 nm were dis-
carded. Mean localization precision were calculated from three acquisitions per
depth.

2.2.4 Comparison of 3D calibration curves
Calibration curves were obtained by making 𝑧-stacks with 20 nm steps of 100 nm
green fluorescent beads suspended in the agarose gel. For each 𝑧-step, the 𝑥-width
and 𝑦-width of the PSF (as determined from a Gaussian fit using DoM) were sub-
tracted and plotted against the 𝑧-position. PSF 𝑥- and 𝑦-width was taken as the full
width half maximum (FWHM) value, equal to 2

√
2 ln 2 of the Gaussian’s standard

deviation (spread). Calibration curves weremeasured at imaging depths of 0.0, 0.8,
3.2, 8.1, and 16.2 𝜇m (OI) and 0.0, 5.0, 10, 15, and 20 𝜇m (WI). Astigmatism was in-
duced with the CL or the DM. The amount of astigmatism induced with the DM
was increased with increasing imaging depth, from 60 nm RMS at the coverslip to
120 nm RMS at a depth of 16.2 𝜇m, to obtain similar calibration curves.

2.2.5 Comparison of field-of-view distortion
A small sample volume was created by attaching a coverslip to a microscope slide
using double-sided tape. 100 nm green fluorescent beads were diluted in PBS (1/
100,000) and incubated for 10 minutes in the sample volume to allow non-specific
adsorption. Free beads were then washed away with PBS and the volume sealed
with vacuum grease.

An image was made of beads within the field of view of the camera with and
without astigmatism using the CL, and at another position using AO (0 and 60 nm
RMS astigmatism). To assess the distortion of the field-of-view, a customMATLAB-
script was used that for each particle in the image without astigmatism finds the
highest-intensity particle in the imagewith astigmatismwithin a certain area around
the first. Based on a first assessment of positional shift, this area was set to be an
ellipse with longer 𝑦-axis to account for the mostly 𝑦-shifted positions. Ellipse radii
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of 0.67 pixels in x and 6.7 pixels in y were used for CL images, and of 1.0 pixels in x
and 3.2 pixels in y for AO images. First, the global translation was determined and
subtracted from the individual shifts to account for non-ideal alignment. Then, the
leftover positional shifts were decomposed in the 𝑥- and the 𝑦-direction. To pro-
duce the graph in Figure 2.4d, shifts in the 𝑦-direction were averaged over particles
with positions within a 50 pixel windows in the 𝑦-direction in the images without
astigmatism. After removal of shifts more than 2 times the standard deviation from
themean, the mean and standard deviation were recalculated to produce the graph
in Figure 2.4d. In total 522 and 501 shifts were used for CL and AO, respectively.

2.2.6 Comparison of field-dependent aberrations
The field-dependency of the aberrations and induced astigmatism (Figure 2.5) was
assessed by taking a through focus scan (TFS) of a bead and performing a phase-
retrieval algorithm on this TFS [21]. The bead was then moved in a 11x11 grid over
a 32x32 𝜇m field of view, taking a TFS at each point. The phase retrieval algorithm
fits Zernike coefficients up the sixth radial order 𝑍±6

6 (23 orders in total). This was
performed for the OI lens either on the left port with and without CL and for the
right port with AO (0 and 100 nm RMS astigmatism).

2.2.7 Tuning of astigmatism
For Figure 2.6, samples with green fluorescent beads on a coverslip were prepared
as described above, with a bead dilution of 1/50,000. 𝑧-stacks were made with 50
nm stepswith an astigmatism that varied between 10 and 100 nmRMSwith steps of
10 nm, induced with the DM. PSF widths were determined using DoM. The offset
between the 𝑥-focal plane and the 𝑦-focal plane was determined from 3rd order
polynomial fits to the bottom part (𝑥- and 𝑦-width < 8 pixels) of the curves of 𝑥-
and 𝑦-width as function of the 𝑧-position of the stage. The focal plane offset was
calculated by dividing the difference in 𝑧-position between the minima of the two
fits by two. The focal plane offset was determined for different amounts of induced
astigmatism and for each setting a linear fit to the 𝑧-position of the stage versus
the difference between 𝑥-width and 𝑦-width resulted in a slope 𝛼, which was used
to calculate the 𝑧-position of localized particles based on their PSF widths. The
uncertainties in the 𝑧-position were calculated using error propagation:

𝜎𝑧 = √𝛼2(𝜎2
𝑥−width + 𝜎2

𝑦−width) (2.4)

where𝛼 is the slope of the calibration curve and 𝜎𝑥/𝑦-width the error in determining
the 𝑥- and 𝑦-widths, as determined from the Gaussian fits.

2.2.8 Experimental localization precision and CRLB calculation
The experimental localization precision was measured by acquiring 25 frames of a
fluorescent bead at a certain 𝑧-position. The standard deviation of the estimated
position is a measure of the achieved localization precision, assuming there is no
drift during the 25 frames. To achieve a signal to noise ratio representative for a
single molecule the camera integration time and the bright-field illumination were
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tuned to achieve around 50 background photons per pixel and 8000 signal photons.
The Cramér-Rao Lower Bound (CRLB)was obtained from a vectorial PSFmodel

[22]. This model implements the effect of the high NA and includes the NA, pixel
size, wavelength, refractive indices of the immersion oil, the cover glass and the
surrounding medium of the bead and the size of the bead. Lastly the read noise
from the camera was implemented as well.

The required background photon levels for the CRLB computation were esti-
mated from the estimated background level by DoM. To estimate the signal photon
count, we used a through-focus scanwith 100ms exposure time, followed by phase
retrieval. The relevant signal photon count was then calculated as the ratio of the
experimental (3 ms) and through-focus exposure time (100 ms).

2.2.9 SMLM imaging of Caco2-BBE cells
Caco2-BBE cells (a gift from S.C.D. van IJzendoorn, UniversityMedical Center Gro-
ningen, The Netherlands) were maintained in DMEM supplemented with 9% FBS,
50 𝜇g/𝜇l penicillin/streptomycin and 2 mM L-glutamine. For immunofluorescent
imaging, cells were seeded on 18 mm coverslips at a density of 1 x 105/cm2 and
cultured for 10-12 days to allow for spontaneous polarization and brush border
formation. Cells were fixed with 4% paraformaldehyde in PBS for 10 min, washed
with PBS, permeabilized with 0.5% Triton 𝑥-100 in PBS for 15min and blockedwith
3% BSA in PBS for at least 1 h. Cells were incubatedwith primary antibodies, either
Mouse-anti-Ezrin (610602; BD Biosciences; 1 𝜇g/ml) or Mouse-anti-Villin (610358;
BD Biosciences; 1 𝜇g/ml), for 6 h at room temperature, washed with PBS, incu-
bated with secondary antibodies, Goat-anti-mouse Alexa 647 (A21236; Life Tech-
nologies; 6.7 𝜇g/ml), for an additional hour at room temperature and washed with
PBS. SMLM imaging was performed in the same buffer as the SMLM imaging of
in-vitro MTs.

2.3 Results and discussions
2.3.1 Comparison of localization precision
To examine the effect of a DM on localization precision in OI-based single-molecule
localization microscopy, we embedded HF647-labeled microtubules and fluores-
cent beads in an agarose gel. After optimizing the DM shape using the fluorescent
beads before each acquisition, we compared localization precision with and with-
out adaptive optics at imaging depth between 0-30 𝜇m. In addition, we used a
WI objective to measure localization precision in the absence of a refractive index
mismatch.

When using WI, we found that the histogram of localization precisions did not
change when imaging deeper into the sample, indicating that the imaging qual-
ity was not degraded (Figure 2.1b). In contrast, with OI the localization precision
gradually degraded when imaging deeper (Figure 2.1c). Close to the cover slip, lo-
calization precision was better than with WI, likely due to the super-critical angle
fluorescence which is captured by the high NA objective. When we used AO, the
loss in localization precision at greater depthwas prevented to a highdegree (Figure
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Figure 2.1: Use of Adaptive optics improves 2D SMLM away from the coverslip. (a) Schematic repre-
sentation of the imaging setup. Fluorescence from the sample, consisting of green fluorescent beads and
stabilized HiLyte647-conjugated microtubules suspended in agarose gel, is collected via a water immer-
sion (WI) or oil immersion (OI) objective and projected on a camera either directly (left side; optionally
through a CL) or via a DM (two mirrors in the AO-module are not shown). Left inset shows a represen-
tative SMLM reconstruction of the HiLyte647-MTs, scalebar is 1𝜇m. Right inset shows images and cross
sections of a fluorescent bead at the coverslip (left panel) and at 25 𝜇m depth without (middle panel)
and with aberration correction (right panel). Cross sections at the drawn lines are shown on the right.
(b,c,d) Localization distribution for different imaging depths for the WI objective lens (b), OI (c) and OI
with adaptive optics (d). (e) The normalized fraction of estimated localization precisions below 15 nm
as function of depth. (f) The average estimated localization precision as function of depth for WI and OI
with and without adaptive optics. (g) Histogram of localization precision for integrated photons counts
between 1400 and 1600. This interval is corrected for transmission efficiencies of the WI objective and
the AO-module. Data collection parameters are indicated in Table 1.
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Table 2.1: . Number of experimental repeats and molecules used in Figure 2.1

OI without AO
depth(𝜇m) N n (sum of N acquisitions)

0 3 32497
4.4 3 118441
8.8 3 37805
17.6 3 65834
25.5 3 22870

OI with AO
depth(𝜇m) N n (sum of N acquisitions)

0 3 41294
4.4 3 74233
8.8 3 48012
17.6 2 61730
25.5 3 91253

WI
depth(𝜇m) N n (sum of N acquisitions)

0 1 29809
5 3 43961
10 3 45739
20 3 42408
30 3 41546

2.1d). Often in reconstructing SMLM images localizations with a precision above
a certain threshold are discarded, which makes the fraction of localizations below
this threshold an important parameter for achieving proper reconstructions. Figure
2.1e shows that the fraction of localizations with a precision below 15 nm does not
decreases significantly for the WI or OI with adaptive optics, but decreases rapidly
without correction for the OI. Moreover, AO improves the average localization pre-
cision by a factor of 1.3 at a depth of 26 𝜇m and doubles the fraction of localizations
below 15 nm (Figure 2.1f). This increase in localization precision is mostly due to
the differences in PSF shape, rather than a strong increase in detected photons, be-
cause even for events with the same amount of estimated photons the localization
precision with correction is highly improved (Figure 2.1g).

Because WI has a lower collection efficiency than OI+AO (see methods), we
compared the localization precision for fluorophores for which the emitted pho-
tons were estimated to be similar. That is, fluorophores detected with OI with pho-
ton counts between 1400-1600 per frame were compared with fluorophores in the
range of 1331-1522 and 1088-1244 for OI+AO and WI, respectively (Figure 2.1g).
This analysis revealed that WI outperformed OI, while OI + AO outperformed WI
in achieved localization precision for the same amount of estimated emitted pho-
tons. For the photon counts mentioned above, the fraction of localizations with an
estimated precision below 15 nm was 63% for WI, 46% for OI and 76% for OI +
AO. Moreover, the median of localization precision was improved by 14% (13.9 nm
for WI and 12.0 nm for OI + AO). Thus, OI + AO outperforms WI because a larger
fraction of the emitted photons can be collected.
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Figure 2.2: Adaptive optics allow 𝑧-encoding away from the coverslip. (a) PSF with astigmatism of a
100 nm green fluorescent bead in agarose gel on the coverslip (top panels) and at 18 𝜇m depth (bottom
panels) at stage 𝑧-positions of -250, 0 and 250 nm with respect to the focal plane of the OI objective.
Astigmatism was induced with the CL. (b) Curves of the difference between PSF 𝑥-width and 𝑦-width
as function of the 𝑧-stage position with respect to the objective focal plane, at increasing distance from
the coverslip for the 100X OI objective. (c,d) Same as (a) and (b) but adaptive optics was used to both
correct aberrations and induce astigmatism. (e,f) Same as A and B, but imagedwith the 60xWI objective.
The size of the ROI is 2 x 2 𝜇m in all images.

2.3.2 The depth-depended ellipticity-loss
Next, we compared the use of either a CL or a DM to induce astigmatism for 𝑧-
localization at different imaging depth. WhenusingOI, the PSF of fluorescent beads
close to the coverslip (depth < 5 𝜇m) showed clear ellipticity after insertion of the
CL. At larger imaging depth, however, the PSF remained largely symmetric and
could not be used to encode the 𝑧-position (Figure 2.2a). This is reflected in the
calibration curves obtained by plotting the difference in PSF width in the x and y
direction as a function of 𝑧-position (Figure 2.2b).

Similarly, even after optimizing the DM to correct for the first order spherical
aberration, the degree of astigmatism sufficient for 𝑧-encoding near the coverslip
did not induce strong ellipticity at larger imaging depth. Nevertheless, more astig-
matism could easily be added, resulting in consistent ellipticity and corresponding
calibration curves at depths up to 18 𝜇m (Figure 2.2c&d). When the WI objective
was used in combination with the cylindrical length, the induced ellipticity was
less pronounced (Figure 2.2c). Although the calibration curve appears similar to
the ones obtained with OI and remains unaltered for depths from 0-20 𝜇m (Figure
2.2f), the PSF for the WI with cylindrical lens was not well represented by a 2D
Gaussian. This indicates that this specific cylindrical lens is not a suitable for this
WI objective.

The requirement for increased levels of astigmatism for 𝑧-encoding at increased
depth with OI objectives has been reported previously [13], but the origins of this
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Figure 2.3: Simulation study on the depth depended loss of astigmatism. a) Aberration profile with
60 nm astigmatism at the coverslip and corresponding PSF at different 𝑧-positions. The dashed line
indicates the NA of the objective (1.49). b-d) The aberration profile without AO (b) and with AO(c&d)
with 60 nm (c) and 120 nm (d) astigmatism at a depth of 15 um. e) Simulated calibration curves at
different depths with AO. Even with AO, more astigmatism needs to be added in order to maintain a
similar curve. f) Optimal amount of astigmatism as function of depth for different calibration NAs and
alongside the experimental values.

effect had remained unclear. To investigate this, we performed simulations to simu-
late PSFs at different depths for OIwith andwithout AO.We placed an emitter at 15
𝜇m from the coverslip and performed AO by simulating a 3N correction algorithm
to correct primary spherical aberration (𝑍0

4 ). As correcting spherical aberration re-
sults in a focus shift, the primary spherical aberration was corrected iteratively by
3N correction and refocusing by stage movement until convergence (similar to the
experiments). After correction of the primary spherical aberration astigmatismwas
added and a PSF is computed. The amount of astigmatism was then optimized to
regain a calibration curve with the same slope as the curve obtained at the coverslip
(Figure 2.3a).

The simulated PSFs at the coverslip and at a depth of 15 𝜇mwere qualitatively
strikingly similar to the experimental ones (Figure 2.3b). Inspection of the corre-
sponding wave-fronts revealed that, at a depth of 15 𝜇m, the applied astigmatism
is ‘drowned’ in the spherical aberration caused by the refractive index mismatch.
However, even with AO to correct the first-order spherical aberration, applying
60 nm of astigmatism did not result in the required ellipticity (Figure 2.3e). This
was caused by the significant amount of higher-order spherical aberrations (𝑍0

6 ,
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Figure 2.4: . Inducing astigmatism with AO does not distort the field of view. (a) Overlayed images of
green fluorescent beads without (red) and with (green) CL inserted in the optical path (left) and a zoom
of the region in the white box (right). Scalebar is 10 𝜇m. (b) Displacement of bead locations when astig-
matism is induced with the CL (black arrows) and with adaptive optics (red arrows). Scalebar for shifts
is 1 𝜇m. (c) Overlayed images of green fluorescent beads without (red) and with (green) astigmatism
induced with the DM (left) and a zoom of the region in the white box (right). Scalebar is 10 𝜇m. (d)
Graph showing 𝑦-displacement when astigmatism is induced using the CL (black) and adaptive optics
(red) as function of 𝑦-position with respect to the center of the field of view.

𝑍0
8 , etc.), as the wave-front was still significantly aberrated at the edge of the pupil.

Similar to the experimental results (Figure 2.2b), we could obtain the desired cali-
bration curve by introducing more astigmatism (Figure 2.3d&e).

The optimal amount of astigmatism obtained from the simulations deviated
slightly from the amount of astigmatism that was required experimentally (Figure
2.3f). We found that the theoretical amount of astigmatism was dependent on the
(calibration) NA.When calibrating the DMwith a Shack-Hartman sensor it is likely
that the spots at the edge of the pupil are not detected, which effectively reduces the
calibration NA. We therefore repeated our simulation with an NA of 1.43 instead
of 1.49, which corresponds to a calibration in which per row/column one spot is
not detected by the Shack-Hartman sensor. It is worth noting that the effective NA
(the maximum angle at which fluorescence is collected) is 1.33 in both cases due to
the refractive index mismatch. The calibration NA only determines the pupil-size
at which the Zernike modes are defined and normalized.

The predicted amount of astigmatism for a calibration NA of 1.43 matches well
with the experiments (Figure 2.3f). The remaining discrepancy near the coverslip is
likely due to hysteresis in the mirror or suboptimal correction of primary spherical
aberration. Altogether, these results demonstrate that the remaining, non-corrected
higher-order spherical aberrations are the major reason for the loss in ellipticity
when imaging deeper into a watery sample with a constant amount of astigmatism
applied.
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Figure 2.5: Field dependency of the aberrations for the CL-module (a-c) and AOmodule (d-f). (a) Aber-
ration level in the field of view for the left camera port without CL. The red line indicates Maréchal’s
diffraction limit (<72 m𝜆) . (b) The most apparent aberration in the configuration of (a) is astigmatism.
Color indicates the amount of astigmatism and the arrows the direction. (c) Induced astigmatism on the
left port with CL. (d) Aberration level in the field of view for the right camera port with AO-module,
corrected in the center of the FOV. The red line indicates Maréchal’s diffraction limit (<72 m𝜆). (e) The
most apparent aberration in the configuration of (d) is coma. Color indicates the amount of coma and
the arrow the direction. (f) Field dependency of the induced astigmatism (100 nm rms) on the right port
with DM.

2.3.3 Image deformation
When using the CL, we noted that its insertion into the optical path induced a de-
formation of the image in one direction (Figure 2.4a). To quantify this, we imaged
fluorescent particles immobilized on the coverslip and measured how the position
of their imaged altered upon insertion of the lens. This revealed a lateral displace-
ment that increased linearly with the distance from the center of the field of view,
consistent with a decrease in magnification of 3.6% (Figure 2.4b-d). In contrast, in-
ducing astigmatism using the DMdid not induce a change inmagnification (Figure
2.4c&d). Although the precise optical design of the CL-module has not been pub-
lished, this demagnification indicates that the CL is not inserted in the pupil plane.

2.3.4 Astigmatism field dependency
Next, we assessed the field dependency of the induced astigmatism by moving a
bead in a 11x11 grid over the FOV, taking a through-focus scan at each position
and using a phase-retrieval algorithm to estimate the aberrations and the level of
induced astigmatism. This was performed either without CL/DM-induced astig-
matism and with CL/DM-induced astigmatism. The size of the FOV where the
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aberration level is below the Maréchal’s limit (<72 m𝜆) is comparable for both con-
figurations (Figure 2.5a&d)). Strikingly, the most dominant for the CL-module (in
the absence of theCL)was astigmatism (Figure 2.5b), while first-order comawas the
most predominant aberration in the AO-module (Figure 2.5e). The latter is likely
due to the two additional lenses in the 4F system. In the case of induced astig-
matism, the direction of astigmatism induced by the DM was more homogeneous
over the FOV compared to the CL-induced astigmatism and the level of astigma-
tism was also more consistent (Figure 2.5c&f). Thus, when performing SMLM the
AO-module is expected to provide a higher degree of 3D-accuracy across a large
FOV, although for optimal usage both methods would require a field-dependent
lookup table [23].

2.3.5 Optimal astigmatic encoding
Next, we wanted to explore the optimal amount of astigmatism to encode the x,y,𝑧-
location with minimal uncertainty. First, we noted that, in contrast to inducing
astigmatism with a CL, deformable-mirror induced astigmatism did not alter the
imaging depth at which the point spread function was symmetric. Instead, the DM
shifted both the 𝑥- and 𝑦-focal points, both in opposite directions away from the ini-
tial focus (Figure 2.6a&b). This displacement away from the original focus, called
the focal plane offset, increased nearly linearly from0 to 300 nmwhen increasing the
astigmatism from 0 to 100 nm RMS (Figure 2.6c). For all these different focal plane
offsets, we created calibration curves that could be linearly approximated to yield a
calibration slope 𝛼 (nm/px) (Figure 2.6d&e). From this and the uncertainties in the
𝑥-width and 𝑦-width obtained from fitting, we then determined the uncertainty in
z as a function of the 𝑧-stage position and compared this to the CRLB and the ex-
perimentally determined localization precision (Figure 2.6f). This revealed that the
measured localization precision was optimal in the focal plane and increased away
from focus. Both the least-squares standard error and the CRLB of the localization
precision were below the experimentally determined localization precision, which
we attributed to drift and model errors.

To examine how the 𝑧-precision depends on the amount of induced astigmatism,
we determined the 𝑧-precision, averaged over a ±250 nm 𝑧-range, for increasing
amounts of astigmatism both experimentally and using the CRLB (Figure 2.6g). Af-
ter a strong increase in precision when increasing astigmatism from 0 to 40 nm, the
experimentally determined precision did not further improve, while the CRLB im-
proved only marginally. Since increasing astigmatism will increase the PSF width,
the precision in the x and y positionwill decrease (Figure 2.6h). Therefore, the over-
all localization precision combined for 𝑥-, 𝑦- and 𝑧-direction, averaged over a ±250
nm 𝑧-range, shows an optimum of astigmatism around 60 nm, both experimentally
and theoretically (Figure 2.6j).

2.3.6 Imaging proof-of-principle
Finally, we testedwhether using the DM for aberration correction and astigmatism-
based 𝑧-encodingwould allow three-dimensional nanoscopic imaging 10 𝜇maway
from the coverslip. For this, we used the epithelial brush border of Caco2 cells,
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Figure 2.6: Tunability of astigmatism. (a) Cross sections in x and y of a PSF of a 100 nm green fluo-
rescent bead without astigmatism (left panels) and with 50 nm RMS astigmatism induced with the DM
(right panels). Pixel size in z is 20 nm. (b) PSF width of a 100 nm green fluorescent bead in x (circles)
and y (triangles) as function of the 𝑧-position of the stage, without astigmatism (black) and with 0.05
𝜇m RMS astigmatism induced with the DM (red). (c) Focal plane offset as function of the amount of
induced astigmatism (mean ± sd, N = 5 beads). Red line represents a least squares fit with a second
order polynomial. (d) Difference between PSF 𝑥-width and 𝑦-width as function of the 𝑧-stage position
for astigmatism levels of 0 nm (black), 30 nm (blue), 60 nm (green) and 90 nm (red). (e) Absolute values
of the inverse of calibration slope 𝛼 as function of the focal plane offset (mean ± sd, N = 5). A second
order polynomial was fit to the data. (f) Axial localization precision as function of 𝑧-position for the
measured precision, least-squares standard error and CRLB with 60 nm of astigmatism. (g-i) Axial (g),
lateral (h) and total (i) localization precision as function of induced astigmatism averaged over a ±250
nm 𝑧-range.
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Figure 2.7: Adaptive optics improves 3D SMLMusing OI in Caco2-cell monolayers. (a)Widefield image
of Ezrin-AF647 in a monolayer of Caco2 cells at a depth of 12 𝜇m. (b) 3D SMLM reconstruction of (a).
Scalebars is 1 𝜇m. (c). Zoom of the area in the white box in the right panel of (b) and cross section at the
red dotted line (bottom panel). Scalebars are 500 nm.

which consists of actin-rich protrusion calledmicrovilli. Microvilli were stained us-
ing antibodies against the actin interacting protein Ezrin (Figure 2.7). Importantly,
using astigmatism-based 𝑧-detection we could clearly resolve tilted microvilli at a
depth of around 12 𝜇m (Figure 2.7c). Thus, a DM in combination with a high NA
OI objective enables three-dimensional nanoscopy deep in watery samples.

2.4 Discussion
Here we have tested the 2D- and 3D-SMLM performance of an OI objective with
and without AO as function of imaging depth and compared it to a WI objective
without adaptive optics. For 2D-SMLM we found that when using OI at imaging
depths above 5𝜇m, the use of aDM to correct aberrations improves localization pre-
cision, effectively doubling the amount of localizations with a precision below 15
nm at 24 𝜇m depth. The achieved localization precision with WI does not degrade
when imaging deeper, but when corrected for the collection efficiency, WI is out-
performed by OI plus AO. OI plus AO results in a 14% improvement in (median)
localization precision compared to WI for relevant photon levels. This improve-
ment in localization precision does come at the expense of a more complicated and
less stable optical setup that has to be optimized for every sample/acquisition.
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To encode the 𝑧-position for 3D-SMLM, astigmatism was induced using either
a CL or the DM. We found that using a CL in combination with an OI objective re-
sulted in quickly deteriorating 𝑧-encoding when increasing imaging depth, which
has been recently reported by others as well, but had remained unexplained [13].
Our simulations revealed that the deterioration of the 𝑧-encoding is due to left-
over higher-order spherical aberration. Without the refractive index mismatch the
𝑧-encoding is maintained over large depths, as we showed using a CL in combina-
tion with WI. An advantage of the DM is that a tunable amount of astigmatism can
be induced. This could be used for optimizing the amount of astigmatism for each
imaging application [10]. However, we also found that there is an optimal amount
of astigmatism based on the changes in x, y and z localization precisions as function
of astigmatism. This suggests that a well-chosen CL combined with a WI objective
could perform 3D SMLM, albeit with a reduced localization precision compared to
OIwith adaptive optics. Furthermore, when imaging inmore inhomogeneous sam-
ples the increased importance of aberration correction might necessitate adaptive
optics for optimal imaging.

Finally, we demonstrate 3D-SMLM imaging at 12 𝜇m depth in biological sam-
ples using an OI objective with a DM. The robust DM-induced 𝑧-encoding enables
discriminating microvilli lying on top of each other. Future work could explore the
depth-dependent performance of other methods for achieving 3D-SMLM such as
the saddle-point PSF [24] and double helix [25], which theoretically can have an
isotropic localization precision. Finally, bi-plane imaging might be less sensitive to
depth-induced aberration as it is less dependent on the exact shape of the PSF [26].
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3
Robust adaptive optics for

localization microscopy deep in
complex tissue

Single-Molecule LocalizationMicroscopy (SMLM) provides the ability to determine molec-
ular organizations in cells at nanoscale resolution, but in complex biological tissues, where
sample-induced aberrations hamper detection and localization, its application remains a
challenge. Various adaptive optics approaches have been proposed to overcome these issues,
but the exact performance of these methods has not been consistently established. Here we
systematically compare the performance of existing methods using both simulations and ex-
periments with standardized samples and find that they often provide limited correction or
even introduce additional errors. Careful analysis of the reasons that underlie this limited
success enabled us to develop an improved method, termed REALM (Robust and Effective
AdaptiveOptics in LocalizationMicroscopy), which corrects aberrations of up to 1 rad RMS
using 297 frames of blinking molecules to improve single-molecule localization. After its
quantitative validation, we demonstrate that REALM enables to resolve the periodic orga-
nization of cytoskeletal spectrin of the axon initial segment even at 50 𝜇m depth in brain
tissue.

This chapter has been published in Nature Communications 12, 3407 (2021) [1].
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3.1 Introduction

S ingle-Molecule LocalizationMicroscopy (SMLM) [2–4] enables the investigation
of the nanoscale organization of cellular structures through repetitive localiza-

tion of different sparse subsets of fluorophores. SMLM has provided key insights
into the nanoscale organization of molecules in cultured cells, including the dis-
covery of sub-membranous actin-spectrin rings in axons [5, 6]. Cultured cells, and
neurons in particular, have limitations as model systems, because they lack most
of the three-dimensional cellular organization and neurochemical conditions that
are present in vivo, including extracellular matrix proteins and nutritional sup-
port from glial cells. On the other hand, performing SMLM deep inside tissue or
organoids has remained challenging due to sample-induced aberrations. Accurate
localization requires sufficient signal to noise and a non-aberrated point-spread-
function (PSF) [7–9], both of which are compromised when imaging in biological
tissue, in which a range of distinct cellular components cause complex light scat-
tering [10].

One solution is to perform low-depth (∼10 𝜇m) imaging in thin sections [7–9].
However, in such experimentsmost cellswithin imaging range have been sectioned
to some extent, precluding live-cell experiments in such preparations. In contrast,
acutely cut >250 𝜇m thick serial sections from the brain preserve most of the char-
acteristics of the neuronal cytoarchitecture and allow the ex vivo study of electro-
physiological properties. This brain slice preparation is one of themostwidely used
preparations in neuroscience and facilitates structure-function studies of intact and
electrically active brain cell microcircuits. For these reasons, there is a clear need to
perform optical nanoscopy deep inside these aberrating samples.

An important methodology to overcome tissue-induced aberrations is the use
of intensity based Adaptive Optics (AO), which uses a deformable mirror in the
emission path to compensate for wave-front distortions. The required shape of the
mirror can be found by iteratively optimizing the contrast of the image (or guide
star when possible) [11]. However, in SMLM the acquisitions are noisy and contain
a strongly fluctuating amount of signal photons, rendering traditional approaches
unusable. Various SMLM-specific AO-methods have been proposed to overcome
these issues [12–14], but the exact performance of these different AO-methods has
not been consistently demonstrated and it has remained unclear what level of aber-
rations these methods can correct and under which conditions.

Here, we systematically compare the performance of existing methods using
both simulations and experiments with standardized samples. We find that for re-
alistic total signal and background ratios these methods provide only limited cor-
rection or introduce additional errors. Careful analysis of the reasons that underlie
this limited success enabled us to develop an improved method, termed REALM
(Robust and Effective Adaptive Optics in Localization Microscopy), which corrects
aberrations of up to 1 rad RMS using 297 frames of blinking molecules, thereby
enabling robust SMLM at 50 𝜇m depth and even up to 80 𝜇m depth when pre-
correcting spherical aberration.



3.2. Results

3

41

3.2 Results
Aberrations alter the point spread function (PSF), decreasing contrast and the spa-
tial frequency support (see Figure 3.1a-d). The key for intensity-based AO is to find
a relevant metric, a quality measure computed from the acquisitions, in combina-
tion with an optimization algorithm to efficiently and robustly optimize the metric
[15]. To reduce the effect of strongly fluctuating signal levels of the acquisitions, all
existing methods propose a weighted sum of the Fourier transform of the acquisi-
tion asmetric, while differing in the specificweighting of the spatial frequencies and
in normalization (see insert Figure 3.1d). We termed these methods 1, 2 and 3, with
metrics M1, M2 and M3, corresponding to Burke et al. [12], Tehrani et al. [13], and
Mlodzianoski et al. [14], respectively. Because SMLM acquisitions are comprised of
pseudo-random point sources, these methods effectively optimize the magnitude
transfer function. As optimization algorithm to maximize the value of the metrics,
Burke et al. use model-based optimization, Tehrani et al. use particle-swarm opti-
mization, and Mlodzianoski et al. use downhill simplex optimization.

In order to systematically compare between different methods, we first sought
to establish a standardized sample with tunable signal and background values.
Therefore, we used a DNA-PAINT-based sample where molecules transiently bind
to the coverslip, mimicking blinking [16] (see Figure 3.1a). This sample maintains
stable signal and noise levels during the complete experimental sequence of sev-
eral hours (see Methods and Supplementary Figure 3.A.1). Using a setup with a
carefully calibrated deformable mirror (see Methods and Supplementary Figures
3.A.2 and 3.A.3) we introduced 25 random aberration configurations of 0.75 rad
RMS wave-front error, consisting of random combinations of Zernike modes up to
the fourth radial order (excluding piston, tip, tilt and defocus) and assessed how
well the various methods were able to correct these aberrations (see Figure 3.1e&f).
In order to achieve a realistic signal and background level, we tuned the emitter
density and intensity to around 20 emitters per frame and 2500 signal photons per
emitter. Transmission brightfield illumination was used to substantially increase
the background level to 20 photons per pixel in the 400x400 pixel field of view, re-
sulting in a total signal background ratio (SBR) of 0.016 (2500 signal photons x 20
emitters / (20 background photons x 400x400 pixels)). In addition, we tested the
performance of the methods on simulated data sets (see Methods).

In both the standardized experiments and the simulations, we found that the
previously proposed methods were unable to meaningfully correct the aberrated
wave-front. For example, method 1 and method 2 increased the aberration level in
100% and 48% of the experimental cases, respectively, whereas method 3 decreased
the aberration level only by 20% (0.16 rad RMS) on average. The experimentally
achieved corrections deviated to some extent from the simulation results (Figure
3.1f), likely due to additional noise sources such as read noise and fixed pattern
noise from the camera, which are not included in the simulation. Furthermore, the
small initial aberration introduced by the DM limited the experimentally achiev-
able aberration level to 0.2 rad RMS (Supplementary Figure 1e). Nonetheless, both
simulations and experimental data show that none of the three methods robustly
achieves proper correction (here taken as a Strehl-ratio of 0.9).
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Figure 3.1: Systematic comparison between different AO methods reveals that only REALM achieves
robust correction. a) DNA-PAINT test sample: imager strands bind transiently to the coverslip, mimick-
ing single-molecule blinking with consistent signal levels for many hours. b) Representative acquisition
of a non- and 0.75 rad RMS aberrated acquisition (I(x,y)) corresponding to (f) (n = 625). Scale bar indi-
cates 5 𝜇m. c) Absolute value of the 2D Fourier transform of a non-aberrated acquisition and aberrated
acquisition of (b) (orange insert, center crop) (|FI(x,y)|). Dashed line indicates 2NA/𝜆. Scale bars in-
dicate NA/𝜆. d) The rotational average of (c) shows that noise dominates spatial frequencies above 1
NA/𝜆. The major decrease in the MTF due to aberrations occurs between 0.25 and 1 NA/𝜆. Insert
shows the spatial frequency weights of the different proposed metrics. e) Strategy for comparing AO
methods by inducing known aberrations in a well-corrected system. f) Performance of different AO
metrics and optimization algorithms. Boxplot indicates 9/91-percentile, 25/75-percentile and median
for 25 random aberration configurations of 0.75 rad rmswave-front error consisting of random combina-
tions of Zernike modes up to the fourth radial order (excluding piston, tip, tilt and defocus). Each frame
contains on average 13 emitters, emitting 2500 photons with a background of 20 photons per pixel. See
Suppl. Fig. 1 for more details. g) Performance of REALM as function of induced aberration level (10
random aberration configurations). Each frame contains on average 17 emitters, emitting 2465 photons
with a background of 40 photons per pixel.
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To understand why correction often fails, we next examined how the different
metrics depend on noise levels and aberrations. The spatial frequency content of
acquisitions in non-aberrated and aberrated conditions revealed that, in both cases,
spatial frequencies above 1 NA/𝜆 are dominated by noise (see Figure 3.1d). Metric
M1 and M2 have the highest weights for these frequencies, which includes a large
amount of noise in the metric value. In contrast, M3 only weights the low spatial
frequencies (<1 NA/𝜆, where signal levels are much higher. This makes metric
M3 the most robust measure of the MTF and explains why M3 enables consistent
correction, albeit without reaching diffraction-limited imaging.

We wondered whether the limited correction obtained using metric M3 could
be caused by the use of simplex optimization. The simplex optimization is sensitive
to local noise in the parameter space as it only compares two values per optimiza-
tion parameter. In contrast, model-based optimization iteratively corrects Zernike
modes by applying a sequence of biases for each Zernikemode to be corrected. The
metric values for these series of acquisitions are then fitted to a curve (the model
or so-called metric curve) to find the optimum (see Supplementary Figure 3.A.4)
[17]. This procedure reduces noise and therefore appears more suitable for AO in
SMLM, as originally proposed by Burke et al. To test this, we implemented metric
M3 in combination with model-based optimization. We first simulated aberrated
acquisitions to assess the metric curve and found that it could be approximated by
a Gaussian function with offset within a range of 1 rad per Zernike mode (see Sup-
plementary Figure 3.A.5). Next, we used a series of simulations to optimize our
method in terms of maximum bias range, the number of biases per Zernike mode,
and the number of correction rounds (see Supplementary Figure 3.A.6).

These simulations provided two key insights. First, they revealed the impor-
tance of varying the bias over a sufficiently large range to confidently estimate the
optimal bias (see Supplementary Figure 3.A.6a-c). In order to estimate the optimal
biaswith a high precision, the contrast in themetric value has to be as large as possi-
ble and needs to be probed∼0.5-0.75 rad around the optimum. We found that using
amaximumbias range of ±1 rad resulted in the best correction, which is in line with
previous work on model-based modal aberration correction [17]. Secondly, these
simulations revealed that the precision of the estimated optimal bias depends on
the amount of aberration in the other modes, i.e. the contrast in the obtained met-
ric values for the Zernike mode that is being corrected improves when the overall
level of aberration is lower. Consequently, the use of multiple correction rounds
improves the correction (see Figure 3.1f and Supplementary Figure 3.A.6d-f). The
optimization analysis indicated that there are two efficient correction strategies: ei-
ther 3 correction rounds, with 9 biases per Zernike mode (3x9x11=297 acquisitions)
or 2 correction rounds with 13 biases per Zernike mode (2x13x11=286 acquisitions).
The latter option appeared to perform slightly more robust in the conditions with
low SBR, whereas the first option achieved slightly better correction if the aberra-
tion profile was very unevenly distributed between Zernike modes. In all cases,
it was beneficial to first correct the Zernike modes expected to dominate, such as
spherical aberration, because for any mode the correction precision depends on the
amount of aberration in the other modes.
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We experimentally verified this approach using the DNA-PAINT sample and
were able to consistently reduce the induced wave-front error of 0.75 rad RMS by
a factor of two in the first correction round (99 acquisitions). The second correc-
tion round (another 99 acquisitions) yielded further improvement and achieved
diffraction-limited imaging in 21 out of 25 cases, whereas after the third correction
round (297 acquisitions in total) all induced aberrations were corrected (see Figure
3.1f). We termed this method REALM (Robust and Effective Adaptive Optics in
Localization Microscopy) and implemented it as a freely available and open source
Micro-Manager plugin [18] (see Methods). The performance of REALM was eval-
uated further by measuring the aberration correction for increasing amounts of in-
duced aberrations and different signal background ratios. This revealed that our
method was able to robustly correct aberrations of up to 1 rad RMS (see Figure 3.1g
and Supplementary Figure 3.A.7) for various signal and noise levels. Even with
very low signal levels (6 emitters on average, 1745 signal photons per emitter and
216 background photons, 0.0003 SBR) REALM was able to correct significant aber-
rations (see Supplementary Figure 3.A.7c).

We next aimed to test this approach for SMLM using more complex experimen-
tal samples. Previously, Mlodzianoski et al. used a water-filled cavity to validate
their method [14]. However, such a sample does not fully capture the complexity of
complex tissue, where cell bodies, capillaries and nerve fibers all may act as obsta-
cles for light and distort the wavefront. Others have tested their AO method using
fluorescent beads imaged through the nematode C. elegans [13]. While this assay
features a richer aberration profile, the beads are bright and do not exhibit blink-
ing dynamics. In an effort to better mimic deep-tissue localization microscopy, we
performed SMLM on COS-7 cells stained for microtubules (a staple reconstruction
test in SMLM), but imaged these cells through brain sections of 50 and 80 𝜇m thick-
ness (see Figure 3.2 and Supplementary Figure 3.A.8). We chose this sample over
stained tissue for our first analyses, because these microtubule immunostainings
are highly reproducible and result in recognizable structures. To address the scat-
tering induced by the sample we mounted the brain sections in a glycerol-based
buffer instead of a water-based buffer, similar to previous work [7]. This reduces
scattering by reducing the local differences in refractive index between the subcel-
lular content and the mounting medium. Slices mounted in this buffer appear al-
most transparent in regions such as the cortex, indicating that scattering is indeed
reduced. We estimated that the refractive index of brain sections in this buffer is
around 1.48 (assuming an overall refractive index of 1.4 and a water content of 70%
before incubation in the glycerol buffer). We therefore used a 1.49 NA oil objective
to ensure larger collection efficiency and less sample-induced spherical aberrations
compared to a silicon immersion objective lens (see Supplementary Figure 3.A.9).

With this assay, we performed a systematic comparison between REALM and
no-AOconditions by switching between the system-corrected state (without REALM)
and the sample-corrected state (with REALM) every 500 frames during the SMLM
acquisition. We found that REALM increased the number of successful localiza-
tions (see methods for classification details) up to 6-fold, resulting in a strongly
improved reconstruction (see Figure 3.2). The resolution estimated using Fourier
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Figure 3.2: . Improved single-molecule imaging through brain sections using REALM. a) Illustration of
the sample. A 50 𝜇m brain slice is mounted in between two cover glasses, on one of which COS-7 cells
were grown. These cells were stained for microtubules (𝛼Tub) and imaged through the brain section,
to mimic deep-tissue imaging. b-c) SMLM reconstruction of microtubules in COS-7 cells through a 50
𝜇m thick brain section with 5000 frames without AO sample correction (without REALM, panel b) and
with sample-based correction (with REALM, panel c). Insert in panel b shows the widefield image
prior to correction. FRC resolution is 196 nm and 127 for (b) and (c) respectively. Scale bars indicates
2 𝜇m. d) zoom of (b) and (c) indicated by white square. Scale bars indicates 1 𝜇m. e-f) Representative
single acquisitions corresponding to the reconstruction of (b) and (c) respectively. Scale bars indicate 4
𝜇m. g) Number of localizations in the acquisition series during which the DM alternated between the
system-corrected state (without REALM) and sample-corrected state (with REALM) every 500 frames.
h) Estimated wave-front distortion as estimated using REALM, of which 0.55 rad was used as initial
guess for primary spherical aberration. Repeated n = 10 times in 3 distinct samples.

Ring Correlation (FRC) improved by 35%when using REALM. For the 80 𝜇m thick
slices, we estimated the spherical aberration to be around 100 nm and used this
for pre-correction. We switched the DM between this pre-corrected state and the
sample-corrected state and again found an improvement in both the number of
detected events when using REALM as well as the FRC (24% improvement) (see
Supplementary Figure 3.A.8), indicating that non-spherical aberrations contribute
considerably to image deterioration as well.

We found that without AO blinking events are detectable only if the events are
bright and perfectly in focus. This approach still yielded recognizable features in
the reconstruction (see Figure 3.2b), but with much lower number of localizations.
This was caused by the aberrated PSF, which quickly broadened when molecules
were slightly out of focus (±100-200nm) and therefore significantly hampered de-
tection (see Figure 3.2e and Supplementary Movie 1). With REALM, the PSF is
more symmetric and remains focused along the focal depth of the objective. This
increases the detection of dim blinking events as well as the detection of molecules
inside the complete depth of focus. Therefore the reconstruction with REALM also



3

46 3. Robust adaptive optics for localization microscopy

contains microtubule structures that are not visible in the reconstruction without
AO (see Figure 3.2d). Although the ground-truth aberrations were unknown, the
increase in the number of detected events, as measured using the exact same fluo-
rescent structures, demonstrates the success of the AO algorithm.

We next used a similar sample (COS-7 cells imaged through 60 𝜇m thick brain
slices) to directly compare REALM to the method proposed by Mlodzianoski et
al., (see Supplementary Figure 3.A.10). This revealed that REALM was more effec-
tive in restoring the PSF, which consequently improved detection and localization.
Overall, this resulted in a 2.2x increase (median) in number of localizations with a
localization precision below 20 nm and a 8.6x increase in the number of localiza-
tions with a precision below 5 nm. Even when we extended the previously pub-
lishedmethod by includingmore Zernike modes than originally proposed, it could
not achieve the same correction as REALM. The FRC resolution improved from 150
nm (median) when using the method of Mlodzianoski et al. to 120 nm (median)
when using REALM. On average, REALM estimated the aberrations to be around
1 rad RMS, whereas the method ofMlodzianoski et al. resulted in a 3-fold lower es-
timate, leaving an average residual aberration of around 0.7 rad RMS. These results
demonstrate that REALM achieves a 3-fold improvement in aberration correction
over previousmethods and enables robust single-molecule imaging at 60 𝜇mdepth
through brain tissue with improved resolution.

Next, we aimed to image structures stained within the tissue itself and focused
on the axon initial segment (AIS) of cortical layer 5 pyramidal neurons in rat brain
slices of 300-400 𝜇m thickness. Landmark SMLM experiments have used neurons
cultured on coverslips to reveal that axons display a 190 nm actin-spectrin based
periodic structure called themembrane-associated periodic scaffold (MPS) 4, which
at the AIS includes 𝛽IV-spectrin 4, 5. However, due to the limited imaging depth of
conventional SMLM, correlating these structures to functional recordings of neu-
rons in brain slices is not possible. In acute brain slices healthy neurons are typi-
cally located at >30 𝜇m depth from the slice surface and can be reliably targeted by
a patch pipette up to 100 𝜇m depth [19]. Using REALM, we could perform multi-
plane 3D astigmatic SMLM imaging on 𝛽IV-spectrin stained brain sections up to a
depth of 50 𝜇m (Figure 3.3). We resolved the periodic patterning of this scaffolding
protein in 3D and revealed a periodicity of 203 ± 10 nm (mean ± s.d., Figure 3.3, and
Supplementary Figure 3.A.11). For details of the estimated aberrations see Supple-
mentary Figure 12. Beyond 50 𝜇m depth, the increase background levels hindered
both REALM and single-molecule detection.

To further examine the improvement achieved by REALMwe imaged 𝛽IV-spec-
trin in slices and switched between uncorrected and corrected mirror states during
the acquisition, which resulted in an improved reconstruction upon correction (76
nm FRCwith AO, 100 nm FRCwithout AO, see Supplementary Figure 3.A.13a). In
addition to improving the number of detections and the FRC, the use of Adaptive
Optics also corrected the loss of ellipticity when performing astigmatic 3D SMLM
[14, 20]. We observed a depth-dependent increase in aberrations (see Supplemen-
tary Figure 3.A.13d) and have shown in previous work [20] that this loss of elliptic-
ity is due to (higher order) spherical aberration, revealingwhy the applied astigma-
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Figure 3.3: Resolving the nanoscale spectrin organization in axons at 50 𝜇m depth. a-b) SMLM recon-
struction of the upper half (panel a) and lower half (panel b) of a layer 5 pyramidal neuron AIS stained
for 𝛽IV-spectrin in a rat brain slice at 50 𝜇m depth. Color encoding indicates the z-position. Scale bars
indicates 2𝜇m. Insert with white rim shows the widefield image prior to aberration correctionThe holes
in 𝛽IV-spectrin pattern are likely sites of synaptic connections. Scale bar indicates 2 𝜇m. c) z-x cross-
section of the rectangular orange area indicated in (a-b). Scale bar indicates 500 nm (both directions). d)
The average autocorrelation (blue line) of 30 line segments in the reconstruction of 3.2(a,b) and Supple-
mentary Figure 3.A.11 shows a peak at 203 ± 10 nm. Shaded region indicates the standard deviation. e)
Distribution of the estimated autocorrelation peaks of the individual line segments of reconstructions
of 3.2(a,b) and Supplementary Figure 3.A.11. Boxplot indicates 9/91-precentile, 25/75-precentile and
median. Red cross indicates the mean autocorrelation distance. See also Supplementary Figure 3.A.11.
Repeated n=12 times in 4 distinct samples with similar results.
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tism level has to increasewhen imaging in tissue evenwith usingAO.Without such
an increased level of astigmatism, the z-encoding is lost, rendering volumetric mul-
tiplane astigmatic 3D SMLM unattainable because individual focal planes cannot
be stitched (see Supplementary Figure 3.A.13b,c). Using PSF simulations described
in our previous work [20] we could determine the theoretical required astigmatism
level at each depth to obtain a constant calibration curve. Application of these es-
timated levels of astigmatism restored proper z-encoding and allowed volumetric
multiplane astigmatic 3D SMLM (Figure 3.3 and Supplementary Figures 3.A.11 &
3.A.13).

Finally, we also successfully resolved the 𝛽IV-spectrin structure of a function-
ally identified pyramidal neuron in a brain section (see Figure 3.4). First, electro-
physiological recordings were performed on a layer 5 pyramidal neuron (Figure
3.4a-d), after which the neuron was filled with biocytin, fixed and stained. After
mounting of the brain section and application of the SMLM buffer, the position
of the patched neuron was retrieved using the stained biocytin fill and a 10X ob-
jective. Subsequently, SMLM in combination with REALM was used to resolve
the nanoscale architecture of 𝛽IV-spectrin, demonstrating the possibility to directly
correlate functional studies and nanoscopic organization.

3.3 Discussion
In this work, we systematically analyzed the performance of different AO tech-
niques for SMLM using standardized samples. Comparing different methods in
an objective and robust manner is challenging, because signal and background lev-
els can vary dramatically between samples and often also rapidly change during
acquisitions. To overcome this, we first used DNA-PAINT in combination with a
well-calibrated deformable mirror to compare and validate the performance of pre-
viously published methods in identical signal and background levels, while sys-
tematically varying the levels and types of aberrations. We augmented these ex-
periments with simulations to further compare how different methods perform in
identical conditions. Furthermore, we imaged densely-labeled cells through brain
slices of varying thickness, enabling the side-by-side evaluation of different meth-
ods in identical conditions with physiological aberrations. Together, these assays
revealed that previously proposed AO methods provide only limited correction or
in some cases introduced additional aberrations. Careful analysis of the reasons
that underlie this limited success enabled us to develop REALM.We demonstrated
that REALM can robustly correct aberration levels up to 1 rad RMS in realistic sig-
nal and noise levels and using less than 300 acquisitions. Compared to standard
imaging (non-AO) and earlier AO methods, REALM detects more molecules and
obtains better FRC resolutions.

Next to these idealized samples, we also tested the performance of REALM in
stained brain slices. We demonstratedmultiplane 3D astigmatic SMLM imaging on
𝛽IV-spectrin stained brain sections up to a depth of 50 𝜇m and resolved the peri-
odic structure in 3D. Importantly, we also resolved this structure in a functionally
identified pyramidal neuron, demonstrating the feasibility of directly correlating
functional studies to nanoscopic organizations. While imaging 𝛽IV-spectrin, typ-
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ical background levels ranged between 200-300 photons per pixel, resulting in a
SBR of around 0.005 (depending on the imaging depth, size of the AIS, and label-
ing), which is in the range in which REALM can achieve significant correction (see
Supplementary Figure 3.A.7).

Beyond 50 𝜇m depth, we found that not the aberration level, but the increase
in background fluorescence hampered both aberration correction and localization.
In preliminary experiments we noticed that at lower glycerol concentrations (50%),
less laser power was required to switch fluorophores to a dark state, which reduced
the background levels (to 50 background photons per pixel) at the expense of more
spherical aberration and scattering. The best imaging buffer in tissue might there-
fore depend on the required imaging depth, the abundance of the staining through-
out the sample and the number of fluorophores blinking inside the field of view.
To further reduce background, light-sheet based illumination could be considered.
In addition, the use of cell-specific in vivo knock-in (KI) approaches in brain tissue,
such asORANGE [21], enables tagging endogenous proteins in only a subset of cells
( 1-10%) within the tissue, thereby further reducing background. We anticipate that
REALM can enable 80 or 100 𝜇m deep imaging in tissue when combined with ap-
proaches that limit out-of-focus fluorescence by either light-sheet illumination or
sparse labeling using an in vivo knock-in approach [21].

REALM can be combined with other z-localization techniques such as PSF en-
gineering [22, 23] or self-interference [24]. Our approach also complements the
recently introduced INSPR (In Situ Point Spread function Retrieval) localization
method,whichdemonstrated accurate 3D localization in aberrated conditionswhen
imaging below 20 𝜇m depth [25]. Thus, we anticipate that the open source micro-
manager plug-in REALM that we provide will enable new avenues for SMLM in
deep tissue and facilitate correlative functional and nano-structural research.
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3.A Appendix
3.A.1 Methods
Set up
Experiments were performed using a Nikon Ti Eclipse body with a 100X 1.49 NA
objective and a quad-bandfilter cube (containing aZT405/488/561/640rpc dichroic
and ZET405/488/561/640m emission filter, Chroma), to which a MICAO adap-
tive optics module containing a MIRAO52E (Imagine Optics) deformable mirror
was mounted 19 (see Supplementary Figure 3.A.2). Detection is performed with
a CMOS camera (Orca Flash v4.0, Hamamatsu). For excitation we used a single
mode 647nm laser (140mW, LuxX, Omicron) and 405nm laser (60mW LuxX, Omi-
cron) which can be used for normal widefield and TIRF illumination.

Calibration of the DM
In order to ensure accurate modulation of the Zernike modes, the deformable mir-
ror needs to be properly calibrated. The DM was calibrated by replacing the cam-
era with a Shack-Hartmann sensor (HASO, Imagine Optics) to directly measure the
wave-front, using the provided software. A 1 𝜇m bead (TetraSpeck, ThermoFisher,
T7282, dilution 1:1000) dried on a coverslip and mounted in glycerol was used
as a point source. Mounting in glycerol reduces apodization in the pupil plane
due to possible super-critical angle fluorescence, ensuring a homogeneously filled
pupil. We blocked other beads in the FOV by placing an iris in the intermediate
image plane. The wave-front deformation of each actuator was measured with 10
push-pull cycles to obtain the interaction matrix, which was then converted into
the Zernike-based control matrix. We perform this calibration once a year.

The calibration was verified using a phase retrieval algorithm [26] in combina-
tion with through-focus scans of 175 nm green fluorescent beads (PS-speck, Ther-
moFisher, P7220, dilution 1:500) mounted in PBS. This revealed that upon startup
the shape of the mirror is imperfect due to thermal drift and needs to be corrected
(see Supplementary Figure 3.A.3). The inverse estimated Zernike coefficients from
the phase retrieval algorithmwere subsequently applied by the mirror, after which
a second through-focus scan was acquired. This revealed that this approach was
able to correct the complete system within 0.1-0.2 rad RMS (15-30 m𝜆) wave-front
error. Prior to each experiment we performed this calibration step to ensure that
the systemwas properly corrected. Next, we modulated individual Zernike modes
and acquired through-focus scans of these PSFs. Phase retrieval indicated that all
modes up to the 4th order could be accurately modulated with little crosstalk be-
tween Zernike modes (see Supplementary Figure 3.A.3).

DNA-PAINT sample and imaging protocol
Sample chambers were prepared using double sided tape to create two cavities of
10 𝜇l between a microscope slide and a plasma-cleaned #1.5 high-precision cover
glass. Next, 10 𝜇l of a solution of BSA-biotin (1 mg/ml in ultra-pure water MQ,
SigmaAldrich, A8549)was incubated for 5min after beingwashedwith 50 𝜇l wash-
ing buffer (1x PBS containing 10 mM MgCl2). 10 𝜇l of streptavidin (1 mg/ml in
MQ, Sigma Aldrich, 434302) was then flushed in and incubated for 5 minutes and
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washed with washing buffer. Next, biotin conjugated to the complementary DNA-
strand P1 (1 mg/ml in MQ) 15 was incubated for 5 minutes and washed away.
Finally, washing buffer containing 500 pM of Atto645 conjugated to DNA-strand I1
and green fluorescent beads (PS-speck, ThermoFisher, dilution 1:1000) was flushed
in, after which the cavity was sealed with grease and nail polish. The fluorescent
beads were used to monitor the stability of the deformable mirror and if needed
to correct for thermal drift in between experiments. For each AO correction, a ran-
dom aberration configuration consisting of Zernike modes 𝑍±2

2 , 𝑍±1
3 , 𝑍±3

3 , 𝑍0
4 , 𝑍±2

4
and 𝑍±4

4 (11 modes) was induced by the DM. The amplitudes of these modes were
chosen uniformly random and normalized to 0.75 rad RMS. Next, the adaptive op-
tics methodwas performed (see below for implementation details). Afterwards the
residual aberration level Wrms was evaluated as

𝑊rms =
√√√
⎷

1
∑
𝑗=1

1(𝐴𝑗
induced − 𝐴𝑗

estimated)2 (3.1)

with𝐴𝑗
induced being the induced knownZernike coefficient of Zernikemode j and the

𝐴_estimated𝑗 the coefficient of Zernike mode 𝑗 estimated by the AOmethod. Prior
and during the experiment the signal levels and state of the DMwere monitored to
ensure equal comparison between these methods (see Supplementary Figure 3.A.1
for experimental details).

Single-molecule acquisition simulations
The single-molecule acquisitions were simulated using a vector PSF model to cap-
ture the full complexity of the aberration configurations [27]. Blinking dynamics
play a large role in the variability of themetric value and needed to be incorporated
in the simulation. Wemimicked these blinking dynamics by introducing a variabil-
ity in the number of emitters in each frame and in the number of photons each emit-
ter emits. The parameters for these distributions corresponded to the experimental
signal levels of the DNA-PAINT sample (see Supplementary Figure 3.A.1). The
number of emitters per frame was randomly chosen from a Poisson-distribution
(with an average of 13 emitters), and the number of photons of each emitter fol-
lowed an exponential distribution (with an average of 2500 photons). The emit-
ters were randomly positioned with uniform probability across in the field of view
(400x400 pixels, 65 nm pixel size) with a uniform background of 20 photons per
pixel. Lastly, Poisson noise was added to represent the shot-noise.

The performance of the AOmethodswas evaluated similar to the procedure de-
scribed above. Known aberration configurations were induced, followed by AO-
based corrections using the different approaches. For comparison with our DNA-
PAINT experiment all emitters were placed in focus (z-position = 0 nm) and simu-
lated with a 1.49 NA objective, while for the metric curve and optimization of our
method (see Supplementary Figures 3.A.3&3.A.4) the emitters were uniformly ran-
dom positioned in the z-direction between ±00 nm at a depth of 20 𝜇mwith a 1.35
NA silicon immersion objective with refractive index matching. AO methods

Model-based optimization iteratively corrects Zernike modes by applying a se-
quence of biases of the Zernike mode that is to be corrected. The metric values of
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these acquisitions are computed and a metric curve is fitted to find the optimum
(see Supplementary Figure 3.A.4). Metric curve fitting was implemented by least-
squares fitting with a Gaussian functionwith an offset (4 fit parameters). The width
and center of the fitted Gaussian were constrained to prevent that occasional out-
liers in the metric values resulted in extreme fit values. The width was constrained
to [0.4, 1] rad and the center to [-0.5, 0.5] rad. This greatly improved the performance
of the previously proposed method 11 as the noise-sensitive metric M1 often led to
extreme fit-valueswhen not constrained. For Figure 3.1, themodel-based optimiza-
tion by Burke et al. was implemented with 11 biases per Zernike mode, whereas
REALM used 9 biases per Zernike mode.

The downhill-simplex algorithm uses simplexes (higher dimensional triangles)
to find an optimum in the parameter space. We implemented this optimization al-
gorithm via the MATLAB function fmincon with the initial simplex size set to 0.2
rad, whichwas found towork optimally. MetricM3was used for all Zernikemodes
as we did not induce secondary spherical aberration. Therefore, a separate simplex
routine with a different metric for primary and secondary spherical aberration as
originally proposed 13 could not be implemented. We did not find any reduced
correction ability for primary spherical aberration using metric M3. However, we
noticed that when correcting more than 4 Zernike modes, the simplex optimization
was unable to converge in this larger noisy parameter space. Therefore, optimiza-
tion was stopped after 300 acquisitions and the state with the best obtained metric
value was taken as the estimated correction.

Particle-swarm optimization uses a collection of solutions moving through so-
lution space, where their movement is affected by the individually best solution it
found so far, as well as the groups best solution. Particle-swarm optimization was
implemented via the MATLAB function particleswarm with a swarm size of 25 as
suggested 12 with a maximum of 20 iterations for a maximum of 300 acquisitions.
We used an initial swarm spansize of 0.1 rad and a maximum spansize of 0.75 rad.
Other settings for particleswarmwere set to standard values (InertiaRange, SelfAd-
justment and SocialAdjustment set to 1).

COS7 staining
COS-7 cells for Figure 3.2a-e were seeded onto 25 mm coverslips. After 24 hours,
cells were pre-extracted with 0.1% glutaraldehyde and 0.2% Triton-X100 in PEM80
(80 mM Pipes, 1 mM EGTA, 4 mM MgCl2, pH 6.8) for one minute. The cells were
subsequently fixed with 4% PFA in PEM80 for 10 minutes. After washing in PBS
(3x5 min) cells were permeabilized in 0.2% Triton-X100 in PEM80 for 15 minutes.
After washing (3x5 min) blocking was performed in 3% BSA in PEM80 for 45 min-
utes and incubated overnight with a primary antibody against 𝛼Tub (mouse IgG1,
Sigma Aldrich, B-5-1-2, dilution 1:500). The cells were again washed with PBS (3x5
min) and incubated with secondary antibody (goat, anti-Mouse IgG (H+L), Alex-
aFluor647, Life Technologies, dilution 1:500) for 1 hour at RT. The coverslip was
then placed on a microscope slide with the cells facing upwards, after which a 50
or 80 𝜇m thick rat brain section (see below for details) was placed on the coverslip.
The surplus of PBS was removed with a tissue and 70 𝜇l of glycerol blinking buffer
(see below) was deposited on the slice. Next, a 25 mm #1.5 high precision coverslip
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was placed on top of the slice and the assembly was sealed with nail polish. For
the blinking buffer 10 𝜇l of 1M MEA, together with 2,5 𝜇l of 20% glucose and 1 𝜇l
of gloxy buffer (70 mg/ml glucose oxidase, 4 mg/ml catalase in MQ), were mixed
with 86 𝜇l of a mixture of 95% glycerol and 5% Tris 20 mM, pH 8.0.

Slice preparation and 𝛽IV-spectrin staining
All animal experiments were performed in compliancewith the European Commu-
nities Council Directive 2010/63/EU effective from 1 January 2013. Theywere eval-
uated and approved by the national CCD authority (license AVD8010020172426)
and by the Royal Netherlands Academy of Arts and Science (KNAW) animal wel-
fare and ethical guidelines and protocols (IvDNIN 17.21.01 and 19.21.11). To obtain
sections with a fixed thickness (Figure 3.1a-e), adult rats were deeply anaesthetized
by an i.p. injection of pentobarbital (50 mg/kg) and transcardially perfused with
PBS and 4% PFA. The brains were removed and post-fixed in PFA for 24 hours after
which the tissue was stored in PBS. Coronal sections of 50 𝜇m thick were cut on a
vibratome (VT1200S, Leica Microsystems).

For 𝛽IV-spectrin staining (Figure 3.3&3.4 and Supplementary Figures 3.A.11&
3.A.13 ), adult rats were deeply anaesthetized by 3% isoflurane inhalation and de-
capitated, after which the brains were moved to ice-cold artificial cerebral spinal
fluid containing (inmM): 125NaCl, 3KCl, 25 glucose, 25NaHCO3, 1.25Na2H2PO4,
1 CaCl2, 6 MgCl2, saturated with 95% O2 and 5% CO2 (pH 7.4). 300-400 𝜇m thick
parasagittal brain sections containing the primary somatosensory cortex were cut
on a vibrotome (1200S, Leica Microsystems). Following a recovery period at 35 ∘C
for 35-45 minutes slices were stored at room temperature in the ACSF. For whole-
cell filling with biocytin (Figure 3.4), the slice was transferred to a customized up-
rightmicroscope (BX51WI, OlympusNederland BV). Themicroscope bathwas per-
fused with oxygenated (95% O2, 5% CO2) ACSF consisting of (in mM): 125 NaCl,
3 KCl, 25 glucose, 25 NaHCO3, 1.25 Na2H2PO4, 2 CaCl2, and 1 MgCl2. Patch
pipetteswere pulled fromborosilicate glass (HarvardApparatus, Edenbridge, Kent,
UK) pulled to an open tip of 3 – 6 MΩ resistance. The intracellular solution con-
tained (in mM): 130 K-Gluconate, 10 KCl, 4 Mg-ATP, 0.3 Na2-GTP, 10 HEPES, 10
Na2-phosphocreatine and 5 mg ml−1 biocytin (pH 7.25 adjusted with KOH, 280
mOsmol kg−1). An Axopatch 200B (Molecular Devices) was used to obtain whole-
cell configuration. The cell was left to fill for 30 min, during which the bridge bal-
ance was monitored and stayed below 15 m𝜆. Slices were fixed in 4% PFA (20 min-
utes) and blocked with 5% NGS and 2% Triton (2 hours) before incubation with
rabbit anti-𝛽IV-spectrin antibody in blocking buffer (1:1000, 24 hours, gift from M.
Engelhardt). Slices were washed (3x15 minutes), incubated with goat anti-rabbit
Alexa 647 (1:500 or 1:1000, 2 hours, ThermoFisher) and in the case of biocytin filling,
with Streptavidin Alexa-488 conjugate (1:500, Invitrogen) and washed again. Dur-
ing all steps, the slices were at room temperature and on a shaker. The slices were
stored in PBS (4∘C). Before imaging, slices were incubated for at least 15 minutes in
95% glycerol and 5% Tris 20 mM after which they were mounted between a micro-
scope slide and #1.5 high precision coverslip with two 120 𝜇m spacers (Secure-Seal
Spacer, Thermofisher, S24735) in the blinking buffer described above.
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Direct comparison between REALM and Mlodzianoski et al.
We first performed both correction methods and performed SMLM while switch-
ing betweenmirror states during the acquisition every 500 frames. Mlodz. (as pub-
lished) indicates the implementation as published, including a separate simplex
routine with a different metric for primary and secondary spherical aberration, af-
ter which a secondary simplex routine corrects astigmatism and coma. Mlodz. (ex-
tended) denotes the method as published, except that trefoil and secondary astig-
matism are also included in the second simplex routine. REALMwas implemented
as in Supplementary Figure 3.A.9.

SMLM detection, localization and reconstruction
The detection, localization and reconstruction was performed with the ImageJ plu-
gin DoM (Detection of Molecules) [28] (see ). DoM detects single molecules events
by convolving images with a combination of a Gaussian and Mexican hat kernel.
Localization is performed by an unweighted nonlinear 2DGaussian fit with Leven-
berg–Marquardt optimization. The detection PSF size was set to 150 nm. Local-
izations with a width larger than 130% of this size (195 nm) are regarded as false
positives. A localization is classified as successful if it is non-false positive and has
a positive integrated intensity. SMLM reconstructions were rendered by plotting
each molecule as a 2D or 3D Gaussian with standard deviations in each dimension
equal to the corresponding localization errors. For astigmatic 3D localization the
z-position was estimated from the difference in x- and y-width of the spot, where
we corrected for depth-induced loss of astigmatism 19 using a simulated required
astigmatism level at each depth (see Supplementary Figure 3.A.13e-f). Drift was
corrected by 2D cross-correlation of intermediate reconstructions consisting of 500
or 1000 frames. The FRC resolution was computed by splitting the localizations
in two batches every other 500 frames. The corresponding reconstructions where
then used the calculate the FRC resolution using the ImageJ Fourier Ring Correla-
tion plugin.

REALM
REALM (Robust and Effective Adaptive optics in LocalizationMicroscopy) is a free
open-source Micro-Manager plugin (github.com/MSiemons/REALM [29]) where
the method described in this work is implemented (see Supplementary Figure 3.4).
It offers a compact and intuitive user interface suitable for non-experts. It currently
supports two types of DMs: MIRAO52E (Image Optics) and DMH40-P01 (Thor-
labs, see github.com/ HohlbeinLab/Thorlabs_DM_Device_Adapter for the device
adapter) and we encourage others to build device adapters for other DM manu-
facturers to interface with REALM. The Fourier transform needed for the metric
evaluation is implemented via the 2D Fast Hartley Transform (FHT), where the im-
age is padded with the mode value of the acquisition to a size of 2n x 2n (with
n in integer), usually resulting in a size of 256 x 256 or 512 x 512. All aberration
corrections for Figure 3.2 and 3.3 are performed with REALM.

http://github.com/MSiemons/REALM
http://github.com/HohlbeinLab/Thorlabs_DM_Device_Adapter
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3.A.2 Supplementary figures
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Figure 3.A.1: DNA-PAINT sample anddeformablemirror remain stable during the experiment of Figure
3.1f. a) Schematic of the experimental procedure, consisting of a monitoring part (first 3 blocks) and a
correction part (bottom 4 blocks). Prior to a series of AO corrections, the stage moves to a position with
a bead and acquires 3 through-focus scan. Next, 25 frames were acquired at the DNA-PAINT position
(without a bead in the FOV) with the system-corrected DM state. From these acquisitions the number
of emitters (b), number of photons per emitter (c) and distribution of photon counts were measured (d).
This revealed that the signal levels remained constant for the full 7 hour duration of the experiment. The
acquired through-focus scans (in system corrected state) are analyzed with a phase retrieval algorithm
25 to check for possible drift in the mirror. The aberration level (e) remained at a level of 0.2 rad RMS
during the whole experiment. Error bars indicate the standard error of mean in the number of emitters
(b), number of photons (c) of the 25 frames and estimated aberration level (e).
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Figure 3.A.2: Illustration of the set up. The AO module consists of a 4F system (lenses L2 and L3, f
= 500 mm), where the deformable mirror (DM) is placed in the back focal plane of L2. Another lens
(L1, f = 750 mm) is placed in the intermediate image plane (IIP), which conjugates the pupil plane of
the objective to the DM. This lens is needed as the tube lens and objective inside the microscope body
are placed approximately 5 cm too close to each other to form a 4F system. For calibration of the DM,
the CMOS camera is replaced with the SH-sensor module, which consists of a lens (f = 100 mm) and a
Shack-Hartman sensor.
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Figure 3.A.3: Verification of the DM-calibration. a) On start-up the experimental PSF (exp) is aberrated
due to drift in the deformable mirror. A phase retrieval algorithm (fit) (see methods) estimated the
specific Zernike modes as shown in (b). The inverse Zernike coefficients of modes 𝑍±2

2 , 𝑍±1
3 , 𝑍±3

3 , 𝑍0
4 ,

𝑍±2
4 , 𝑍±4

4 , 𝑍±1
5 , 𝑍±3

5 and 𝑍0
6 were subsequently applied by the mirror, which improves the PSF (TFS

after correction). Phase retrieval revealed that all major contributing Zernike modes were nullified. c)
PSFs and phase retrieval fits corresponding to Zernike modes 𝑍±2

2 , 𝑍±1
3 , 𝑍±3

3 , 𝑍0
4 , 𝑍±2

4 , 𝑍±4
4 with an

amplitude of 0.63 rad (100 m𝜆). d) phase retrieval of (c) revealed that this DM is capable of accurately
modulating Zernikemodes up to the fourth order with little crosstalk. Higher order modes such as𝑍±1

5 ,
𝑍±3

5 and 𝑍0
6 appear to have crosstalk with lower modes.
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Figure 3.A.5: Metric curves for different Zernike modes. a-f) Metric value as function of applied bias
for different Zernike modes. These values were obtained by simulating single-molecule acquisitions
(see methods) with different biases for each Zernike mode. A Gaussian function with offset properly
describes the metric values to all Zernike modes up to the 4th order in a ±1 rad range and was therefore
used as the metric curve. Increasing the bias beyond ±1.5 rad results in an increase in the metric value
for some Zernike modes. This inversion of the metric value occurs due to contrast inversion at (specific)
spatial frequencies.
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Figure 3.A.6: Simulation-based optimization of REALM. a-c) residual aberration level for different max-
imumapplied biases and correction rounds, using 9 biases per Zernikemode (11 Zernikemodes in total).
Dashed line indicates induced aberration level (0.75 rad RMS). Residual aberrations are minimal when
using a bias of 1 rad. d-f) Residual aberration level for different number of biases and correction rounds.
Approaches with 13 biases in 2 correction rounds (total of 286 acquisitions for 11 Zernike modes) or 9
biases in 3 correction rounds (total 297 acquisitions for 11 Zernikemodes) both constitute efficient strate-
gies to achieve robust correction. All simulations contain 25 random aberration configurations (n = 25)
for each optimization configuration. Box plot indicates 9/91-percentile, 25/75-percentile and median.
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Figure 3.A.7: Experimental performance of REALM as function of induced aberration level using a
DNA-PAINT sample in different signal to background ratio’s (SBR). Here 2 correction roundswith 13 bi-
ases per Zernike mode with a maximum bias of 1 rad is used. For each aberration level, 10 random aber-
ration configurationswere induced by the deformablemirror and subsequently corrected. Results below
the initial aberration level (dashed line) indicate improvement, results below 0.9 Strehl-ratio (dashed-
dotted line) indicate proper imaging conditions. For (a) and (b) these aberration configurations consisted
of 11 Zernikemodes (astigmatism, coma, primary spherical aberration, trefoil, second order astigmatism
and quadrafoil) and for (c) and (d) these consisted of 5 Zernike modes (astigmatism, coma and primary
spherical aberration). The measured total signal to background ratio (SBR) was 0.0065 (a), 0.0015 (b),
0.0003 (c) and 0.0002 (d). The signal and background level are estimated from 25 pre-acquisitions before
an aberration is induced. Nemit, Nphoton, bg and Nzern indicate the average number of emitters per
frame, the average number of emitted photons of each emitter, the background photon count and the
number of applied Zernike modes present in the aberration configuration. Error bands indicate 9/91%
and 25/75% percentile in all panels. REALM was capable of correcting up to 1 rad RMS of wave-front
error when the aberration was completely random for all but the lowest SBR. In practice, a major con-
tribution is due to spherical aberration, which can be roughly pre-corrected, significantly increases the
aberration level which can be corrected by REALM.
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Figure 3.A.8: a) Experimental procedure for comparing SMLMwith and without adaptive optics. First,
the mirror was used to correct all system induced aberrations using a bead sample (see Supplementary
Figure 3.A.2). This mirror state was saved and later used as the system-corrected DM state. For the 80
𝜇m slice we pre-corrected spherical aberration by applying this mode with an amplitude of 100 nm (0.9
rad) (RMSnormalized amplitude). Next, the samplewasmounted and focusedusingwidefield imaging,
while trying to keep the illumination minimal. Subsequently, the laser power was increased to initiate
the blinking and spherical aberration was corrected, followed by the other Zernike modes. After correc-
tion themirror state was saved as sample-corrected state and the SMLM acquisitionwas started. During
this acquisition themirror switches between the system- or Z40 pre-corrected and sample-corrected state
every 500 frames. b) SMLM reconstruction of microtubules in COS-7 cells imaged through a 50𝜇m thick
brain section using the frames with the DM in system-corrected state (without AO). Image contains a
total of 34K successful localizations with a localization precision <20 nm. c) SMLM reconstruction of
b) using frames with sample-corrected DM state. The estimated aberration level was 0.81 ±0.02 rad
RMS and 123K events were successfully localized with a precision <20 nm. d&e) Another example as
b&c, consisting of 17K localizations (without AO) and 53K localizations (with AO) with a localization
precision <20 nm. Estimated aberration level was 1.07±0.08 rad RMS. f) SMLM reconstruction of micro-
tubules in COS-7 cells imaged through a 80 𝜇m thick brain section using the frames with a precorrection
of spherical aberration (35K localizations with a localization precision <20 nm). g) as (f) but with frames
with the DM in sample corrected state (79K localizations with a localization precision <20 nm). Esti-
mated aberration level was 0.91±0.04 rad RMS (on top of 0.9 rad pre-corrected spherical aberration).
Repeated n=10 times in 3 distinct samples with similar results.
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Figure 3.A.9: Illustration of the effect of a high refractive index buffer and objective choice. a) When
using a water-based buffer the subcellular content of the tissue (organelles, DNA) has a large refractive
index mismatch with the buffer. This rapid local change in refractive index drowns the gradually aber-
rated wave-front, thereby rendering AO less useful. b) By mounting the sample in a higher refractive
index buffer using glycerol, the subcellular content causes less scattering and AO becomes more useful.
c) A silicon immersion lens is the objective of choice when using a water buffer as the average refractive
index of (brain) tissue is around 1.4. This matches the refractive index of the silicon oil, minimizing
sample induced spherical aberration. However, the collection efficiency is only 92% as the largest avail-
able NA (1.35) is smaller than the refractive index. d) The glycerol-based buffer increases the average
to around 1.48 (assuming a water content of 70%, which is replaced by the glycerol blinking buffer).
Therefore a 1.49 NA oil immersion lens has a smaller refractive index mismatch than silicon oil and a
higher collection efficiency as it collects the complete 2𝜋 sr solid angle and is therefore the objective of
choice. For the computation of the collection efficiency we incorporated the Fresnel reflection at each
interface.
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Figure 3.A.10: Direct comparison between the method proposed byMlodzianoski et al. (here shortened
toMlodz.) and REALM by imaging COS-7 cells through 60 𝜇m thick slices (2x9 experiments). a) Recon-
struction of Mlodz. (as published) and REALM for experiment # 3. b) Representative single acquisition
for Mlodz. and REALM corresponding to (a). Spots appear more confined and round with REALM. c)
Average number of localization per frame for Mlodz. and REALM for (a). d) Estimated wave-front by
Mlodz. (Wrms = 0.36 rad) and REALM (Wrms = 1.3 rad) for (a). e-h) Same as (a,b) but for experiment #
7 & # 9. i-k) Total number of successful localizations with a localization precision below 20 nm, 10 nm
and 5 nm resp. for Mlodz. (as published) compared to REALM. l) Improvement factor in the number of
localizations below 20 nm (2.2x, median), 10 nm (3.4x, median), and 5 nm (8.6x, median) with REALM
compared to Mlodz. (as published). m) Applied correction level for Mlodz. (as published), Mlodz. (ex-
tended) and REALM. REALM applies a larger correction, indicating that simplex optimization remains
in a noise induced local minimumn-u) Same as (e-l) but with Mlodz. (extended). v) Box plot of the cal-
culated FRC ofMlodz. as published (151 nmmedian), Mlodz. Extended (145) and REALM (122 nm). All
experiments were performed on three distinct samples. All scale bars indicate 5 𝜇m. Box plots (l,m,u,v)
indicate 9/91-percentile, 25/75-percentile and median. Reconstruction pairs are shown with the same
contrast.
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a

+500 nm

-500 nm

b

+250 nm

-250 nm

Figure 3.A.11: Example 3D SMLM reconstructions of 𝛽IV-spectrin in the AIS of layer 5 axons at a depth
of 40 𝜇m (a) and 50 𝜇m (b). Scalebar indicates 2 𝜇m. Repeated n=12 times in 4 distinct samples with
similar results.
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Figure 3.A.12: Estimated aberrations byREALM. a)Aberration profile corresponding to the𝛽IV-spectrin
reconstruction of Figure 3.3. b) Metric values and Gaussian fits of (a) of the model-based optimization
algorithm of REALM. c) Estimated Zernike coefficients of (a) and (b). Error bars indicate the standard
deviation based on the goodness of fit to themetric values. d-f)Aberration profiles corresponding to𝛽IV-
spectrin reconstructions of Supplementary Figure 3.A.11(a,b) and Figure 3.2 resp. g-i) Estimated Zernike
coefficients of (d-f), respectively. Error bars indicate the standard deviation based on the goodness of fit
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Figure 3.A.13: REALM improves 3D multiplane astigmatic SMLM. a) SMLM reconstruction of a single-
plane astigmatic imaging experiment using 𝛽IV-spectrin at a depth of 50 𝜇m. Every 500 frames the DM
state was switched to system-corrected (without AO, 100 nm FRC) and sample-based correction (with
AO, 76 nm FRC) (repeated n=3 times with similar results). b) Due to spherical aberration, the ellip-
ticity of the PSF and therefore the z-encoding is lost without AO. This prevents multiplane astigmatic
SMLM reconstructions to be ‘stitched’ together. c) Using REALM for aberration correction, z-encoding
is restored allowing for 3D multiplane astigmatic SMLM. d) Measured aberration level using REALM
on 𝛽IV-spectrin stained slices at different depths. Data comprised of estimated aberration levels in 3
samples. Error bars indicate standard deviation of REALM. Correction was performed once (n=1). e)
Required level of astigmatism to maintain a similar calibration curve for astigmatic z-encoding, based
on PSF simulations 19 and a refractive index of 1.48. f) Theoretical calibration curve with and without
AO with astigmatism levels of (e) as a function of depth. Without AO the ellipticity of lost, resulting in
failure of 3D multiplane astigmatic SMLM as shown in (b).

Figure 3.A.14: Images of the open-sourceMicro-Manager plugin REALM (28). Relevant parameters can
be tuned (Zernike modes, number of biases, maximum bias, number of correction rounds). REALM re-
quires only little input parameters (NA andwavelength), resulting in a clear and user-friendly interface.

https://github.com/MSiemons/REALM
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4
3D multi-colour far-red

single-molecule localization
microscopy with

probability-based fluorophore
classification

Single-Molecule LocalizationMicroscopy remains limited in its ability for robust and simple
multi-colour imaging. Whereas the fluorophore Alexa647 is widely used due to its bright-
ness and excellent blinking dynamics, other excellent blinking fluorophores, such as CF660
and CF680, spectrally overlap. Recently, an alternative way to spectrally unmix far-red flu-
orophores was demonstrated on a 4Pi microscope, in an approach termed ‘salvaged fluores-
cence’ detection. Here we present an improved experimental implementation of the salvaged
fluorescence concept which is implementable on conversional microscopes. The emission is
split in a short and long wavelength channel to enable classification and localization, but
now imaged on a single camera at the emission port. We furthermore explore if the SF clas-
sification approach can be improved by using a GeneralizedMaximum Likelihood Ratio Test
that incorporates the photon statistics of both channels and compare the performance of this
test to traditional ratio-metric unmixing and Salvaged Fluorescence. We demonstrate the
applicability of this implementation on a variety of samples and targets.

This chapter is currently under review.
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4.1 Introduction

15 years after its invention, Single-Molecule Localization Microscopy (SMLM)
has developed into a reliable and widely used imaging modality to resolve

structures beyond the diffraction limit [1–3]. The fluorophore Alexa647 (AF647)
is the staple of the most popular SMLM technique called direct Stochastic Opti-
cal Reconstruction Microscopy (dSTORM) [4] due to its brightness and excellent
blinking dynamics. However, finding spectrally complementary dyes for multi-
colour imaging has remained a challenge. It takes extensive tuning of laser power
and buffers to optimize the blinking when using fluorophores outside of the far-red
channel [5]. In contrast, other far-red fluorophores such as CF660 and CF680 also
exhibit proper brightness and blinking, but display significant spectral overlap.

One way to overcome this challenge is the use of a grating or prism (spectro-
scopic SMLM) [6–8] or to encode the spectral information in the PSF [9]. However,
these methods increase the footprint of the spot deteriorating the signal to back-
ground ratio and significantly increase the sparsity constraints, which makes them
unsuitable for many applications. Another option is to use ratio-metric spectral un-
mixing [10–12]. However, regular ratio-metric spectral unmixing still requires sig-
nificant separated emission spectra (i.e. AF647 and CF660 cannot be used without
major crosstalk or significant rejection). Another complication of ratiometric spec-
tral unmixing is that it requires nanometer registration of the imaging channels. In
order to perform this correctly, chromatic aberrations and field distortions have to
be calibrated with a high precision, about 20 to 50 times smaller than the pixel size,
to ensure super-resolution reconstructions without significant misalignment [10].
Therefore artefacts can be easily introduced when calibration is not performed cor-
rectly and frequently.

Recently, an alternative way to spectrally unmix AF647 and CF660 was demon-
strated on a 4Pi microscope, in an approach termed ‘Salvaged Fluorescence’ (SF)
detection [13]. Here localization and detection is performed using the fluorescence
collected in the regular imaging channel, but the fluorescence reflected by the di-
chroic mirror that couples in the excitation light (called ‘salvaged fluorescence’)
is used for classification. This captures the low wavelength front of the emission
spectrum, which is the most distinguishable feature of the different far-red fluo-
rophores. As such, this small wavelength window enables adequate classification
without compromising the detection and localization in the other channel. Fur-
thermore, this method does not require nanometer channel registration. However,
conventional microscopes require an extensive rebuild and an additional camera in
order to detect the light reflected by the excitation dichroic mirror. This has so far
limited the implementation of SF to other systems. There is therefore a need for a
implementable solution for conventional microscopes.

Another possible point of improvement of SF is the classification pipeline. In SF
the intensity in the short wavelength channel is estimated by integrating the (back-
ground corrected) region of interest (ROI) of the spot. Additionally, a 2D Gaussian
mask is applied to ROI to reduce the effect of (high) pixel values at the periphery of
the ROI. This SF metric is then divided by the estimated photon count in the (high
intensity) longwavelength channel to get the SF ratio. This pragmatic approach has
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proven to be a successful classification pipeline, but does not incorporate photon
statistics. This aspect is generally considered as one of themain principles in SMLM
where the Cramér Rao Lower Bound dictates localization precision. We therefore
hypothesized that a classification approach which incorporates photon statistics is
able to outperform the SF classification approach.

Here we present an improved experimental implementation of the SF concept
which is implementable on conversionalmicroscopes. Inspired by the salvaged flu-
orescence concept, the emission is split in a high intensity, long wavelength chan-
nel, used for detection and localization, and a low intensity, short wavelength chan-
nel used to facilitate classification. However, by optimizing the choice of dichroic
mirrors andfilters both channels are now imaged on a single camerawhich ismoun-
ted on the emission port. We furthermore explore if the classification approach of
SF can be improved by using a statistical test called a Generalized Likelihood Ratio
Test (GLRT) [14]. Such a test has been demonstrated to distinguish optimally be-
tween random background fluctuations and (dim) single-molecule blinking events
[15]. In our case, the GLRT can determine the most likely fluorophore candidate for
the blinking event, given the measured pixel values in both channels. We demon-
strate this experimental implementation and classification approach for 2-colour
dSTORM (with AF647 and CF660 or CF680) and 3-colour dSTORM (with AF647,
CF660 and CF680) in both 2D and 3D using astigmatic PSF engineering [16]. Lastly,
we compare the classification performance of the GLRT to traditional ratio-metric
demixing and Salvaged Fluorescence and discuss options to improve the perfor-
mance of the GLRT.

4.2 Results
4.2.1 Setup
We used a regular TIRF microscope equipped with a dual channel module and
chose our filters in such a way that all the fluorescence is collected and split onto a
single camera (see Material and Methods). The emission was split in a short chan-
nel (channel 1) with intensity fraction 𝜂1 = 𝑁 ch1

ph /𝑁 total
ph and a long channel (channel

2) with fraction 𝜂2 = (1−𝜂1). See Supplementary Figure 4.A.1 for the spectral char-
acteristics of all the components. These spectral dichroic mirrors and filters were
chosen such that the first part of the emission peak of AF647 was just captured
in channel 1, resulting in intensity fractions of 𝜂AF6471 = 13.3%, 𝜂CF6601 = 3.3% and
𝜂AF6471 = 1.5% for AF647, CF660 and CF680, respectively. Detection and localization
was performed in the long channel which collects 86.7%, 96.7% and 98.5% of their
fluorescence, respectively. For a 500 photon event, the small loss in intensity in-
duced by this separation corresponds to a drop in localization precision of roughly
1 nm, 0.2 nm and 0.1 nm in the case for AF647, CF660 and CF680 respectively.

4.2.2 Likelihood Ratio Test for fluorophore classification
The Generalized Likelihood Ratio Test can classify the fluorophores based on the
prior knowledge that a specific blinking event is either caused by fluorophore A
or fluorophore B, which will yield two different intensity ratios between channel 1
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and 2. The GLRT therefore has to test the following hypotheses

𝐻0 ∶ 𝜂1 = 𝜂𝐴
1

𝐻1 ∶ 𝜂1 = 𝜂𝐵
1

(4.1)

with 𝜂A/B
1 the (calibrated) intensity fraction in channel 1 for fluorophore A or B. This

leads to the test statistic 𝑇 , given by

𝑇 = 2 (log𝐿
max 𝜃𝐴

{𝜃𝐴, 𝜂𝐴
1 |𝑑𝑘} − log𝐿

max 𝜃𝐵

{𝜃𝐵, 𝜂𝐵
1 |𝑑𝑘}) (4.2)

where log𝐿
max 𝜃𝐴

{𝜃𝐴, 𝜂𝐴
1 |𝑑𝑘}denotes themaximum log likelihoodobtained by a 2- chan-

nelMLE fit of pixel data 𝑑𝑘 with fit parameters 𝜃 and fixed intensity fraction 𝜂1. This
MLE fit procedure fits two coupled Gaussian distributions to the two spots, where
the 𝜂1 governs intensity ratio between the two Gaussian distributions (see Supple-
mentary Note for details). To obtain the test statistic value, the two spots of a single
blinking event are fitted twice: once with a fixed intensity fraction 𝜂𝐴

1 (assuming it
is fluorophore A) and once with a fixed intensity fraction 𝜂𝐵

1 (assuming it is fluo-
rophore B, see Figure 1d). The GLRT, which determines which fluorophore is the
most likely candidate for a blinking event, provides the decision rule

𝑇 > 𝑐0 → fluorophore A
𝑇 > 𝑐1 & 𝑇 < 𝑐0 → rejection

𝑇 < 𝑐1 → fluorophore B
(4.3)

with 𝑐0/1 adjustable thresholds. These thresholds can be chosen to reduce the false
positive rates, 𝑃(𝑇 > 𝑐0|𝐻1) and 𝑃(𝑇 < 𝑐1|𝐻0), and achieve a significance level
𝛼 via 𝑃(𝑇 > 𝑐0|𝐻0) = 𝛼 and 𝑃(𝑇 < 𝑐1|𝐻1) = 𝛼. As stated by the Neyman–
Pearson lemma [14], this likelihood-ratio test is the most powerful among all level-
𝑎𝑙𝑝ℎ𝑎 tests and can therefore classify the fluorophores with the lowest possible false
positive rate for a chosen threshold 𝑐𝑖. A possible implementation in the case for 3
ormore fluorophores is to test which of themodels is themost likely [17]. However,
herewe perform theGLRT recursively (fluorophoreA vs B followed by fluorophore
B vs C) which is possible because 𝜂𝐴

1 > 𝜂𝐵
1 > 𝜂𝐶

1 > ⋯ > 𝜂𝑁
1 . This allows for

multiple thresholds to tune the false positive rates of each fluorophore. We termed
this classification method Probability-based Fluorophore Classification (PFC).

4.2.3 Classification performance
Wefirst analyzed the performance of the PFC for dual colour cases (AF647 vs CF660
andAF647 vs CF680). We experimentally obtained the distributions of 𝑃(𝑇 │𝐻𝑖) by
measuring the values of the test statistic of blinking events in samples labeled with
a single fluorophore (see Figure 4.2.1f). We preferred this experimental approach
because it captures the natural variance in the intensity fraction (no event will have
the exact calibrated intensity fraction) and it also includes possible SMLM imperfec-
tions, such as overlapping events or other blinking artefacts. This approach there-
fore gives a realistic false positive rate. We chose cutoff values of 𝑐0 = 9 and 𝑐1 = -3
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Figure 4.2.1: a) Simplified diagram of the setup. b) Emission spectra of AF647, CF660 and CF680, over-
layed with the emission dichroic (solid line) and channel 1 emission filter (dashed line). c) Distribution
of themeasured intensity fraction of channel 1 for events with 500 photons or more (n = 9.5×105 events
for AF647, n = 7.8 × 105 events for CF660 and n = 9.6 × 105 for CF680, N=5 acquisitions for each flu-
orophore). Grey regions indicate rejection areas when using traditional spectral unmixing to achieve
a false positive rate of 0.5%. d) Example acquisition of channel 1 and channel 2 with a sample labeled
with AF647 and CF660. e) Example of the GLRT classification and the 2 MLE fits. f) Distribution of the
GLRTwith AF647 versus CF680 (top) and AF647 versus CF660 (bottom) for all events of c. Dashed lines
indicate the cutoff values. Events with a GLRT value between the cutoffs are rejected. g) Classification
percentages for all events with photon counts 500 or more for AF647 versus CF680 (top) and AF647 ver-
sus CF660 (bottom). h) Example 2-colour PFC-dSTORM reconstruction of a COS-7 cell stained for ER
(Sec61b-GFP overexpression, magenta) and alpha-tubulin (green) using AF647 and CF680, respectively.
Scale bar indicates 2 𝜇m. i) Example 2-colour PFC-dSTORM reconstruction of a COS-7 cell stained for
clathrin HC (magenta) and alpha-tubulin (orange) with AF647 and CF660. Scale bar indicates 2 𝜇m.



4

78 4. 3D multi-colour SMLM with probability-based fluorophore classification

to achieve false positive rates of 0.5% for both AF647 and CF680. This resulted in
successfully classified fractions of 97.4% and 95% of the events as AF647 andCF680,
respectively, with unclassified fractions of 2.2% and 4.5% when considering events
with 500 photons or more (see Figure 4.2.1g and Supplementary Figure 4.A.2. The
distributions of 𝑃(𝑇 │𝐻𝑖) can be approximated by two Gaussians when binned for
photon count and the distance between these two Gaussians increased for higher
photon counts (see Supplementary Figure 4.A.2). For this reason, less stringent
cutoffs could be used for events with higher photon counts, which would result
in a lower rejection rate of these high-intensity events, but a larger total amount
of rejected events. A similar classification performance was achieved for AF647 in
combination with CF660. In this combination, 10.3% and 15.1% has to be rejected
respectively in order to achieve false positivity rates of 0.5%.

With our method we were able to perform 2-colour dSTORM with both fluo-
rophore combinations (see Figure 4.2.1h&i). We observed a clean separation be-
tween ER, labelled with AF647, and microtubules labeled with CF680 (see Figure
1h). We furthermore observed clearly visible clathrin coated vesicles and pits along-
side densely labeled microtubules with no noticeable crosstalk using AF647 and
CF660 (see Figure 4.2.1i). We show a collection of our multi-colour imaging modal-
ity for a variety of targets in Supplementary Figure 4.A.4&4.A.5 (i.e. different mi-
crotubule subsets, microtubules andmitochondria, pre- and postsynapticmarkers).

4.2.4 Three colour imaging

Wenext tested if we could extend our approach to 3-colour imaging. To achieve suf-
ficient separation in the test statistics we introduced a different emission dichroic
mirror (see Figure 4.2.2a and Supplementary Figure 4.A.1). The intensity fractions
in channel 1 are in this case 27%, 8% and 3% for AF647, CF660 and CF680, respec-
tively (see Figure 4.2.2b). For 3-colour imaging with GLRT each blinking event is
tested for AF647 vs CF660 and CF660 vs CF680. The distribution of the test statis-
tics 𝑇AF647vsCF660 and 𝑇AF647vsCF680 can then be plotted in a 2D histogram, where each
quadrant is associated with a unique fluorophore or rejection (see Figure 4.2.2c).
Again, appropriate cutoff values for classification can be introduced to achieve the
desired false positive rates (Figure 4.2.2d&e). In this case, false positive rates of 1%
can be achieved while rejecting 0.1% of AF647, 28.5% of CF660 and 38.6% of CF680
for events which emitted 500 photons or more.

To demonstrate the 3-colour capabilities of PFC in dense and overlapping struc-
tures we stained COS-7 cells for tyrosinated tubulin, vimentin and clathrin heavy
chain (Figure 4.2.2f-i). We observed a clear separation between the microtubule
network, the intermediate filaments and the clathrin coated pits. However, there
appeared to be some crosstalk from the CF660 channel to the CF680 channel at sites
where vimentin is abundant. This is expected when there are large discrepancies in
the abundance of the stained structure, even with low false positive rates. Recon-
structions of the full field-of-view are shown in Supplementary Figure 4.A.6.
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Figure 4.2.2: a) Emission spectra of AF647, CF660 and CF680, overlaid with the emission dichroic (solid
line) and channel 1 emission filter (dashed line). b) Distribution of the measured intensity fraction of
channel 1 for events with 250 photons or more (n=7.3 × 105 events for AF647, n = 1.1 × 106 events for
CF660 and n = 5.1 × 105 for CF680, N=5 acquisitions for each fluorophore). c) 2D histogram of the test
statistics AF647 versus CF660 and CF660 versus CF680 for the events shown in b. Grey area indicates
rejection zone. (Dotted) lines indicate regions containing 50%, 75% and 90%, as indicated. d&e) Classifi-
cation rates for photon thresholds of 500 and 250. f) Example 3 colour PFC-dSTORM reconstruction of a
COS-7 cell stained for tyrosinated tubulin (magenta), vimentin (cyan) and clathrin heavy chain (orange)
with AF647, CF660 and CF680 respectively. Scale bar indicates 5 𝜇m.
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4.2.5 Astigmatic 3D imaging
We extended our multi-colour SMLM approach to 3D localization by using astig-
matic PSF engineering using a cylindrical lens module. For this, we modified the
2-channel MLE fit required for the GLRT to fit asymmetric Gaussians, which intro-
duced an additional fit parameter (see Supplementary Notes for details). We per-
formed 2-colour 3D SMLMwith astigmatic PSF engineering on COS-7 cells stained
for ER and microtubules (see Figure 4.2.3). Our method was able resolve a micro-
tubule width of 40 nm, consistent with immunolabeling [18] (see Figure 4.2.3d&g).
Furthermore we were able to resolve the nanoscale ER morphology and observed
ERmatrices, consistentwith recent findings using super-resolutionmicroscopy [19]
(see Figure 4.2.3e). Additionally, we found ER tubulation in the cellular periphery
directly adjacent to microtubules, likely as result of microtubule dependent ER re-
modeling [20] (see Figure 4.2.3f). Lastly, our imaging modality was able to resolve
hollow ER tubules in 3D at certain locations (see Figure 4.2.3i). Altogether, this
shows that PFC allows the study of ER - cytoskeleton interaction with nanometer
resolution in 3D.

4.2.6 Classification Comparison
We next compared the performance of PFC to the classification scheme used in Sal-
vaged Fluorescence(SF) and ratio-metric unmixing (RU). For our comparison, we
again used the single-fluorophore samples to determine the rejection rates for dif-
ferent fluorophore combinations for the desired false-positive rate of 0.5%. The
boundaries of the rejection zone for each method were obtained by analyzing the
1D histograms of the estimated intensity ratios (RU), salvaged fluorescence ratios
(SF) and log likelihood ratios (PFC), see Figure 4.2.4.

When classifying AF647 vs CF680 PFC clearly outperformed traditional ratio-
metric spectral unmixing (Figure 4.2.4a-d), but failed to outperform Salvaged Fluo-
rescence. PFC achieves a false-positive rate of 0.5% while rejecting 12.2% and 9.5%
of AF647 and CF680 respectively. For this false-positive rate traditional ratio-metric
unmixing rejected 20.0% and 45.0%, while SF only rejected 4.7% and 6.1%. Classi-
fication performance was substantially reduced when classifying AF647 vs CF660,
but the relative performance remained similar. In this case PFC rejected 28.8% and
29.1% for AF647 and CF660 respectively for a false-positive rate of 0.5%, while RU
rejected 41.5% and 78.9% and SF rejects 18.7 and 30.7%. Here PFC showed a small
improvement over SF when classifying CF660 (29.1% over 30.7%), but the com-
bined rejection rates of AF647 and CF660 were still in favor of SF. In the 3 colour
case (AF647 vs CF660 vs CF680) we chose the rejection zones based on a 1.5% false-
positive rates, see Figure 4.2.4i-k. Here ratio-metric unmixing was inadequate in
classifying CF660 and CF680 and rejects 92.3% and 87.7% of CF660 and CF680 re-
spectively. PFC and SF both classified AF647 with high true-positive rate (97.7%
and 96.6% resp.) and achieved similar rejection rate of CF660 (61.1% and 59.9%
resp.) and CF680 (66.6% and 54.6% resp.). These results demonstrate that although
this implementation of the GLRT clearly improves classification over traditional
spectral unmixing, SF remains the best performing classification algorithm.
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Figure 4.2.4: a-c) 1Dhistogramof the estimated intensity (a) for ratio-metric unmixing (RU), the salvaged
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4.3 Discussion
In this work we introduced an improved experimental implementation of the SF
concept which is implementable on conventional microscopes. The emission is
split in a high intensity channel and a low intensity channel, inspired by the sal-
vaged fluorescence approach. However, our implementation only requires a single
camera, does not require major rework on the microscope and is universally imple-
mentable. This approach allowed us perform the nanometric localization on just a
single channel, which minimizes chromatic aberrations. The small associated loss
in localization precision due to the photon loss in channel 1 mostly affects AF647,
which is mitigated by the fact that AF647 is one of the brightest fluorophores avail-
able.

We furthermore introduced a Generalized Likelihood Ratio Test for fluorophore
classification termed PFC and compared this to traditional ratio-metric unmixing
and the Salvaged Fluorescence approach. It appears that this implementation of
the GLRT outperforms traditional ratio-metric unmixing but not the Salvaged Flu-
orescence approach. This is unexpected as the Neyman-Pearman lemma states that
this likelihood-ratio test is the most powerful among all level-α tests. A possible
explanation why SF outperforms PFC is that the fit algorithm does not converge
properly. In many instances the intensity in the short wavelength channel is suffi-
ciently low that the number of signal photons is lower than the background photon
level. Therefore the background shot noise outweighs the signal photon level per
pixel, which might prevent proper convergence. We explored improving the con-
vergence by constraining the fit algorithm in two ways: 1) a fixed Gaussian width
and 2) no cross channel alignment. However, none of these constrains improved
the classification performance of PFC (data not shown) and additional investigation
is required to understand the performance of PFC. It might be possible to derive a
fundamental bound on the rejection rate, similar to the work by Smith et al [15].
Such a bound can be used as reference in a simulation study to assess the perfor-
mance of PFC and investigate potential inaccuracies.

Another aspect to consider when comparing these different classification meth-
ods is which facets of the available information they use. SF uses the temporal
median pixel value to estimate the background in channel 1 and thereby performs
an improved background estimation compared to an estimation based solely on the
data of the spot itself. This implementation of the GLRT statistic does not use this
additional information and estimates the (uniform) background which is included
as fit parameter. It is therefore likely that SF is able to outperform the GLRT because
it estimates the backgroundmore effectively. An alternative GLRT implementation,
which uses additional acquisitions for background estimation, might therefore be
able to improve PFC classification.

Nonetheless, this experimental implementation, where all fluorescence is cap-
tured on a single camera and split in a low intensity and high intensity channel, is
very photon-efficient compared to spectroscopic methods that often require 50% or
more of the fluorescence forwavelength estimation [6–8]. This implementation also
has several advantages over other multi-colour SMLM approaches such as multi-
plexed DNA-PAINT [21], where a single acquisition can take multiple hours and
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which requires components with a very short shelf lifetime. Lastly, our implemen-
tation has no (additional) sparsity constraints compared to other methods using
PSF engineering [9] or other ‘2-spot’ modalities [22, 23]. Therefore, dense struc-
tures such as microtubules and ER can still be imaged simultaneously. We demon-
strated multi-colour dSTORM with this implementation on a variety of samples
and structures, such as the cytoskeleton network, ER and neuronal synapses, both
in 2D and 3D, and show that this method is compatible withmany different cellular
components and is able to separate these with minimal crosstalk. We therefore an-
ticipate this experimental implementation in combination with the SF classification
approach to become the go-to method for multi-colour SMLM.

4.A Appendix
4.A.1 Methods
Setup
The setup consisted of a Nikon TI-E microscope equipped with a TIRF APO ob-
jective lens (NA = 1.49, 100X). A 638 nm laser (MM, 500mW, Omicron) was used
for TIRF excitation via a laser clean-up filter (LL01-638, Semrock) and excitation
dichroic (FF649-Di01, Semrock). The collected emission was filtered by a emission
filter (BLP01-633R-25, Semrock) and relayed via a 1.5X tube lens (2D imaging) or 1X
tube lens (3D imaging) to the emission port equipped with a cylindrical lens mod-
ule (Nikon) and an Optosplit III module (Cairn Research). The emission dichroic
(FF660-Di02, Semrock for 2 colour imaging and Di03-R660-t1, Semrock for 3 colour
imaging) splitted the emission in a short channel and a long channel on a EMCCD
(iXon 897 – Andor). See the Supplementary Note for details on the calibration. An
additional emission filter (FF01-661/20-25, Semrock) was placed in channel 1. See
Supplementary Figure 4.A.1 for the corresponding spectral characteristics of all the
components.

PSF-model and 2-channel MLE fit
Wemodeled the PSF in each channel as a 2DGaussian, a simplification of themodel
used in [24], where the intensity 𝜇𝑘,𝜆 at pixel location 𝑘 for the respective channel
𝜆 is given by and with 𝑁ph the total number of emitted photons, 𝑎 the pixelsize, 𝑥0
and 𝑦0 the position of themolecule, 𝑥/𝑦align a possible subpixel alignment correction
between the channels, 𝜎 the width of both Gaussian PSFs and 𝑏1/2 the background
in each channel. The log likelihood of the fit [9] is given by with 𝑑𝑘,𝜆 the observed
value of pixel 𝑘 in channel 𝜆 and 𝜎noise the read noise of the camera pixel, which
we assume to be zero for the EMCCD. The two spots in channel 1 and 2 are fitted
simultaneously, leading to 8 fit parameters (𝜃 = 𝑥0, 𝑦0, 𝑥align, 𝑦align, 𝜎, 𝑁ph, 𝑏1, 𝑏2) in
total. In the case for astigmatic PSF a 𝑥- and 𝑦-directional width is fitted. See Sup-
plementary Note on details of the fit algorithm.

Intensity calibration
The intensity fractions for each fluorophore is calibrated by imaging COS-7 cells
stained for 𝛼-tubulin with a single fluorophore. The intensity in channel 2 is esti-
matedwith a regular 2DGaussMLE fitwhich fits the x/y-position, width, intensity



4.A. Appendix

4

85

and background. The intensity in channel 1 is difficult to estimate as these photon
counts are extremely low compared to the background level. To overcome this cal-
ibration issue we fit each spot in channel 1 with a 2D Gauss with a fixed width,
obtained from the estimated width of the high intensity spot in channel 2. Lastly,
fits are classified as outlier and removed if the log likelihood is smaller than the av-
erage log likelihood minus 3 standard deviations or if the estimated photon count
is below 3 (channel 1) or 100 (channel 2). The intensity fraction is then estimated
from the estimated photon counts in each channel of all spots with aweighted least-
squares linear fit, where the weight is taken as the square root of the total estimated
photon count of each spot.

Sample preparation
Animals
In this study female pregnant Wistar rats were obtained from Janvier, and em-
bryos (both genders) at E18 stage of development were used for primary cultures
of hippocampal neurons. All experiments were approved by the DEC Dutch An-
imal Experiments Committee (Dier Experimenten Commissie), performed in line
with institutional guidelines of University Utrecht, and conducted in agreement
with Dutch law (Wet op de Dierproeven, 1996) and European regulations (Direc-
tive 2010/63/EU).

Cell culture
COS-7 and U2OS cells were grown in DMEM (Lonza, 12-604F) supplemented with
10% fetal calf serum (FCS, Sigma, F7524) at 37∘C with 5% CO2. Dissociated hip-
pocampal neuron cultures were prepared from rat pups at embryonic day 18 as de-
scribed previously [25]. Briefly, cells were plated on 18-mm glass coverslips coated
with laminin (1.25 mg/ml) and poly-L-lysine (37.5 mg/ml)(P8920 Sigma Aldrich)
at a 50K/well density. Cells were maintained in Neurobasal medium (NB, Gibco,
21103-049) supplementedwith 2%B27 (Gibco, 17504001), 0.5mMglutamine (Gibco,
25030-032), 15.6 𝜇M glutamic acid, and 1% penicillin/streptomycin (Sigma, P0781)
at 37∘°C in 5% CO2.

Plasmids and transfection
For visualizing the ER we overexpressed GFP-Sec61𝛽 (Addgene #15108), an ER
membrane protein. For transfection, DNA (1 µg) was mixed with 3 µl Fugene6
(Roche, #11836145001) in 200 𝜇l opti-MEM (Gibco, 31985-047) and added to the cells
for 16 hours or until fixation at 37∘C with 5% CO2.

Fixation
Depending on the different structures that were targeted, three different fixation
protocols were used: pre-extraction protocol, glutaraldehyde fixation protocol and
PFA fixation protocol. For samples to be labeled for Tubulin, Clathrin HC and Vi-
mentin we used the pre-extraction protocol, for samples with Sec61b-GFP overex-
pression we used the glutaraldehyde fixation protocol and for the samples to be
labeled for Cytochrome C we used the PFA fixation protocol. All are described
below.
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The pre-extraction protocol was used for most cytoskeletal structures to remove
the cytosolic pool of monomers. Cells were pre-extracted for 1 minute in extraction
buffer (0.3% Triton X-100 (Sigma X100), 0.1% glutaraldehyde (GA) (Sigma G7526)
in MRB80 buffer (80 mM Pipes (Sigma P1851), 1 mM EGTA (Sigma E4378), 4 mM
MgCl2, pH 6.8), pre-warmed at 37∘C. Afterwards, cells were fixed for 10 minutes in
4% EM-grade parafor-maldehyde (PFA) (Electron Microscopy Science, 15710) and
4% sucrose in MRB80 buffer (pre-warmed at 37∘C).

When targeting membrane bound structures the pre-extraction protocol can-
not be used as this dissolves the membranes before fixation. We therefore used
an alternative protocol that uses GA and PFA in cytoskeleton preserving buffer.
Cells are fixed using 0.1% GA, 4% PFA and 4% sucrose in MRB80 buffer for 10 min-
utes (pre-warmed at 37∘C). Unfortunately, not all antibodies are compatible with
glutaraldehyde, which results in a loss of signal intensity. For Cytochrome C we
therefore fixed cells using 4% PFA and 4% sucrose in MRB80 buffer for 10 minutes
(pre-warmed at 37∘C).

Immunostaining
After fixation cells werewashed 3 times in PBS (1 quickwash, followed by 2washes
of 5 minute) and permeabilized for 10 minutes with 0.25% Triton-X in MRB80. Af-
ter again washing 3 times with PBS samples were further incubated for 1 hour in
blocking buffer (3%w/vBSA inMRB80 buffer) at room temperature. Next, samples
were incubated overnight at 4∘C in primary antibodies diluted in blocking buffer.
To proceed cells were washed 3 times in PBS before incubating for 1 hour at room
temperature with secondary antibodies diluted in blocking buffer. After incubation
cells were once more washed 3 times in PBS and kept in PBS at 4∘C or mounted for
imaging.

Table 4.1: Primary antibodies.

Target protein Species Dilution Suplier Cat # Clone Lot #
clathrin

heavy chain mouse 1/500 Thermo fisher MA1-065 X22 VL315162

𝛼-tubulin mouse 1/1000 Sigma T5168 B-5-1-2 047M4760V
𝛼-tubulin rabbit 1/1000 Abcam 52866 EP1332Y GR3241328-2
GFP chicken 1/1000 Aves Lab GFP1010 polyclonal GFP3717982

vimentin rabbit 1/300 Abcam ab92547 EPR3776 GR3258719-5
tyrosinated
tubulin rat 1/250 Abcam ab6160 YL1/2 GR3377281-5

acetylated
tubulin mouse 1/600 Sigma T7451 6-11B-1 059M4812V

homer rabbit 1/600 SySy 160 002 polyclonal Gift from
Hoogenraad lab

bassoon mouse 1/600 Enzo ADI-VAM-
PS003-F SAP7F407 06231712
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Table 4.2: Secondary antibodies.

Host species Target species Fluorophore Dilution Supplier Cat # Lot #
goat chicken AF647 1/500 Life Technologies A-21449 1883471
goat mouse CF680 1/500 Biotium 20065 14C0103
goat rabbit CF660 1/500 Bio-connect 20369 14C0106

goat mouse AF647 1/500 Thermo Fisher
Scientific A-21236 2326487

goat rat AF647 1/500 Life Technologies A-21247 1611119
goat mouse CF660 1/500 Bio-connect 20368 14C0221

Imaging buffer and sample mounting
In thisworkweused two imaging buffers: a bufferwith an oxygen scavenger (Glox-
buffer) and a degassed buffer (N2-buffer). Glox-buffer was prepared as previously
described [26]. Briefly, 1M stock solution of MEA (Sigma, 30070-10G, dissolved in
250 mM HCl) and glucose-oxidase plus catalase stock (70 mg/ml glucose-oxidase
(Sigma, G2133-10KU, dissolved in Milli-Q), 4 mg/ml catalase (Sigma, C40-100MG)
dissolved inMilli-Q)were prepared and stored at -80 �. Just before imaging the final
buffer was prepared by diluting MEA, glucose-oxidase plus catalase and glucose
being in 50 mM Tris pH 8.0 (Final concentrations: 100mM MEA, 5% w/v glucose,
700 𝜇g/ml glucose oxidase, 40 𝜇g/ml catalase in 50mMTris pH 8.0). The N2-buffer
uses a different method to remove oxygen from the imaging buffer [27]. A solution
of 100 mMMEA in 50 mM Tris pH 8.0 was deoxygenated by smooth bubbling with
N2 gas for 30 minutes using volumes 200-500 𝜇l of buffer. The buffer was used
immediately after this treatment. Samples were mounted in closed off cavity slides
(Sigma, BR475505) to prevent oxygen from entering the sample during imaging.
The cavity slide was filled with approximately 90 𝜇l of imaging buffer, after which
the coverslip was flipped on top. Surplus buffer was removed from the sides of the
coverslip using a vacuum pump to create a tight seal. Samples were used for up
to an hour of imaging, because blinking behavior was compromised when imaging
longer. Coverslip were removed and re-mounted in fresh buffer for a next round of
imaging when necessary.

Single-molecule detection and localization
Acquisitions were processed using a temporal median filter to remove constant
fluorescence background [28]. Afterwards images were analyzed using the cus-
tom ImageJ plugin called DoM (Detection of Molecules,github.com/ekatrukha/
DoM_Utrecht), which has been described in detail before [26]. Briefly, each im-
age was convoluted with a combination of a Gaussian and Mexican hat kernel.
By thresholding the images spots could be detected, after which their sub-pixel lo-
calization could be determined using an unweighted non-linear 2D gaussian fit of
the original images using Levenberg-Marquardt optimization. Localizations with a
width larger than 130%of the set detection PSF sizewere regarded as false positives.
Reconstructions were generated by plotting each localization as a 2D Gaussian dis-
tributionwith standard deviations in each dimension equal to the localization error.
Drift correction was performed by calculating the spatial cross-correlation function
between two intermediate reconstructions.

https://github.com/ekatrukha/DoM_Utrecht
https://github.com/ekatrukha/DoM_Utrecht
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4.A.2 Supplementary note
PSF-model and 2-channel MLE fit
The PSF in each channel is modelled as a 2D Gaussian where the intensity 𝜇𝑘,𝜆 at
pixel location 𝑘 for the respective channel 𝜆 is given by

𝜇𝑘,1 =
𝜂1𝑁ph𝑎2

2𝜋𝜎2 exp⎡⎢
⎣

−
(𝑥𝑘 − (𝑥0 − 𝑥align))2 + (𝑦𝑘 − (𝑦0 − 𝑦align))2

2𝜎2
⎤⎥
⎦

+ 𝑏1 (4.4)

and

𝜇𝑘,1 =
𝜂2𝑁ph𝑎2

2𝜋𝜎2 exp[−(𝑥𝑘 − 𝑥0)2 + (𝑦𝑘 − 𝑦0)2

2𝜎2 ] + 𝑏2 (4.5)

with𝑁ph the total number of emitted photons, 𝑎 the pixelsize, 𝑥0 and 𝑦0 the position
of themolecule, 𝑥/𝑦align a possible subpixel alignment correction between the chan-
nels, 𝜎 the width of both Gaussian PSFs and 𝑏1/2 the background in each channel.
The two spots in channel 1 and 2 are fitted simultaneously, leading to 8 fit param-
eters (𝜃 = 𝑥0, 𝑦0, 𝑥align, 𝑦align, 𝜎, 𝑁ph, 𝑏1, 𝑏2). The derivatives needed for the MLE fit
routine with respect to the position are given by

𝜕𝜇𝑘,𝜆
𝜕𝑥0

=
(𝑥𝑘 − 𝑥0) 𝜂1𝑁ph𝑎2

2𝜋𝜎4 exp[−(𝑥𝑘 − 𝑥0)2 + (𝑦𝑘 − 𝑦0)2

2𝜎2 ] (4.6)

and
𝜕𝜇𝑘,𝜆
𝜕𝑦0

=
(𝑦𝑘 − 𝑦0) 𝜂1𝑁ph𝑎2

2𝜋𝜎4 exp[−(𝑥𝑘 − 𝑥0)2 + (𝑦𝑘 − 𝑦0)2

2𝜎2 ] (4.7)

where we dropped the channel alignment term. The derivative to 𝑥align and 𝑦align
are similar to these derivatives for the first channel but zero for the second channel.
The others derivatives are

𝜕𝜇𝑘,𝜆
𝜕𝜎 = 𝜂1𝑁ph𝑎2 (𝑥𝑘 − 𝑥0)2 + (𝑦𝑘 − 𝑦0)2 − 2𝜎2

2𝜋𝜎5 exp[−(𝑥𝑘 − 𝑥0)2 + (𝑦𝑘 − 𝑦0)2

2𝜎2 ]

(4.8)

𝜕𝜇𝑘,𝜆
𝜕𝑁ph

= 𝜂1𝑎2

2𝜋𝜎2 exp[−(𝑥𝑘 − 𝑥0)2 + (𝑦𝑘 − 𝑦0)2

2𝜎2 ] (4.9)

and
𝜕𝜇𝑘,𝜆
𝜕𝑏1

= 1 for 𝜆 = 1
0 for 𝜆 = 2 (4.10)

𝜕𝜇𝑘,𝜆
𝜕𝑏1

= 0 for 𝜆 = 1
1 for 𝜆 = 2 (4.11)
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The log likelihood of the fit is given by

log𝐿 = ∑
𝜆=1,2

∑
𝑘=𝑥,𝑦

(𝑑𝑘,𝜆 + 𝜎2
noise) log (𝜇𝑘,𝜆 + 𝜎2

noise) − 𝜇𝑘,𝜆 + 𝜎2
noise

− logΓ (𝜇𝑘,𝜆 + 𝜎2
noise + 1) (4.12)

with 𝑑(𝑘, 𝜆) the observed pixel value and 𝜎noise the read noise of the camera [9].
In our setup we assume that the read noise of the EMCCD camera is zero. We
use a Levenberg-Marquardt optimization routine to effectively maximize the log
likelihood, where the next estimated fit parameters for iteration n+1 are given by

𝜃𝑛+1 = 𝜃𝑛 + (𝐻 + 𝛾 diag(𝐻))−1𝐺 (4.13)

with 𝛾 the dampening factor tuned every iteration. The gradient 𝐺 of the log like-
lihood is given by

𝐺𝑖 = ∑
𝜆=1,2

∑
𝑘=𝑥,𝑦

𝑑𝑘,𝜆 − 𝜇𝑘,𝜆
𝜇𝑘,𝜆 + 𝜎noise

𝜕𝜇𝑘,𝜆
𝜕𝜃𝑖

(4.14)

and the Hessian 𝐻 of the log likelihood is given by

𝐻𝑖,𝑗 = ∑
𝜆=1,2

∑
𝑘=𝑥,𝑦

𝑑𝑘,𝜆 + 𝜇𝑘,𝜆
𝜇𝑘,𝜆 + 𝜎noise

𝜕𝜇𝑘,𝜆
𝜕𝜃𝑖

𝜕𝜇𝑘,𝜆
𝜕𝜃𝑗

(4.15)

where the second derivatives with respect to the fit parameters are neglected as
these are small near the optimum.

In the case for astigmatic 3D encodingwemodel the PSF as an asymmetricGaus-
sian given by

𝜇𝑘,1 =
𝜂1𝑁ph𝑎2

2𝜋𝜎𝑥𝜎𝑦
exp⎡⎢

⎣
−

(𝑥𝑘 − (𝑥0 − 𝑥align))2

2𝜎2𝑥
−

(𝑦𝑘 − (𝑦0 − 𝑦align))2

2𝜎2𝑦
⎤⎥
⎦

+ 𝑏1 (4.16)

and

𝜇𝑘,2 =
𝜂2𝑁ph𝑎2

2𝜋𝜎𝑥𝜎𝑦
exp[−(𝑥𝑘 − 𝑥0)2

2𝜎2𝑥
− (𝑦𝑘 − 𝑦0)2

2𝜎2𝑦
] + 𝑏2 (4.17)

The derivatives with respect to the position are given by (again ignoring the align-
ment term)

𝜕𝜇𝑘,𝜆
𝜕𝑥0

=
(𝑥𝑘 − 𝑥0) 𝜂𝜆𝑁ph𝑎2

2𝜋𝜎3𝑥𝜎𝑦
exp[−(𝑥𝑘 − 𝑥0)2

2𝜎2𝑥
− (𝑦𝑘 − 𝑦0)2

2𝜎2𝑦
] (4.18)

and
𝜕𝜇𝑘,𝜆
𝜕𝑦0

=
(𝑦𝑘 − 𝑦0) 𝜂𝜆𝑁ph𝑎2

2𝜋𝜎𝑥𝜎3𝑦
exp[−(𝑥𝑘 − 𝑥0)2

2𝜎2𝑥
− (𝑦𝑘 − 𝑦0)2

2𝜎2𝑦
] (4.19)
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The derivatives with respect to the widths of the Gaussian are given by

𝜕𝜇𝑘,𝜆
𝜕𝜎𝑥

= 𝜂𝜆𝑁ph𝑎2 (𝑥𝑘 − 𝑥0)2 − 2𝜎2
𝑥

2𝜋𝜎4𝑥𝜎𝑦
exp[−(𝑥𝑘 − 𝑥0)2

2𝜎2𝑥
− (𝑦𝑘 − 𝑦0)2

2𝜎2𝑦
] (4.20)

and

𝜕𝜇𝑘,𝜆
𝜕𝜎𝑦

= 𝜂𝜆𝑁ph𝑎2 (𝑦𝑘 − 𝑦0)2 − 2𝜎2
𝑦

2𝜋𝜎𝑥𝜎4𝑦
exp[−(𝑥𝑘 − 𝑥0)2

2𝜎2𝑥
− (𝑦𝑘 − 𝑦0)2

2𝜎2𝑦
] (4.21)

The other derivatives remain similar to the symmetric Gaussian.
Good initial estimates for the fit parameters are essential for finding the global

optimum. The background was estimated as the median of the rim pixels of the
ROI, the intensity as the total intensity of the background subtracted ROI and the
position and width of the spot as the first and second moment of the background
subtracted ROI respectively. To ensure physical results, the fit parameters were
constrained; 𝑥/𝑦-positions to [-200, 200] nm from center, 𝑥/𝑦align -positions to [-107,
107] nm, width to [100, 200] nm (2D) and [100, 400] nm (3D), intensity to [1 1e6] and
background levels to [0 1e3].

EM-CCD calibration
The EM-CCD was calibrated by imaging an out-of-focus knife-edge to create a
smooth gradient over the FOV that covered the complete dynamic range of the cam-
era. The gain and camera offsetwere then calibratedusing the function cal_readnoise
from the DIPlib library in Matlab (https://diplib.org/). The gain of the camera
scaled with the variance of the signal as var(𝑆) = 𝑔mean(𝑆) + 𝜎2

noise with 𝑆 the
signal in ADU, 𝑔 the gain and 𝜎noise the read noise. The EM-CCD uses an electron
multiplication process which drowns the read noise to zero (𝜎noise = 0). However,
this process introduces an additional noise called excess noise, which is indistin-
guishable from shot noise and effectively doubles it [29]. Therefore the true gain is
overestimated by a factor of 2, but this allows the usage of a unmodified likelihood
function (Equation 4.12).

https://diplib.org/
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4.A.3 Supplementary figures
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Figure 4.A.1: a) Diagram of the setup. b) Spectral characteristics of all components. Emission dichroic A
is used for 2-colour imaging and emissiondichroic B is used for 3-colour imaging. c) Theoretical emission
intensity in channel 1 and 2 of AF47, CF660 and CF680with emission dichroic A. d) Theoretical emission
intensity in channel 1 and 2 of AF47, CF660 and CF680 with emission dichroic B.
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Figure 4.A.2: 2D histogram of the ‘salvaged’ and ‘regular’ fluorescence for 2-colour (a) and 3-colour (b)
imaging for AF647, CF660 and CF680. Solid and dashed line indicate regions containing 75% and 99%
of all events.



4

92 4. 3D multi-colour SMLM with probability-based fluorophore classification

-100 -50 0 50 100

2 (log L
AF647

- log L
CF660

)

A647
CF660

1000 N
ph

500 N
ph

250 N
ph

Higher photon count

0

0.2

0.4

0.6

0.8

1

no
rm

al
iz

ed
 d

is
tr

ib
ut

io
n

-100 -50 0 50 100

2 (log L
AF647

- log L
CF680

)

A647
CF680

1000 N
ph

500 N
ph

250 N
ph

-150 -150

Higher photon count

0

0.2

0.4

0.6

0.8

1

no
rm

al
iz

ed
 d

is
tr

ib
ut

io
n

0

50

100 AF647
CF680

0.
5 11

.1
10

.6

0.
5

88.3 88.9

AF64
7

Reje
cte

d

CF68
0

pe
rc

en
ta

ge
 (

%
)

classification

0

50

100 AF647
CF680

97.6

1.
9

0.
5

0.
5 4.
0

95.5

AF64
7

Reje
cte

d

CF68
0

pe
rc

en
ta

ge
 (

%
)

classification

-100 -50 0 50 100
2 (log L

AF647
- log L

CF680
)

0

1
classify as

 CF680
classify as

 AF647

0.5

no
rm

. d
is

tr
ib

ut
io

n

-100 -50 0 50 100
2 (log L

AF647
- log L

CF680
)

0

1
classify as

 CF680
classify as

 AF647

0.5

no
rm

. d
is

tr
ib

ut
io

n

N
ph

> 250

N
ph

> 500

classification

0

50

100

pe
rc

en
ta

ge
 (

%
) AF647

CF660

0.
5

27
.2

29
.6

0.
5

72.3 70.0

AF64
7

Reje
cte

d

CF66
0-100 -50 0 50 100

2 (log L
AF647

- log L
CF660

)

0

1
classify as

 CF660
classify as

 AF647

0.5

no
rm

. d
is

tr
ib

ut
io

n

-100 -50 0 50 100
2 (log L

AF647
- log L

CF660
)

0

1
classify as

 CF660
classify as

 AF647

0.5

no
rm

. d
is

tr
ib

ut
io

n

N
ph

> 250

N
ph

> 500

classification

0

50

100

pe
rc

en
ta

ge
 (

%
) AF647

CF660
89.5

10
.0

0.
5

0.
5

14
.8

84.7

AF64
7

Reje
cte

d

CF66
0

a b

c d

e f

Figure 4.A.3: a&b)NormalizedGLRTdistribution forAF647 vsCF660 (a) andAF647 vsCF680 (b) binned
for different photon counts. c&d) Normalized GLRT distribution (left) and classification rates (right) for
all events with a total intensity of 250 or more. e&f) Normalized GLRT distribution (left) and classifica-
tion rates (right) for all events with a total intensity of 500 or more.
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Figure 4.A.4: a) COS-7 cell stained for alpha-tubulin (AF647, cyan) and clathrin HC (CF660, orange).
b&c) Zooms of a. d) COS-7 cells stained for ER (SEC61b-GFP overexpression, AF647, orange) and alpha-
tubulin (CF680, cyan). e&f) Zooms of c. g) U2OS cells stained for tyrosinated tubulin (AF647, cyan) and
acetylated tubulin (CF660, yellow). h) Div14 neuron stained for tyrosinated tubulin (AF647, magenta)
and acetylated tubulin (CF660, yellow). j) COS-7 cell stained for alpha-tubulin (AF647, magenta) and
cytochrome C (CF680, cyan). Scale bars indicate 5 𝜇m (a,d,g,h,j) and 2 𝜇m (b,c,e,f).
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Figure 4.A.5: a) Reconstruction of Homer (magenta) stained with AF647. Insert shows widefield image.
b) Reconstruction of Bassoon (cyan) stained with CF660. c) Merge reconstruction of a&b. d-h) Zooms of
c.
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Tyrosinated tubulin - AF647 Vimentin - CF660 Clathrin HC - CF680

a

b c d

Figure 4.A.6: a-d) 3-colour PFC-dSTORM reconstruction of a COS7 cell stained for tyrosinated tubulin
(AF647), vimentin (CF660) and Clathrin (CF680). a) Merge of all three channels. b-d) individual chan-
nels. All scale bars indicate 5 𝜇m.
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5
On the z-accuracy in 3D

single-molecule localization
microscopy

Single-molecule localization microscopy has developed into a widely used technique to over-
come the diffraction limit and enables 3D localization of single-emitters with nanometer pre-
cision. A widely used method to enable 3D encoding is to use a cylindrical lens or a phase
mask to engineer the Point Spread Function (PSF). The performance of these PSFs is often
assessed by comparing the precision they achieve, ignoring accuracy. Nonetheless, accu-
rate localization is required in many applications, such as multi-plane imaging, measuring
and modelling of physical processes based on volumetric data and 3D particle averaging.
However, in many applications there are PSF model mismatches due to how reference PSFs
are obtained, Look-Up-Tables are created or spots are fitted. Currently there is little insight
in how these model mismatches give rise to systematic axial localization errors, how large
these errors are and how to mitigate these. In this theoretical and simulation work we use a
vectorial PSF model, which incorporates Super-critical Angle Fluorescence (SAF) and the
appropriate aplanatic correction factor, to analyse the errors in z-localization. We introduce
theory for defining the focal plane in SAF conditions and analyse the predicted axial errors
for an astigmatic PSF, Double Helix PSF and Saddle Point PSF. Finally, we discuss poten-
tial experimental methods to verify these findings and propose a workflow to mitigate these
effects.

This chapter is currently being prepared for submission.
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5.1 Introduction

S ingle-Molecule LocalizationMicroscopy (SMLM) [1–3] is a super-resolution mi-
croscopy modality that overcomes the diffraction limit by localization of sparse

emitting fluorophores. The lateral position of a single-molecule is estimated from
a blinking event by fitting the spot with a 2D Gaussian which resembles an ideal
unmodified Point Spread Function (PSF). More advanced SMLM implementations
modify or engineer the PSF to encode for other parameters of interest, such as
the z-position [4], wavelength [5] or orientation [6]. The most common way for
z-encoding in 3D SMLM is the use of PSF engineering by a cylindrical lens for astig-
matic z-encoding. Other popular engineered PSFs are the Double-Helix PSF (DH-
PSF) [7–9] and TetraPod [10] or Saddle-Point PSF (SP-PSF) [11]. For 3D SMLMwith
PSF engineering, a calibration PSF is obtained by scanning a small fluorescent bead
with a z-stage over a suitable range. This calibration PSF is then used to create a
LUT [4], a cubic spline model [12], or used as input to create a PSF with a scalar
model used for direct fitting [11] or for training a neural network [13].

However, the calibration PSF is obtained by acquiring a through focus scan of a
small fiducialmarker bymoving the z-stage, instead of the PSF a fluorophorewould
exhibit with different z-positions inside the sample. This results in a different defo-
cus aberration and therefore a different PSF. Moreover, often high NA TIRF objec-
tives are used which captured the super-critical angle fluorescence (SAF) alongside
the under-critical angle fluorescence (UAF). The SAF depends strongly on the ab-
solute distance from the coverslip, resulting in a strong z-dependent apodization in
the pupil. The calibration PSF therefore differs in SAF and defocus aberration from
the ‘true’ PSF exhibited by an emitter. Current implementations using engineered
PSFs either do not make such a distinction between calibration and emitter PSF or
use PSFmodels which are scalar, don’t include SAF or Fresnel reflections, don’t use
the correct aplanatic correction factor or even ignore more than one of these effects.
Another method to estimate the z-position of the fluorophore is to measure the ra-
tio between the UAF and SAF [14–16]. This method allows for accurate z-position
estimation but can only be used close to the coverslip (< 500 nm) and requires a
complicated set-up. Therefore the currently most popular method for 3D localiza-
tion is astigmatic PSF engineering, which can be easily implemented by inserting a
cylindrical lens at the emission port of the microscope.

Most assessments of localizationmethod performance focus on the best possible
precision, as quantified by the Cramér-Rao lower bound, while little attention is
paid to accuracy, the absence of bias in the parameter estimation. In some cases
inaccurate 3D SMLM is sufficient to gain basic insight, but accurate 𝑧-localization
is important in many biological cases and studies. It is crucial to have accurate 3D
informationwhen the super-resolution volume is used for themodelling of physical
processes and forces, for instance in focal adhesion sites [17] or neuronal synapses
[18]. This is especially the case when these 3D nano-organizations can be correlated
to other measurable quantities, such as action potentials [19] or diffusion [20, 21].
Axial accuracy is also important for multi-plane SMLM [22, 23], where multiple
focal planes have to be stitched together. Lastly, accurate localization is important
in 3D particle averaging, where even small relative axial biases are noticeable, as
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these methods can achieve resolutions down to 10 nm [24].
To date, 𝑧-accuracy in 3D SMLM has not been quantified or explored in great

detail, but there have been attempts to address this issue. Recently proposed ex-
perimental calibration methods use a sample with fluorescent beads embedded in
a gel or on top of polymer coating in order to create LUTs at different depths [25, 26].
However, the method by Li et al. [25] can only be applied for astigmatic PSFs and
relates the LUTs with respect to the position when a bead is in focus by stage move-
ment. There is therefore a mismatch between the LUT and the emitter PSF. The cal-
ibration method proposed by Petrov and Moerner [26] does not have these pitfalls
as the imaging depth is well defined and arbitrary PSFs can be used. However, in
that case the PSF is acquired by stage-movement, which again induces a mismatch
between the calibration PSF and the true emitter PSF.

For that reason there is a need for accurate z-localization with PSF engineering
and, in general, insight in how large these axial errors are. In this theoretical work
we use a vectorial PSF model, which includes SAF and the appropriate aplanatic
correction factor, to analyse the accuracy in z-localization. We introduce theory
for defining the plane of best focus in SAF conditions and analyse the predicted
axial errors for an astigmatic PSF, DH-PSF and SD-PSF. Finally we discuss potential
experimental methods to verify these findings and propose a workflow to mitigate
these effect.

5.2 Theory
5.2.1 Vector PSF model
A vector PSF model that includes Fresnel coefficients has been described in earlier
work [27]. In short, the rotation matrix R(𝜌𝑥, 𝜌𝑦) describes how the 𝑥, 𝑦, and 𝑧-
component of the emitted electric field Eobject in the object plane are transferred by
the objective lens (see Figure 5.2.1a) to the electric field in the pupil plane Epupil

Epupil = R(𝜌𝑥, 𝜌𝑦)Eobject (5.1)

with 𝜌𝑥 and 𝜌𝑦 the normalized pupil coordinates. The 𝑧-component of the electric
field in the pupil is ignored, as this component gives a contribution to the spot
focused by the tube lens on the camera that scales with the square of the (low) NA
of the tube lens, which can therefore be neglected. The 6 components of the electric
field at the pupil with (additional) phase aberration 𝑊(𝜌𝑥, 𝜌𝑦) are given by

𝐸pupil
𝑙,𝑗 (𝑊) = 1

𝑤𝑛
𝐴𝑞𝑙,𝑗 exp [𝑖𝑊𝜌𝑥, 𝜌𝑦)]

= 1
𝑤𝑛

𝐴𝑞𝑙,𝑗 exp [𝑖𝑊eng(𝜌𝑥, 𝜌𝑦) + 𝑖(𝑑𝑘1
𝑧 − 𝑧stage𝑘3

𝑧 − 𝑧pos𝑘𝛼
𝑧 )] (5.2)

with 𝑊eng(𝜌𝑥, 𝜌𝑦) the phase corresponding to the engineered PSF, 𝑞𝑙,𝑗 the polar-
ization vector component that includes the Fresnel-coefficients for the interfaces
between the different media (sample, cover slip, immersion oil) and 𝑘⃗ the wave-
vector with 𝑘𝑥/𝑦 = 2𝜋NA𝜌𝑥/𝑦/𝜆 and 𝑘𝛼

𝑧 = 2𝜋√𝑛2𝛼 − NA2𝜌2/𝜆, with 𝛼 = 1 for
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Figure 5.2.1: Illustration of the vectorial PSF model and the difference with a scalar PSF model. a) The
electric field emitted at the object plane is rotated by the objective lens to the pupil plane, resulting in
6 electric field components in the pupil plane. The electric field in the image plane is computed by
a Fourier transform. b) The amplitude of the 6 components of the electric field for an emitter at the
coverslip with a TIRF objective (1.49 NA) (phase not shown). c&d) The amplitude (c) and phase (d) of
the electric field in the case of a scalar model. e) Scalar and vectorial PSF of the models shown in (b) and
(c&d) with stage movement. f) Comparison of the scalar and vectorial PSF model in focus.
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the mounting medium and 𝛼 = 3 for the immersion oil. 𝑑 is the distance between
the coverslip and the focal plane inside the sample, 𝑧stage denotes the correspond-
ing 𝑧-stage position with that focal plane, and 𝑧pos is the difference of the emitter
with respect to the focal plane either by movement of the stage (𝑘𝛼

𝑧 = 𝑘3
𝑧) or move-

ment inside the mounting medium (𝑘𝛼
𝑧 = 𝑘1

𝑧) and 𝑤𝑛 is a normalized factor defined
elsewhere. In the case of movement inside the mounting medium, 𝑧pos needs to be
smaller than the imaging depth d to have a physically meaningful result. A is a cor-
rection factor for imaging with a refractive index medium mismatch and is given
by

𝐴 = √𝑛imm cos (𝜃imm)
𝑛med cos (𝜃med)

1
√𝑛med cos (𝜃med)

=
(𝑛2

imm − NA2𝜌2)
1/4

(𝑛2
med − NA2𝜌2)

1/2 (5.3)

where the first part corrects for thewave compression between themountingmedium
– glass – immersion oil interface and the second is the aplanatic amplitude correc-
tion factor. The incoherent PSF 𝐻 , arising from electric dipole emission of a fast
rotating dipole, is then computed by quadratically adding the 6 Fourier transforms
of the electric field components in the pupil

𝐻(𝑥, 𝑦) = 𝑁
3 ∑

𝑙=𝑥,𝑦
∑

𝑗=𝑥,𝑦,𝑧
∣∫

|𝜌2|<1
𝐸pupil

𝑙,𝑗 exp [−𝑖(𝑘𝑥𝑥 + 𝑘𝑦𝑦)] 𝑑2𝜌∣
2

(5.4)

with 𝑁 the number of photons emitted. To illustrate the effects of high NA imag-
ing on the PSF we compared this to a scalar model (see appendix for details of this
scalar model). This scalar model has the same correction factor 𝐴 and includes
Fresnel-coefficients in order to include the SAF (see Figure 5.2.1c&d for the ampli-
tude and the phase of the electric field). The comparison of the two models (see
Figure 5.2.1e&f) shows that the scalar model significantly deviates from the vector
model and exhibits more interference fringes. The vector PSF does not resemble an
Airy disk, but is more akin to a Gaussian with a shoulder

5.2.2 The focal plane in SAF conditions
The plane of best focus of an imaging system is commonly defined as the plane
where the root-mean-squarewave-front distortion𝑊rms isminimal. However, when
imaging in a condition with a strong apodization in the pupil plane, not all aber-
rations contribute equally to the PSF. To incorporate both the amplitude and phase
variations across the pupil, we propose an optimization metric based on the Strehl-
ratio to find the nominal focus plane. The optimal 𝑧-stage position corresponding
to a focal plane with an imaging depth d from the coverslip (see Figure 5.2.2a) ac-
cording to this metric can be found by

max
𝑧stage

𝑆 (𝑊eng + 𝑑𝑘1
𝑧 − 𝑧stage𝑘3

𝑧|𝑊eng) (5.5)
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Figure 5.2.2: Effect of Super-critical Angle Fluorescence (SAF) on the focal plane. a) Illustration of the
definitions in this work. The dotted line illustrates the complex wave-vector of the evanescent wave. b)
The maximum intensity occurs at a z-stage position of 40 nm when the SAF is included. c) comparison
between the PSF with only under-critical angle fluorescence (UAF) and in the case of UAF and SAF. The
latter exhibits a more compact PSF and is axially asymmetric. d) the imaging depth d as function of the
z-stage position.

where we define the relative Strehl-ratio 𝑆(𝑊1|𝑊2) as

𝑆 (𝑊1|𝑊2) =
∑

𝑙=𝑥,𝑦
∑

𝑗=𝑥,𝑦,𝑧
∣∫|𝜌2|<1 𝑑2𝜌𝐸pupil

𝑙,𝑗 (𝑊1)∣
2

∑
𝑙=𝑥,𝑦

∑
𝑗=𝑥,𝑦,𝑧

∣∫|𝜌2|<1 𝑑2𝜌𝐸pupil
𝑙,𝑗 (𝑊2)∣

2 (5.6)

We implemented this optimization scheme by computing this ratio over a range
of 𝑧-positions near an initial estimated value (𝑧stage = 𝑑𝑛3/𝑛1). The optimum is
found by fitting a second order polynomial around themaximumvalue. The results
of this procedure are shown in Figure 2b.

This analysis reveals that for focussing an isotropically emitting dipole at the
coverslip, the optimal 𝑧-stage position deviates 40 nm from zero. To illustrate that
this effect is purely caused by the SAF we simulated a PSF with z-stage movement
with only under-critical angle fluorescence UAF (NA = 1.33) and UAF + SAF (NA
= 1.49) as shown in Figure 5.2.2. The UAF PSF is symmetric around the focal plane,
whereas the focal plane for the SAF +UAF PSF is shifted and the PSF appears asym-
metric. Therefore, the 𝑧-stage needs to be adjusted to reduce the phase difference
between the SAF and theUAF for optimal focussing. As expected, the difference be-
tween the SAF+UAFandUAFnominal focus planes reduceswhen focussing deeper
into the sample as shown in Figure 5.2.2d.
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It turns out that optimizing the Strehl ratio for finding the nominal focus plane
only works when the phase for PSF engineering is small compared to the wave-
length (𝑊rms < 0.1𝜆) and does not contain a phase singularity in the centre. There-
fore thismethods can find the correct focal plane in the case of an astigmatic PSF, but
fails to find the focal plane in the case for a Saddle-Point and Double-Helix PSF. To
find the focal plane in these cases the PSF engineering phase should be disregarded
during the optimization, except modes which affect the focal plane position (i.e.
Zernike modes with azimuthal order of 0 such as 𝑍0

2 , 𝑍0
4 , etc).

5.3 Simulation Results
We next explored the effect of the SAF and spherical aberration on 𝑧-encoding for
three types of engineered PSFs: an astigmatic PSF, a Saddle-Point PSF (SP-PSF)
and a Double-Helix PSF (DH-PSF). So far we examined the PSF when the 𝑧-stage is
moved. However, when performing SMLM the 𝑧-stage remains fixed, while emit-
ters have a different position with respect to the focal plane. This change is position
has a different associated 𝑧-component of the wave-vector as well as a 𝑧-position
dependent apodization due to the SAF. The calibration PSF acquired bymoving the
𝑧-stage is therefore inherently different than the true PSF that represents the 3D po-
sition inside the mounting medium. In the following we term the PSF obtained by
movement of the 𝑧-stage at zero imaging depth ‘stage-movement PSF’ and the true
emitter PSF representing 3D position inside the mounting medium ‘emitter PSF’.
This corresponds to a multiplication of the 𝑧-position with the 𝑧-component of the
wave-vector in either immersion oil (𝑘3

𝑧) ormountingmedium (𝑘1
𝑧) respectively (Eq.

5.2). All simulations are, unless specified differently, performed with the following
parameters: 𝜆 = 550 nm, pixel size = 100 nm, NA = 1.49, 𝑛med = 1.33 and 𝑛imm =
1.52. We have simulated the error in the estimated 𝑧-position when not correcting
for these differences in axial wave-vector components.

5.3.1 Astigmatic z-encoding
For the case of astigmatic 𝑧-encoding we simulated a calibration PSF by simulating
a small bead on the coverslip (imaging depth = 0 nm) with stage-movement and
compared this to the emitter PSFs at three imaging depths (250, 500 and 750 nm),
see Figure 5.2.3. The stage-movement PSF has an almost axially symmetric ellip-
ticity (Figure 5.2.3a), resulting a linear Look-Up-Table (LUT) as shown in Figure
5.2.3b. In contrast, the emitter PSF with an imaging depth of 250 nm exhibits large
deviations from a 2D Gaussian function near the coverslip. This effect reduces for
larger imaging depths (500& 750 nm), but deviations from the LUTnowoccur away
from the coverslip (negative 𝑧-positions) caused by spherical aberration and the re-
duction of the effective NA caused by the diminishing SAF. Using the calibration
LUT for 𝑧-localization of the estimatedwidth ratios result in underestimation of the
true 𝑧-position up to 140 nm (56%). Furthermore, the relative axial errors range be-
tween 0.3 nm and 0.5 nm per nm distance over a range of hundreds of nanometers,
see Figure 5.2.3d. This implies that medium sized structures of 100 nm can already
accumulate up to 50% of relative axial error.
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Figure 5.3.1: a) Phase profile of the Saddle-point PSF. b) Stage-movement PSF at an imaging depth of
0 nm (top) and emitter PSF (bottom) at an imaging depth of 750 nm. Z-position denotes either the
movement with the stage or position inside the mounting medium. Pixel size = 10 nm . c) Estimated
z-position for the saddle-point PSF using the stage-movement PSF model to fit the true emitter PSF.
Colored region indicates standard deviation of the estimated positions. d) Absolute axial error of (c). e)
Relative axial error of (c). Shaded region indicates standard error of the mean.

5.3.2 Saddle Point and Double Helix PSF
We performed a similar analyses for the Saddle Point and Double Helix PSFs, op-
timized for an axial range of 1500 nm. We simulated the stage-movement PSF and
compared this to the emitter PSF with an imaging depth of 750 nm and 𝑧-range of
±750 nm. We will first discuss the Saddle-Point PSF.

We engineered the SD-PSF with Zernike modes 𝑍2
2 and 𝑍2

4 with amplitude 150
m𝜆 and -148 m𝜆 respectively (rms amplitude), values that were obtained by CRLB
optimization. The phase of this SD-PSF is shown in Figure 5.3.1a. The stage-move-
ment PSF deviates visually strikingly from the emitter PSF as shown in Figure
5.3.1b. The emitter PSF exhibits a different pattern in the focal plane and has dif-
ferently structured lobes in the extreme 𝑧-positions. To quantify the axial accuracy
we simulated N = 100 noisy emitter PSFs per 𝑧-position with 2500 signal photon
counts and 10 background photon counts per pixel and fitted these with the cali-
bration PSF model. Figure 5.3.1c shows the fitted z-position as function of the true
axial position. The 𝑧-accuracy appears to be non-linear over the axial range and
deviates strongly close to the coverslip (<500nm). Strikingly, this analyse predicts
absolute 𝑧-errors of more than 250 nm. Around focus, the relative error is about 0.5
nm/nm over a 500 nm range, which would result in a 250 nm sized structured to
be overestimated by 125 nm.

We next explored the accuracy for the Double Helix PSF. There are two popular
ways to construct this PSF; using Gaussian-Laguerre modes [7] or using rings of
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azimuthal ramps [8, 9]. Here we engineered the DH-PSF with 3 rings of azimuthal
ramps with increasing slope with a ring radius ratio 𝛼 of 4/5 resulting in a 2𝜋 rota-
tion in 1500 nm. The phase of this PSF is shown in Figure 5.3.2a.

In the case of the DH-PSF there were no striking visual differences when com-
paring the stage-movement PSF and emitter PSF (see Figure 5.3.2b), but there was
a noticeable difference in the angle between the lobes. We measured the axial ac-
curacy by analysing the angle between the position of the maximum intensity of
the two lobes as function of the 𝑧-position. Figure 5.3.2c shows that the angle of the
emitter PSF deviates from the stagemovement PSF and even rotates outside the cal-
ibration range near the coverslip. The largest measured absolute axial error is 120
nm, which is similar to the astigmatic PSF, but this axial error is accumulated over
a larger 𝑧-range. The relative error for this DH-PSF is small compared to both the
astigmatic PSF and SD-PSF, especially near the focus plane (±250 nm). The DH-PSF
is therefore the most accurate form of PSF engineering out of these three PSFs.

5.4 Discussion
Despite the clear need for accurate axial localization to extend the useability of 3D
SMLM, this topic has not yet been studied in great detail. The simulations per-
formed in this work show that using the calibration PSF acquired by stage move-
ment results in significant biases in the estimated 𝑧-position when performing 3D
SMLM. These biases result from apodization in the pupil due to super-critical angle
fluorescence and spherical aberration induced by themismatch between immersion
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Figure 5.4.1: Proposed workflow for accurate 3D single-molecule localization microscopy with PSF en-
gineering.

oil and the mounting medium. This leads to sizeable inaccuracies in 𝑧, which can
amount to absolute z-errors of more than 140 nm in the case of an astigmatic PSF,
250 nm in the case of SD-PSF and 120 nm in the case of DH-PSF. The relative 𝑧-errors
with an astigmatic PSF and SP-PSF differ across the 𝑧-range but can be as large as
50% over ranges of tenths to hundreds of nanometers. Therefore, relative axial er-
rors can accumulate to 50 nm or more. These simulation furthermore indicate that
the DH-PSF has the best axial accuracy, especially in a ±250 nm range around the
focal plane. This is in line with other work analysing aberration sensitivity [28, 29].

The substantial biases predicted by this model can be experimentally verified in
a number of ways. One option is to use a large coated spherical surface, where the
axial position can be derived from the lateral position [30]. It is important that the
refractive index of the bead matches with the mounting medium in order to reduce
aberrations introduced by the bead. Polystyrene beads with a high refractive index
(n = 1.7) will therefore likely introduce aberrations as the fluorescence Is collected
partially through the bead. Another verification method is to use a setup which
uses the ratio of the UAF and UAF + SAF to accurately measure the axial position
while simultaneously measure the engineered PSF in a third channel. A downside
of this method that it only works close to the coverslip. Nonetheless, with such an
approach it would be possible to verify a substantial part of the predictions in this
work.

If these findings are indeed experimentally verified, all these effects can in prin-
ciple be mitigated by fitting the spots directly with this vector PSF model. How-
ever, due to the complexity of this model, this is slow compared to other fitting
algorithms. We therefore propose to use the following work flow (see Figure 5.4.1).
First a calibration PSF is acquired using a bead on the coverslip in the sample. Next
a vectorial PSF based phase retrieval algorithm is used to estimate the aberrations
precisely and accurately. This phase is then used to compute the emitter PSF for a
certain z-stage position. This emitter PSF can then be used to create a LUT, a cu-
bic spline model or train a neural network for fitting. We hope that this work will
contribute to improve axial accuracy in SMLM to improve 3D reconstructions and
gain better insight into biological processes.
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5.A Appendix
5.A.1 Scalar PSF model
The scalar PSF model𝐻scalar uses normalized pupil coordinates 𝜌𝑥/𝑦 for imaging an
(isotropic) emitter inside a mounting medium (𝑛1), though a cover glass (𝑛2) and
immersion oil (𝑛3) and is given by

𝐻scalar(𝑥, 𝑦) = ∣ 1
𝜋 ∫

|𝜌2|<1
𝑑2𝜌𝐸 (𝜌𝑥, 𝜌𝑦) exp [−𝑖𝑘𝑥𝑥 + 𝑘𝑦𝑦]∣

2

(5.7)

with 𝐸(𝜌𝑥, 𝜌𝑦) the electric field in the pupil given by

𝐸 (𝜌𝑥, 𝜌𝑦) = 𝐴
√

𝑇 exp [2𝜋𝑖𝑊(𝜌𝑥, 𝜌𝑦)
𝜆 + 𝑖 (𝑑𝑘1

𝑧 − 𝑧stage𝑘3
𝑧 − 𝑧pos𝑘𝛼

𝑧 )] (5.8)

Here 𝑊eng(𝜌𝑥, 𝜌𝑦) is the phase corresponding to the engineered PSF, 𝑘⃗ is the wave-
vector with 𝑘𝑥/𝑦 = 2𝜋NA𝜌𝑥/𝑦/𝜆 and 𝑘𝛼

𝑧 = 2𝜋√𝑛2𝛼 − NA𝜌2/𝜆, 𝑑 is the distance
between the coverslip and the focal plane inside the sample, 𝑧stage the correspond-
ing 𝑧-stage position with that focal plane, and 𝑧𝑝𝑜𝑠 the difference of the emitter
w.r.t. the focal plane either by movement of the stage (𝑘𝛼

𝑧 = 𝑘3
𝑧) or movement in-

side the mounting medium (𝑘𝛼
𝑧 = 𝑘1

𝑧). 𝐴 is a correction factor for imaging with a
refractive index medium mismatch and is the same as equation 5.3. The intensity
transmission 𝑇 governed by the Fresnel-coefficients is given by

𝑇 = 1
2𝑡2

𝑠,1→2𝑡2
𝑠,2→3 + 1

2𝑡2
𝑝,1→2𝑡2

𝑝,2→3 (5.9)

with 𝑡𝑠,𝑖→𝑗 the Fresnel-coefficient for 𝑠-polarization between interface 𝑛𝑖 → 𝑛𝑗

𝑡𝑠,𝑖→𝑗 = 2𝑛𝑖 cos (𝜃𝑖)
𝑛𝑗 cos (𝜃𝑗) + 𝑛𝑖 cos (𝜃𝑖)

(5.10)

and 𝑡𝑝,𝑖→𝑗 the Fresnel-coefficient for 𝑝-polarization between interface 𝑛𝑖 → 𝑛𝑗

𝑡𝑝,𝑖→𝑗 = 2𝑛𝑖 cos (𝜃𝑖)
𝑛𝑗 cos (𝜃𝑖) + 𝑛𝑖 cos (𝜃𝑗)

(5.11)
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6.1 Introduction

I n order to understand the cellular mechanisms that underlie the complexity of
life, imaging is required to resolve nanoscale interactions and structures. Dur-

ing my PhD, I developed several methods to increase the applicability of Single-
Molecule Localization Microscopy (SMLM), an imaging technique that can over-
come the diffraction limit. In Chapter 2 and 3 I demonstrated howAdaptive Optics
improves imaging insidewatery samples and complex tissue such as brain sections.
In Chapter 4 I presented an improved implementation for multi-colour SMLM that
is easy to implement, insensitive to channel misalignment and photon efficient. Fi-
nally, in Chapter 5 I analysed and modelled axial localization accuracy when using
PSF engineering for 3D localization.

In this chapter I discuss the work presented in this thesis and present an out-
look for SMLM. We first discuss Chapter 2 and 3 on the improvement of Adaptive
Optics for SMLM in tissue. We present an alternativemethod for correcting sample-
induced aberrations without AO and discuss whether the signal-to-noise ratio can
be improved by reducing the NA of the objective.

6.2 Correcting sample-induced aberrations
Like many microscopy techniques, the performance of SMLM is reduced when
imaging inside complex samples and tissue, due to sample-induced aberrations.
Sample-induced aberrations can be decomposed into three distinct parts: 1) spher-
ical aberration caused by the general refractive indexmismatch between the sample
and immersion, 2) complex aberrations caused by mm to 𝜇m sized features inside
the sample with different refractive indices and 3) scattering caused by structures
with a size close to thewavelength of light. To prevent confusion in discussing aber-
rations and aberration types, we term any form of rotational symmetric aberration
that can be described as linear combination of Zernike modes with azimuthal order
0 (𝑍0

2 , 𝑍0
4 , 𝑍0

6 , etc.) as spherical aberration. We refer to the specific Zernike modes
𝑍0

4 and 𝑍0
6 as primary and secondary spherical aberration respectively.

In this thesisweused adeformablemirror to address and compensate aberration
causes 1 and 2. In Chapter 2 we compared imaging with AO and without AO in
watery samples with a low level of coarse features inside the sample. Therefore the
aberrationmostly comprised of indexmismatched induced spherical aberration. In
the absence of AO, this spherical aberration leads to a dramatic loss of astigmatic-
induced ellipticy disrupting 3D localization to a point it is no longer useful. AO can
reduce the level of spherical aberration, which partially rescues the 3D encoding
ellipticy, but requires a tunable astigmatism level to fully restore the astigmatic z-
encoding.

In Chapter 3 we developed a method for aberration correction that does not re-
quire a fiducial marker, but instead uses the acquisitions of the single-molecules
themselves to estimate the aberration. We analysed the performance of previously
proposed SMLMAO-methods, both experimentally andwith simulations, and con-
cluded that none of these methods resulted in significant or robust correction. By
analysing why these correction methods often fail, we developed a new method
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termedREALM (Robust andEffectiveAdaptive optics for LocalizationMicroscopy)
that was able to robustly correct sample-induced aberration based on the single-
molecule acquisitions.

In order to improve imaging, wemounted the tissue samples in a glycerol-based
dSTORMbuffer. This reduced the aberration level in twoways. First, the difference
in refractive index between the oil and mounting buffer was reduced, which min-
imized the refractive index mismatch induced spherical aberration (cause 1). Sec-
ond, it decreased the amount of scattering because the refractive index difference
between subcellular components and the mounting medium was reduced (cause
3). Using REALM and this sample preparation, we were able to perform SMLM
through 80 𝜇mslices (sandwich assay) and in 300𝜇m thick stained slices at an imag-
ing depth up to 50 𝜇m. The increase in imaging depth over previous methods al-
lowed us to visualize the membrane periodic scaffold in a functionally identified
pyramidal neuron. This demonstrates the feasibility of directly correlating electro-
physiological studies to nanoscopic organizations in tissue.

In the case of the sandwich assay, the depth-limiting factor was the working
distance of the objective that physically prevented focusing deeper into the sample.
When imaging inside stained brain sections, the increase in background level was
the depth limiting factor. Therefore both these aspects need to be addressed in order
to extend the imaging depth of SMLM.

While both approaches presented in Chapter 2 and 3 appeared to be fruitful,
there are other correction or additional methods to improve imaging. First, AO de-
vices are in general difficult to use as they require precise calibration and alignment,
and are temperature sensitive. Amethod for correcting sample-induced aberration
that does not require expert knowledge to operate would increase the usability of
SMLM in tissue. Second, imaging depth in stained tissue can be enhanced if the
signal to background ratio is improved.

6.2.1 Spherical aberration correction by sensor displacement
A deformable mirror is a versatile device capable of correcting primary and sec-
ondary spherical aberration and other Zernike modes typically up to the fourth
or fifth radial order. AO devices are however difficult to use and require to be
flattened upon start-up before every usage. This requires users to have a some
knowledge on adaptive optics to use microscopes equipped with AO. In Chapter 3
we observed that spherical aberration is the main aberration when imaging inside
tissue. Therefore, if (primary) spherical aberration can be corrected, the imaging
performance can be restored to a large extent. As alternative correction approach,
spherical aberration can also be introduced by sensor displacement. Such amethod
would not require any active optical element and does not need be extensively cal-
ibrated and characterized. Instead, the sensor position would change accordingly
when imaging inside the sample.

The key insight here is that out-of-focus sample planes are imaged by the mi-
croscope at different image-planes but with substantial amounts of spherical aber-
ration [1]. This aberration appears because the axial magnification is much larger
than the lateral magnification (𝑀axial = 𝑀2

lateral/𝑛imm). The object is therefore axially
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stretched in image space resulting in spherical aberration. However, this spherical
aberration can also be used to correct the aberration induced by the refractive index
mismatch. In this case, the sensor and objective need to be positioned such that the
aberration profile is minimized at a certain imaging depth.

Here we perform an analysis to assess whether such a strategy is feasible and
to which extent refractive index mismatch-induced spherical aberration can be cor-
rected. The aberration profile 𝑊 can be described in normalized pupil coordinates
4𝜌 as

𝑊(𝜌) = 𝑧depth√𝑛2
med − NA2𝜌2 + 𝑧obj√𝑛2

imm − NA2𝜌2 + 𝑧sensor
NA2𝜌2

2𝑀2 (6.1)

with 𝑧depth the imaging depth from the coverslip, 𝑧obj the 𝑧-position of the objec-
tive, 𝑧sensor the sensor displacement, 𝑛med/imm the refractive index of the medium or
immersion oil.

For a given imaging depth 𝑧depth we need to find the objective position and
sensor displacement that together minimize the RMS of the wavefront. Here we
adopted the analyses and notation presented in Chapter 5 of the dissertation of Dr.
Shakeri [2] and introduced the sensor displacement as optimization parameter. The
aberration profile can be compactly notated as

𝑊(𝜌) =
3

∑
𝑖=1

𝑧𝑖𝑓𝑖(𝜌) (6.2)

with 𝑧1 = 𝑧depth the imaging depth from the coverslip, 𝑧2 = 𝑧obj the objective posi-
tion and 𝑧3 = 𝑧sensor the sensor displacement and

𝑓1(𝜌) = √𝑛2
med − NA2𝜌2 (6.3)

𝑓2(𝜌) = √𝑛2
imm − NA2𝜌2 (6.4)

𝑓3(𝜌) = NA2𝜌2

2𝑀2 (6.5)

The optimal axial positions can be found by minimizing the RMS value of the aber-
ration, which is given by

𝑊 2
rms =

3
∑
𝑗,𝑙=1

𝑔𝑗,𝑙𝑧𝑗𝑧𝑙 (6.6)

with
𝑔𝑗,𝑙 = ⟨𝑓𝑗(𝜌)𝑓𝑙(𝜌)⟩ − ⟨𝑓𝑗(𝜌)⟩ ⟨𝑓𝑙(𝜌)⟩ (6.7)

where the angular brackets denote the averaging over the pupil. The optimal com-
bination of objective and sensor position can be found by solving

𝑑𝑊 2
rms

𝑑𝑧2
= 0 (6.8)
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Figure 6.2.1: a) Simulated aberration level (𝑊rms) induced by refractive index mismatch as function
of imaging depth for regular imaging, AO correction for 𝑍0

4 and correction by sensor displacement.
Simulation parameters: NA = 1.3, 𝜆 = 700 nm, 𝑛med = 1.33, 𝑛imm = 1.5 and M = 60X. b) position of
the objective in object space and sensor position in image space of (a). Dashed line indicates diffraction
limited imaging (72 m𝜆).

and
𝑑𝑊 2

rms
𝑑𝑧3

= 0 (6.9)

This system of equations results after some algebraic manipulation in

𝑧2 = 𝑔13𝑔23 − 𝑔12𝑔33
𝑔22𝑔33 − 𝑔2

23
𝑧1 (6.10)

and
𝑧3 = 𝑔12𝑔23 − 𝑔12𝑔22

𝑔22𝑔33 − 𝑔2
23

𝑧1 (6.11)

A similar analysis can be performed to find optimal combinations of objective po-
sition and induced primary spherical aberration. This is achieved by using

𝑓3(𝜌) = 𝑍0
6 (𝜌) =

√
5 (6𝜌4 − 6𝜌2 + 1) (6.12)

In this case 𝑧3 denotes the optimal amplitude of primary spherical aberration in-
duced by the AO device.

Figure 6.2.1a shows the optimal objective and sensor positions in the case of reg-
ular imaging, imaging with AO correcting primary spherical aberration and aber-
ration correction by sensor displacement. For the parameters chosen in this simula-
tion (𝑛imm = 1.5, 𝑛med = 1.33, NA = 1.3, 𝜆 = 700 nm,M= 60X) themovement of the
sensor in image space is 3 orders of magnitude larger than the movement in object
space. This analyses reveals that the sensor needs to be displaced by 7 cm to image
at a depth of 20 𝜇m, which is a feasible amount that can be physically achieved.

Strikingly, the aberration level as function of imaging depth using over-focusing
and sensor displacement is a factor 2 lower than regular imaging and even out-
performs AO in correcting primary spherical aberration (see Figure 6.2.1b). This
simple, yet effective method is therefore able to substantially correct the main aber-
ration without any active optical element.
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This analysis shows that sensor displacement is a feasible approach that is able
to effectively reduce refractive indexmismatch induced spherical aberration. How-
ever this method also suffers from loss of ellipticy as discussed in Chapter 2 when
performing 3D astigmatic SMLM, but lacks the capability to adaptively change the
astigmatism level. Therefore this method is a potential cheap and convenient solu-
tion for 2D SMLM in tissue or other complex samples. Alternatively, this approach
can be used in combination with a double-helix PSF for 3D encoding, as this PSF
appears to be relatively insensitive to spherical aberration as discussed in Chapter
5 and in more detail by Ghosh et al. [3].

6.2.2 Contrast enhancement by NA reduction
In Chapter 3 we were able to perform SMLM through 80 𝜇m thick brain slices and
were limited by the working distance of the objective to image through thicker
slices. In these sandwich assays we imaged COS-7 cells stained for microtubules
through the unstained aberrating tissue. This effectively mimics some form of op-
tical sectioning. However, when imaging inside 300 𝜇m thick rat brain sections
stained for 𝛽4-spectrin, we found that wewere able to perform SMLMup to a depth
of 50 𝜇m. Beyond this depth we observed a significant increase in background
level that prevented us from performing SMLM and AO. This is striking because
𝛽4-spectrin is not an abundant protein in the tissue. There is therefore a need to
reduce the background level or enhance the contrast, especially for staining’s with
more abundant proteins. An important aspect here is scattering.

In the DNA-PAINT experiments and simulations on the performance of AO in
Chapter 3 we neglected scattering components in the wave-front as these cannot
be corrected by a deformable mirror. However, when imaging deep inside com-
plex tissue, scattering will cause an non-homogeneous attenuation over the pupil.
Light collected with large angles has a longer Optical Path Length (OPL) through
the tissue and will therefore have a higher chance to scatter. The increase in signal
level when using a high collection NA might therefore not be as significant as the-
oretically expected. However, a high NA objective does collect more background
from auto-fluorescence and out of focus fluorophores. To assess whether there is
indeed a trade-off between background and signal level, we performed a simula-
tion to model the scattering and pupil attenuation. The path length 𝑙 through the
sample depends on the collection angle 𝜃 inside the sample and is given by

𝑙(𝜃) = 𝑑
cos(𝜃) (6.13)

with 𝑑 the imaging depth. Lambert–Beer law states that the scattering causes an ex-
ponential decay in intensity. Therefore the intensity as function of pupil coordinate
𝜌 = 𝑛imm sin(𝜃) is given by

𝐼(𝜌)
𝐼0

= 𝐴2 exp(− 𝑙(𝜌)
𝐿scatter

) (6.14)

with 𝐼(𝜌))/𝐼0 the normalized intensity and 𝐴 = 1/ (1 − 𝜌2/𝑛2
imm)1/4 the aplanatic
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Figure 6.2.2: Pupil apodization for different imaging depths 𝑑. Dashed and dash-dotted line indicate
NA that contains 90% and 95% of the captured fluorescence at each depth. Simulation parameters: 𝑛med
= 1.4 and 𝑛imm = 1.5.

intensity correction factor. Here we neglected any Fresnel reflection. 𝐿scatter is the
typical scattering length, which is about 50 𝜇m in brain tissue [4] for blue light.

Figure 6.2.2 shows the apodization in the pupil for different imaging depths.
The NA at which 90% or 95% of the fluorescence is collected (dashed and dash-
dotted line resp. of Figure 6.2.2) strongly depends on the imaging depth and ranges
between 1.35 and 1.1. This simple model estimates a substantial amount of attenu-
ation, which effectively reduces the useful NA. The useful NA is further decreased
by the fact that the high NA rays are severely aberrated (ΔOPL > 𝜆) as shown in
Chapter 2, Figure 2.3 and will not constructively interfere at the focus.

This analysis reveals that collecting light with angles beyond 1.3 NA will only
marginally improve the signal of the single-molecule spot. This is important be-
cause high NA objective do have limitations and pitfalls. First, high NA objectives
have a shorter working distance that physically prevents imaging deep into the
sample. Second, without optical sectioning, a large amount of out-of-focus fluores-
cence is collected with a high NA objective, which increases the background level.
Assuming that the background level scales with the collected light flux (∼ NA2) [5],
increasing the NA from 1.2 to 1.4 leads to a 36% increase in background level while
only collecting 10% more signal photons at an imaging depth of 50 𝜇m. We there-
fore come to the counter-intuitive conclusion that reducing the NA will improve
contrast when imaging deep inside tissue.

The optimal NA for imaging inside tissue will likely differ because the back-
ground level depends on the sample, imaging depth and staining. A potential
method to find this optimum is to use a 4F system at the emission port with an
iris placed in the pupil plane. Such a setup would allow to assess the Signal-to-
Background Ratio (SBR) for different collection NA’s.
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6.2.3 Other improvements for SMLM in tissue
Apart from the methods discussed above, there are other possibilities to improve
SMLM in tissue. Another approach to reduce the background level is to use light-
sheet excitation. An oblique light-sheet with a single-objective would be preferred
as a conventional 2 objective light-sheet microscope would not be suited for many
sample types. Recent unpublished work from the group of Carlas Smith showed
that such an approach improves SBR in thick samples such as monolayers of ep-
ithelial cells. To further improve SBR in other tissues, such as brain sections, it is
likely that AO is required to shape the light-sheet correctly.

Another potential improvement for SMLM in tissue is the method by which
the aberration is obtained. Chapter 3 shows that the aberration level that can be
corrected using the acquisition of the blinking molecules themselves is limited to
about 1-1.5 rad RMS. Therefore different approaches to measure the aberration are
required to image deeper inside tissue. Two alternative methods for this are to cre-
ate artificial guide stars similar to 2-photon microscopy [6] or use back-scattered
light [7]. This would enable a direct measurement of the aberration with either a
wave-front sensor or interferometry. This might improve the accuracy of the aber-
ration estimation and increases the aberration level that can be corrected, provided
the deformable mirror is able to modulate these higher modes. Based on the explo-
rative imaging we performed inside tissue and the improvements that can still be
made, we expect that it is possible to perform SMLM up to depths of 100 𝜇m.

6.3 Multi-color SMLM
Imaging multiple colours or targets is an essential tool for any fluorescence mi-
croscopy technique. The multi-colour implementablity of SMLM has been limited
for a number of reasons. The fluorophore Alexa647 is one of the best blinking
dyes, but spectrally complementary dyes in the green or red channel do not blink
as well as Alexa647 [8]. Multiplexed DNA-PAINT can take hours for a single re-
construction and requires components with a short shelf-lifetime [9]. Spectroscopic
SMLM [10–13] enables the use of spectrally similar dyes (CF660, CF680 or AF700)
but suffers from a reduced signal-to-background ratio and an increase in sparsity
constraint. Finally, previous ratio-metric implementations using spectrally similar
fluorophores require precise channel registration [14–16] and struggle when using
three colors [17].

InChapter 4wepresented an improved experimental implementation of the Sal-
vaged Fluorescence (SF) concept [18], which is implementable on conversional mi-
croscopes. Inspired by the work from Zhang et al. [18] we split the emission using
a selection of dichroic mirrors in a short and long wavelength channel but now im-
aged on a single camera at the emission port. Because the long wavelength channel
captures the majority of the emission (>85%) this configuration enables uncompro-
mised detection and localization and does not suffer from chromatic aberrations.
We furthermore proposed a new classification algorithm based on a Generalized
Likelihood Ratio Test (GLRT) termed Probability-based Fluorophore Classification
(PFC) and compared the performance of this method to SF classification and tradi-
tional ratio-metric unmixing.
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We found that this implementation of the GLRT outperformed traditional ratio-
metric unmixing, but not the Salvaged Fluorescence approach. This is striking be-
cause the Neyman-Pearson lemma states that the GLRT should theoretically be the
most powerful level-𝛼 test. In this context, the SF classification can also be regarded
as a level-𝛼 test and therefore PFC should theoretically outperform SF. An expla-
nation for why this is not the case might be that the maximum likelihood estimator
(MLE) fit algorithm does not converge properly. However, the GLRT compares the
log likelihood of the fit and not the values of the fit parameters. This effect is there-
fore likely to be small, as long as the obtained local minimum has a value close to
the global minimum.

Another explanation for the performance discrepancy between PFC and SF is
that the SF algorithm corrects for the background level based on the median pixel
value from many acquisitions over a certain time-window. It therefore uses ad-
ditional information that is not incorporated by PFC. We therefore hypothesize
that including background estimation, based on the additional acquisitions, can
improve PFC performance.

An alternative test statistic 𝑇 that uses a separate (pixel wise) background esti-
mate ̂bg𝑘 is given by

𝑇 = 2 (log𝐿
max 𝜃𝐴

{𝜃𝐴, 𝜂𝐴
1 , ̂bg𝑘|𝑑𝑘} − log𝐿

max 𝜃𝐵

{𝜃𝐵, 𝜂𝐵
1 , ̂bg𝑘|𝑑𝑘}) (6.15)

where log𝐿
max 𝜃𝐴

{𝜃𝐴, 𝜂𝐴
1 , ̂bg𝑘|𝑑𝑘} denotes the maximum log likelihood obtained by a

2-channel MLE fit of pixel data 𝑑𝑘 with fit parameters 𝜃 and fixed intensity fraction
𝜂1 and pixel-wise background estimate ̂bg𝑘. In this implementation the 2-channel
MLE algorithm fits 2 Gaussians on top of the (fixed) estimated background. This
reduces the number of fit parameters by 2. Additionally, the cross channel align-
ment and width of the Gaussian can also be removed as fit parameter to improve
convergence, leading to a total of 3 fit parameters (𝑥pos, 𝑦pos, 𝑁ph). Similar to SF,
the background can be estimated based on other acquisitions within a certain time
window. The temporal median value seems an appropriate estimator assuming
blinking is sufficiently sparse.

To test whether this alternative GLRT outperforms SF classification, we per-
formed a simulation study. We modelled the PSF as a 2D Gaussian in each channel
with a fixed total number of photons (𝑁ph = 250) and expected channel fractions
𝜂𝐴 = 13% and 𝜂𝐵 = 3%. Variation in the intensity ratio between spots is incorpo-
rated as follows. For each photon we select a random number 𝑟 that is uniformly
distributed between 0 and 1. If 𝑟 < 𝜂 the photon is assigned to channel 1 and other-
wise to channel 2. Together, these random numbers 𝑟 define the intensities in each
channel for this particular spot. Next background is added to the spots (bgch1 = 5
and bgch2 = 20) and Poisson noise is added to model shot noise.

In this simulation it is not possible to estimate the background based on other
acquisitions. We therefore used the ground truth background level as estimate
( ̂bgch𝜆 = bgch𝜆) for both SF and PFC. Additionally we tested if, in the absence of
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Figure 6.3.1: Comparison between SF and PFC for 1 million simulated spots with a total photon count
of 250 and intensity fractions of 13% (fluorophore A) and 3% (fluorophore B). a) Distribution of the
SF ratio. SF rim pxl denotes SF with background estimation based on the median of the rim pixels of
the spot and SF med denotes SF classification where the ground truth background level is known. b)
Distributions of the log likelihood ratio (LLR) test statistic for PFC standard implementation and PFC
with fixed background. c) Rejection rates for the distributions of a&b for a false-positive rate of 1%.

the additional acquisitions, SF is able to outperform PFC. In this case a suitable
background estimator for SF is the median value of the rim pixels of the region of
interest of the spot in channel 1. We therefore test two situations: one where there is
no additional information regarding the background and onewhere it is possible to
estimate the background using additional acquisitions. In both cases, PFC should
theoretically outperform SF.

We simulated 1 million spots and compared the rejection rates for a 1% false-
positive rate for SFwith rim pixel and ground truth background correction and PFC
as implemented in chapter 4 and this alternative implementation. The results of this
simulation are shown in Figure 6.3.1. As expected, the distribution of the SF ratio
is less confined when using the rim pixels as background estimation. Interestingly,
the LLR distributions are not less confined for the alternative implementation, but
seem to shift and become symmetrical around 0. For these particular challenging
simulation settings, SF achieves a combined rejection rate of 84% (rim pxl estimate)
and 59% (ground truth correction), while PFC achieves a combined rejection rate
of 80% and 54% respectively. This simulation reveals that PFC is indeed able to
outperform SF when the same amount of information is available. Further analy-
ses on experimental data is needed to support this finding. Nonetheless, in these
simulations PFC offered only a minor improvement over SF, indicating that the SF
classification algorithm is an effective and suitable classification algorithm.

The experimental implementation as presented in Chapter 4 can be further im-
proved by optimizing the cut-offwavelength of the emission dichroic mirror. There
is a significant rejection rate for CF660 and CF680 in the case for 3 colour imaging
that hampers reconstruction. A dichroic with a red-shifted cut-off wavelength will
introduce a larger intensity ratio difference between CF660 and CF680, which will
improve classification. This reduces the intensity available for localization, espe-
cially for AF647, but this might be an acceptable compromise. Alternatively, if the
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channel-alignment is performed precisely, the intensity in the short wavelength
channel can be incorporated into the fitting routine. Finally, PFC is a complemen-
tary technique and can be combined with PSF engineering, as shown in Chapter
4, Figure 4.2.3 or other techniques such as SIMFLUX [19] that improve localization
precision. For these reason we expect that this experimental implementation com-
bined with PFC or SF classification will become a widely used multi-colour SMLM
technique.

6.4 Accurate single-molecule localization
3D localization accuracy is a widely understudied aspect of SMLM, but accurate
axial localization is important in many applications. These include multi-plane
imaging [20, 21], 3D particle averaging [22], or when the reconstructed volume is
used for correlating or modelling of physical forces [23] and processes such as dif-
fusion in neuronal synapses [25]. However, experimental verification is difficult,
both laterally and axially, because experimental ground truth data is non-trivial.
Therefore, accuracy is often analysed with simulations with extensive PSF models
[26, 27]. In the case of axial localization with PSF engineering another complica-
tion arises as there is a mismatch between the calibration PSF and the true PSF
exhibited by an emitter. The calibration PSF is obtained by acquiring a z-stack of
a bead on the coverslip by stage-movement. This movement however imposes a
different defocus aberration compared to an emitter with a different position in the
mounting medium. Moreover, high NA TIRF objectives capture the Super-critical
Angle Fluorescence (SAF), which depends strongly on the absolute distance from
the coverslip. This results in a strong z-dependent apodization in the pupil that is
not reflected in the calibration PSF.

In Chapter 5 we performed simulations with a vector PSF model to analyse the
size of these axial errors caused by model mismatch. These simulations show that
using the calibration PSF for localization, results in absolute axial biases of up to 250
nm and relative biases up to 50% over ranges of tenths to hundreds of nanometres.
We showed that these biases result from apodization in the pupil due to super-
critical angle fluorescence and spherical aberration induced by the mismatch be-
tween immersion oil and the mounting medium. To verify the substantial biased
predicted by this model, one could use a sample where the axial position can be de-
rived from the lateral position [28]. Alternatively, the axial position can be derived
from the ratio between the Under-critical Angle Fluorescence (UAF) and the UAF +
SAF [29, 30], while simultaneously recording the engineered PSF in a third channel.

If these findings are indeed experimentally verified, all these effects can in prin-
ciple be mitigated by fitting the spots directly with this vector PSF model. In other
work [31, 32] this vector PSF model showed excellent resemblance with the experi-
mental PSF. This indicates that thismodel captures indeedmost, if not all, aspects of
highNA imaging. Wehope that thisworkwill contribute to improved 3DSMLMre-
constructions and result in improved quantifiable insight into biological processes.
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6.5 Outlook
15 years after its invention, Single-Molecule Localization Microscopy has become
a reliable and widely used technique to overcome the diffraction limit. In this the-
sis we addressed several challenges for SMLM to enlarge its applicability domain
to tissue and improve multi-colour imaging. Nonetheless, there are still many im-
provements to be made in the field of SMLM.

6.5.1 Localization precision
Recent developments in SMLM are able to improve the localization precision by
shaping the illumination either globally (SIMFLUX) [19, 33–35] or by scanning (MIN-
FLUX) [36]. Here the illumination is correlated to the photons of a blinking event in
order to improve the localization precision. These methods can achieve a localiza-
tion precision as small as 1 nm. While these endeavours are exciting, the biological
impact is currently relatively small due to the linkage error in immunostaining. The
use of primary and secondary antibodies (AB) in the staining process introduces a
significant distance between the targeted epitope and the fluorophore as each AB
is roughly 13 nm in size. Combined with the fact that fluorophores can already be
routinely localized with a precision below 10 nm this indicates that the impact of
SIMFLUX is small for regular SMLM with immunostaining. Therefore SIMFLUX
is best applied in combination with dim fluorophores used in (f)PALM [37] often
used to track single-molecules in live-cell conditions. Therefore, these setupswould
require incubators to facilitate live-cell imaging. I furthermore do not expect that
the MINFLUX will be a disruptive technology, due to its limited FOV and extreme
imaging time, but will be used to aid biological research in specific research ques-
tions.

In general, the advancement in SMLM, or other super-resolution microscopy,
has come to a point where the linkage error is the limiting factor for the resolution.
I expect that there will be a major drive to make nanobodies and other small probes
such as aptamers and affimers widely available for research and imaging [38, 39].

6.5.2 Volumetric imaging
Single-Molecule localization microscopy overcomes the diffraction limit by spatial
and temporal separation. The individual molecules have to be localized in different
frames which restricts the imaging time for a single image plane. Even with PSF
engineering, the largest usable 𝑧-range per image plane for SMLM is in the order
of 2 𝜇m [40]. In order to perform true volumetric imaging, multiple planes have
to be imaged and stitched [20, 21]. This requires accurate z-localization, as well
as dyes that can blink for a prolonged period of time or use optical sectioning to
selectively excite fluorophores. This problem is inherent to SMLM.New techniques
might be able to solve this to some extent, but I expect this to remain a pitfall of
SMLM. Therefore other 3D super-resolution techniques are more suitable for large
volumetric super-resolution imaging, such as Expansion Microscopy (ExM) [41].

Ever since the invention of themicroscope, researchers have tried to improve the
details that can be resolved inside a sample by improving the optical setup. In 2015
the group of Edward Boyden introduced a newmethod for super-resolution called
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Expansion Microscopy (ExM) [41]. In ExM the sample is stained with fluorescent
molecules, which are then embedded in and cross-linked to a swellable hydrogel,
after which the cell and its content is digested. The gel is subsequently isotropically
expanded, which maintains the relative positions of the fluorophores. Therefore
these fluorophores represent the original structure but the distance between them is
physically enlarged. It is hard to overstate the elegance of this technique. Expansion
Microscopy, sample expansion instead of resolution enhancement, is a paradigm
shift after 200 years of microscopy development.

Recent work shows that a 10-fold expansion factor can be reliable achieved [42–
44], resulting in a resolution of 25 nm. The gel can also be flipped to combat the
non-isotropic resolution of a confocal or STED microscope used to image the gel
[45]. ExM can also be combined with SMLM as shown by other recent work [46],
which might prove to be a technique with a similar resolution of MINFLUX, but
with a higher throughput. Nonetheless, ExM also suffers from the linkage error
as a fundamental resolution limit and has other downsides as well. For instance,
finding regions of interest is incredibly challenging in these gigantic samples and
signal levels are drastically reduced due to the expansion. We expect that ExM
will become the go-tomicroscopy for volumetric super-resolution imaging, but that
SMLM and other super-resolution techniques such as STED will remain a reliable
and widely used modality.
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Samenvatting
Lichtmicroscopie is een veelgebruikte techniek om de cellulaire bouwstenen van
het leven te ontrafelen. De details die te onderscheiden zijn met standaardtechnie-
ken zijn echter gelimiteerd door diffractie. Hierdoor kan de onderliggende orga-
nisatie van een cel, op de schaal van eiwitten, niet worden gevisualiseerd. Lokali-
satiemicroscopie is een techniek waarbij de positie van individuele moleculen met
een precisie van enkele nanometers kan worden bepaald. Deze methode is afhan-
kelijk van het laten knipperen van individuele fluorescente moleculen. Door deze
knipperingen te filmen en samen te voegen tot een enkel beeld, kunnen kleinere
structuren worden onderscheiden dan mogelijk is met standaard fluorescentiemi-
croscopie.

Deze recente ontwikkelde techniek heeft geleid tot verschillende doorbraken
in het celbiologisch onderzoek, maar kan niet direct worden toegepast in weefsel
of andere dikkere preparaten. Dit komt doordat het uitgezonden licht wordt ver-
stoord door het weefsel, wat de detectie en lokalisatie verslechtert. Deze optische
verstoring kan worden gecorrigeerd door gebruik te maken van adaptieve optica.
Hierbij wordt een vervormbare spiegel in het collectiepad van de microscoop ge-
plaatst. Door vervolgens de spiegel op de juiste manier te vervormen, kan de ver-
storing gedeeltelijk worden gecorrigeerd. Hiervoor moet wel eerst de verstoring
worden achterhaald. Hiervoor zijn verschillende methodes ontwikkeld, maar het
is nog onduidelijk wat de beste correctiemethode voor lokalisatiemicroscopie is en
onder welke condities deze methodes werken. In dit proefschrift vergelijk ik ver-
schillende adaptieve optica methodes en onderzoek ik welke mate van verbetering
haalbaar is met adaptieve optica.

Om de verbetering van adaptieve optica te analyseren, vergelijken we in hoofd-
stuk 2 de behaalde lokalisatieprecisie met het gebruik van een waterimmersie ob-
jectief en een olie-immersie objectief, met en zonder adaptieve optica. Deze analyse
laat zien dat het gebruik van olie-immersie in combinatie met adaptieve optica een
verbetering in lokalisatieprecisie oplevert in vergelijking met het gebruik van een
waterimmersie objectief. Daarnaast vonden we dat de axiale lokalisatie verstoord
wordt bij het gebruik van een olie-immersie objectief in waterige preparaten, zoals
een gel of een enkele laag cellen. Door gebruik te maken van adaptieve optica kan
dit hersteld worden.

De eenvoudigste manier om de optische verstoring te achterhalen is door ge-
bruik te maken van een referentiekraal, een klein plastic fluorescerend balletje. Het
plaatsen van een referentiekraal is echter niet mogelijk in complexere preparaten
zoals hersencoupes van proefdieren. Een oplossing hiervoor is om de verstoring
te achterhalen door middel van de afbeeldingen van de knipperende individuele
moleculen. Dit is echter lastig omdat deze afbeeldingen veel ruis bevatten en snel
wisselen in intensiteit. Hierdoor zijn traditionele correctie-algoritmes voor adap-
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tieve optica in microscopie niet bruikbaar. In hoofdstuk 3 vergelijken we syste-
matisch verschillende voorgestelde algoritmes voor lokalisatiemicroscopie en la-
ten we zien dat deze nauwelijks of geen robuuste verbetering geven. Op basis
van de analyse van deze verschillende methodes stellen we een nieuwe correctie-
methode voor. We laten experimenteel en met simulaties zien dat deze methode
in staat is om verstoringen op een robuuste manier te corrigeren en voor welke
signaal-ruisverhoudingen dit het geval is. We demonstreren deze techniek door in
gekleurde hersencoupes van ratten het axon initieel segment te visualiseren op een
diepte van 50 𝜇m.

Een andere uitdaging voor lokalisatiemicroscopie is de bruikbaarheid voor ver-
schillende kleuren. Veel fluorescente moleculen, welke goed zijn te scheiden op
basis van kleur, zijn niet geschikt voor de meest gebruikte techniek van lokalisatie-
microscopie. De moleculen met de juiste knippereigenschappen hebben een ver-
gelijkbare kleur en zijn daarom lastig te scheiden. In hoofdstuk 4 demonstreren
we een verbeterde implementatie van een recent voorgestelde scheidingsmethode,
die beter implementeerbaar is op conventionele microscopen. Daarnaast vergelij-
ken we verschillende classificatie-algoritmes met een nieuw algoritme gebaseerd
op fotonenstatistiek en bespreken we verschillende aspecten om deze classificatie
methode te verbeteren.

Een veelgebruikte manier op de axiale (3D) positie van moleculen te schatten
is door de puntspreidingsfunctie (PSF) aan te passen. Deze functie beschrijft de
vorm van het spotje op de camera van een enkel molecuul. Door de vorm sterk
afhankelijk te maken van axiale positie kan de 3D positie van het molecuul worden
geschat. De prestatie van verschillende PSFs wordt vaak vergeleken op basis van
de lokalisatie precisie die ze behalen. De accuraatheid van de lokalisaties is echter
een aspect waar weinig over bekend is. In hoofdstuk 5 simuleren we de fouten
die worden gemaakt in gebruikelijke lokalisatie methodes voor verschillende 3D
PSFs, door gebruik te maken van een uitgebreid PSFmodel. Hiervoor introduceren
we een theorie waarmee het brandvlak goed kan worden gedefinieerd in gevallen
waarbij het nabije elektrisch veld van de fluorescente moleculen interacteert met
het dekglaasje. Deze simulaties wijzen op fouten in de axiale positie die kunnen
oplopen tot honderden nanometers als hier niet goed of onvoldoende voor wordt
gecorrigeerd.

Samenvattend, het onderzoek in dit proefschrift vergroot de bruikbaarheid van
lokalisatiemicroscopie inweefselpreparaten en verbetert demogelijkheid ommeer-
dere structuren te visualiseren met deze techniek.
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