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Summary

Groups of people collaborate within organizations to deliver value to their customers. To establish
such collaborations, which can lead to valuable outcomes for customers, a set of coordinated
activities, events, and decision points are orchestrated in business processes. However, due to the
diverse contexts of organizations, the meaning of terms used in business processes often differ
from one organization to another. Moreover, the way a business process is executed may differ
across organizations, in some branches of the same organization, or for certain products or services
offered to customers, or even across organizational units. Those differences, furthermore, affect
both the performance of business processes and the relevance of performance indicators used for
measuring that performance. Therefore, when such points are not taken into account, efforts to
enable organizations to learn from each other for performance improvement can lead to three main
issues, namely unfairness, inaccuracy, and inadequacy.

The aforementioned issues inspire the work in this thesis. In particular, the thesis focuses on
providing relevant insights for organizations to improve their performance by learning from each
other. With the theoretical Cross-Organizational Process Mining Framework that we developed,
that learning becomes possible for organizations. The main contributions of this thesis are five
approaches. The approach for automatically deriving Key Performance Indicators (KPIs) from
Ontological Enterprise Models deals with the unfairness issue. Inaccuracy is the main focus of the
approach for predicting relevant KPIs for organizations. Identifying the perspectives that can be
adequate for organizations to learn from each other is the main focus of the two other approaches:
the approach for the automated generation of engaging dashboards and the approach for interactive
process performance dashboard generation. The last approach is devoted to building process
benchmarks for performance improvement such that organizations can benefit from each others’ best
practices. Each approach is applied in a real-life setting to show its usefulness and practical value.

Overall, the work presented in this thesis provides important contributions to perform cross-
organizational process mining in a fair, accurate, and adequate fashion.





Samenvatting

Groepen mensen werken samen binnen organisaties om waarde te leveren aan hun klanten. Om
dergelijke samenwerkingsverbanden tot stand te brengen die kunnen leiden tot waardevolle
resultaten voor klanten, wordt een reeks gecoördineerde activiteiten, gebeurtenissen en
beslissingsmomenten georkestreerd in bedrijfsprocessen. Door de uiteenlopende context van
organisaties verschilt de betekenis van termen die in bedrijfsprocessen worden gebruikt echter vaak
van organisatie tot organisatie. Bovendien kan de wijze waarop een bedrijfsproces wordt uitgevoerd
verschillen tussen organisaties, in sommige takken van dezelfde organisatie, of voor bepaalde
producten of diensten die aan klanten worden aangeboden, of zelfs tussen organisatorische
eenheden. Die verschillen zijn bovendien van invloed op zowel de prestaties van bedrijfsprocessen
als de relevantie van prestatie-indicatoren die worden gebruikt om die prestaties te meten. Wanneer
met dergelijke punten geen rekening wordt gehouden, kunnen inspanningen om organisaties in
staat te stellen van elkaar te leren met het oog op prestatieverbetering leiden tot drie belangrijke
problemen, namelijk oneerlijkheid, onnauwkeurigheid, en ontoereikendheid.

Voornoemd problemen die we hebben geïdentificeerd inspireren het werk in deze dissertatie. In
het bijzonder richt het proefschrift zich op het verschaffen van relevante inzichten voor organisaties
om hun prestaties te verbeteren door van elkaar te leren. Met het theoretische
Organisatieoverschrijdend Kader voor Process Mining dat we hebben ontwikkeld, wordt dat leren
mogelijk voor organisaties. De belangrijkste bijdragen van dit proefschrift zijn vijf benaderingen die
door het raamwerk worden gebruikt om oplossingen te bieden voor de eerder genoemde drie
hoofdproblemen. De aanpak voor het automatisch afleiden van Kritieke Prestatie-Indicatoren (KPI’s)
uit Ontologische Ondernemingsmodellen pakt het onnauwkeurigheidsprobleem aan.
Onnauwkeurigheid is het belangrijkste aandachtspunt van de aanpak voor het voorspellen van
relevante KPI’s voor organisaties. Het identificeren van de perspectieven die geschikt kunnen zijn
voor organisaties om van elkaar te leren is de belangrijkste focus van de volgende twee
benaderingen: de benadering voor het geautomatiseerd genereren van boeiende dashboards en de
benadering voor het interactief genereren van procesprestatiedashboards. De laatste benadering is
gewijd aan het bouwen van procesbenchmarks voor prestatieverbetering, zodat organisaties kunnen
profiteren van elkaars best practices. Elke benadering wordt toegepast in een real-life setting om het
nut en de praktische waarde ervan aan te tonen.

Alles bij elkaar, levert het werk dat in deze dissertatie wordt gepresenteerd belangrijke bijdragen
aan het uitvoeren van cross-organisationele process mining op een eerlijke, accurate en adequate
manier.
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Chapter 1

Introduction

Organizations are entities established for a particular purpose. To accomplish their purpose with
an intended impact, groups of people collaborate in organizations. Such collaborations are joined
forces to deliver value to customers and stakeholders. Often, that value delivery is done through
products and services. Importantly, the only way any organization can perform its operations
for providing products and services is via its business processes. More specifically, with the
involvement of a number of organizational functions, a set of coordinated activities, events, and
decision points are instrumented in any business process to lead to an outcome that is valuable for
customers [40]. Accordingly, business processes are among the key assets of organizations. Hence,
the management and continuous improvement of business processes should be the primary focus of
every organization [133].

Measurement is essential for process management and improvement. If it is not known whether a
process produces the desired outcome, what adjustments are needed for it cannot be identified [39].
In other words, the success of a process cannot be defined and tracked unless its progress is quantified,
i.e., measured. Without a clear measurement, the role of luck in improvement will become much
bigger than it should [14]. Furthermore, measurement enables organizations to have a better
understanding of whether their processes achieve the performance to attain their goals.

Key Performance Indicators (KPIs) are used by organizations as a means to measure and monitor
their business performance. A KPI is simply a metric that indicates how well an organization is
performing in relation to its goals. As a means to monitor KPIs, organizations use dashboards.
Dashboards provide organizations visibility into their performance by consolidating and integrating
required information [42, 54, 158]. The information displayed on dashboards supports decision-
makers in organizations in making informed decisions to take actions on improving the business
processes in their organization. Simply put, data-driven evidence is vital for organizations to gain
resilience and to be more adaptive to changes [133]. Instead of relying on intuition and assumptions,
high-performance organizations focus on the discovery and analysis of the inefficiencies in their
processes using the data produced during the execution of those processes [14].

Information systems are intensively used by today’s organizations to both support their business
and execute their business processes. For example, an Enterprise Resource Planning (ERP) system is
one of the most used information systems to support manufacturing, delivery, and financial
processes. Similarly, marketing, sales, and customer service processes are typically supported by
Customer Relationship Management (CRM) systems. These systems enable organizations to record
vast amounts of data, which is a very valuable source to analyze and provide insights into
understanding and improving processes.
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Process Mining is a collection of techniques that aims to analyze how processes are executed
in reality [139]. It allows organizations to understand the performance and conformance of
processes based on the data produced during their execution. Thus, valuable insights into and
recommendations on how to improve business processes can be obtained. Data recorded by
information systems need to be extracted in the form of event logs [139] to obtain such insights and
recommendations. An event log is a collection of events, each of which refers to an activity performed
in a process. The events performed within the execution of a single process instance refer to a
case. For example, in a bank, each mortgage application can be a case, which goes through a loan
application process. The sequence of the events that are related to a particular case is called a trace.
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Figure 1.1: An overview of process mining tasks

There are three main tasks (see Figure 1.1) that process mining techniques focus: process discovery,
conformance checking, and process enhancement [139]:

• process discovery: the construction of an accurate process model that can precisely represent
the observed behavior in the given event log of a process.

• conformance checking: the detection of differences between the modeled behavior and the
observed behavior of a process in terms of compliance and correspondence.

• process enhancement: the derivation of recommendations to repair or extend a process using
the information about its actual execution.

How process mining is applied in cross-organizational settings and what issues we identified in
such applications are described below.
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Process Mining in Cross-Organizational Settings

Process mining is often used to gain data-driven insights into increasing the efficiency of processes
in a single organization. For this purpose, there exist several goals that are commonly set when
processes mining is used in single organizations. Understanding actual process executions, detecting
bottlenecks in processes, finding the process paths that are either frequently or rarely taken, and
spotting compliance issues in processes are the goals, to name some of the more popular ones.

However, process mining is principally not limited to use in a single organization. It can help to
analyze any processes that: (1) differ within the same organization or (2) differ across multiple
organizations, or (3) are distributed over multiple organizations. Accordingly, the use of process
mining in such settings is called cross-organizational process mining. Due to various reasons (e.g.,
regulations, location, environmental conditions, etc.), the activity sequence of a business process
execution may differ across organizations, or in some branches of the same organization, or for
certain products or services offered to customers, or even across organizational units. Each unique
activity sequence of the process execution is called process variant. Analyzing the differences and
commonalities between process variants can enable organizations to learn from each other. For
example, by exploiting the best practices that yield better performance, worse-performing
organizations can improve their processes.

Horizontal and vertical are the two types of cross-organizational process mining [45, 138]:
• horizontal: focuses on the analysis of a process that goes through multiple organizations,

i.e., multiple organizations collaborate to handle the instances of a single process. Each
organization performs a fragment (like jigsaw puzzle parts) of the same process.

• vertical: focuses on the analysis of a process of which executions may differ across multiple
organizations, although it serves essentially the same purpose within these organizations.
Since such process execution variations can be observed between the organizational units
or branches of a single organization, those sub-units can be abstracted as organizations to
benefit from vertical cross-organizational process mining in a single organization.

For conducting horizontal cross-organizational process mining, it is required to collect and merge
the event logs for a process that passes the boundaries of multiple organizations. As each fragment of
that process is the responsibility of a different organization, event logs of the end-to-end process are
distributed. Hence, having a merged event log for such processes and analyzing them in-depth are
not trivial tasks [142]. Similarly, there are challenges related to vertical cross-organizational process
mining [142]. For instance, the granularity of activities and the logging details may differ between
organizations for the same process. Importantly, the labels used for activities and their meanings
may vary from one organization to another. Furthermore, ensuring privacy is rather difficult in
multi-organizational settings.

Despite the importance and relevance of cross-organizational process mining, current
cross-organizational process approaches (e.g., [22, 23, 103, 136]) do not provide generic and
comprehensive solutions to meet the aforementioned challenges. Considering the deficiencies of
those approaches, we identified three main issues, which inspire the work in this dissertation.

Issues

1. unfairness: Current approaches do not take organizational characteristics into account
in order to determine whether organizations are comparable. This is not fair, especially
when organizations are benchmarked based on their performance without considering their
specific characteristics (e.g., number of employees, legal form, and location) and context.
Moreover, each organization can have expertise in different subjects, e.g., depending on its
goals and knowledge. For instance, an ERP software vendor mostly focuses on production,
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order management, and invoicing, whereas risk management is typically the main focus of an
insurance company. Furthermore, the number of employees of an organization can determine
its operational scope, e.g., an organization with only five employees may not handle the same
amount of requests compared to an organization that has five hundred employees active in
multiple locations.

2. inaccuracy: Current approaches generally match the text labels of activities in processes, not
the meaning behind them. This leads to inaccurate comparisons. For instance, the meaning
of the term loan is different for a bank and a library. Moreover, the same term might incur
different regulations for a bank than for a library. Making comparisons without considering
the meaning of terms and their influence within organizations might generate undesired and
ambiguous insights, which may then trigger irrelevant improvement actions and changes in
processes.

3. inadequacy: Current approaches mostly consider generic process model metrics or event
log metrics to provide insights into understanding and improving processes of organizations.
Such metrics are often not adequate because organizations make decisions with respect to the
KPIs that are specifically of their interest and aligned with their strategic goals.

On the basis of the issues explained above, we specify our considerations to deal with these issues.
These considerations provide the foundation for the work in this dissertation.

Considerations

1. fairness: The business environment in which an organization is active, i.e., context, and the
characteristics of the organization influence both the processes the organization performs and
the performance of these processes. For example, there can be a non-profit organization that
can be compared with another typical revenue-oriented organization in terms of customer
loyalty. However, such a comparison may not yield any insight into improving the processes
of a non-profit organization. When context and organizational characteristics are taken
into account, the factors that affect processes and their performance, i.e., the selection of
organizations by the framework, can be better captured in a sense-making manner. Thus, the
conclusions that will be drawn through process mining to provide insights will become fair in
cross-organizational settings.

2. accuracy: It is reasonable for organizations to use the same terminology for processes having
similar purposes. However, the meaning of the terms in a shared terminology may vary for
the same process and reflect different concepts in some organizations. For example, the
term delivery may encompass different activities, e.g., packing, transportation, or customer’s
receive, in various organizations. Therefore, the meaning behind the terms used in activity
labels in processes is essential for accurately detecting the similarities and differences between
the processes of multiple organizations.

3. adequacy: Organizations are defined as decision factories [34]. Accordingly, they use the
KPIs that are relevant for assessing their performance and making decisions. Hence, insights
provided through process mining and derived using the common process metrics (e.g., average
execution duration) are often not adequate for organizations to make informed decisions. In
the case of average execution duration of a process, outliers will highly influence the calculated
value, e.g., the number of executions completed in a very short time or executions took an
extremely long time. In this regard, to provide adequate insights, similarities and differences
between the processes of multiple organizations need to be measured and interpreted using
the KPIs relevant for these organizations.
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Scope

In accordance with the challenges, issues, and considerations explained above, we set the scope of
our framework vertical cross-organizational process mining and focus on the challenges that are
related to it. In particular, our aim is to enable organizations to improve performance by benefiting
from the similarities in and differences between their processes. To obtain such similarities and
differences from process executions and derive recommendations for performance improvement, we
place discovery and enhancement process mining tasks at the center of our scope.

1.1 Research Approach

1.1.1 Research Questions
Based on the discussion of the scope, issues (unfairness, inaccuracy, and inadequacy), and
considerations (fairness, accuracy, and adequacy), the main research question of this dissertation is
stated as follows:

MRQ: How can cross-organizational process mining be performed in a fair, accurate, and adequate
fashion to provide relevant insights for organizations to improve their performance?

We derived four sub research questions on the basis of the main research question:

RQ1: How can organizations be selected for fair cross-organizational process mining?

RQ2: How can organizations be compared for accurate cross-organizational process mining?

RQ3: How can adequate perspectives be determined for cross-organizational process mining?

RQ4: How can relevant insights for organizations be provided using cross-organizational process
mining?

It is important to note that the first three sub research questions form the basis for the last sub
research question (RQ4).

1.1.2 Research Methods and Techniques
The research in this dissertation is carried out by using several research methods and techniques,
namely case study research, focus group, expert interview, literature review, and conceptual
modeling. First, these methods and techniques will be explained in this section. Second, their
applications per chapter, the related framework components, and the corresponding dissertation
theme will be listed (see Table 1.1).

Case Study Research

Case study research is a method that involves the study of a single case or multiple cases to investigate
the particularity and complexity of a phenomenon in its real-life context [113, 126]. In case study
research, it is essential to conduct a close examination of design artifacts for the purposes of
understanding, theory building, and testing. Furthermore, initiative, pragmatism, optimism, and
persistence are needed to successfully complete case study research within the field of information
systems [35]. In this dissertation research, case studies are performed to build and evaluate the



6 Chapter 1. Introduction

design of artifacts, such as the implementation of the approaches that fulfill the purpose of each
component of the framework (e.g., see Chapter 3, Chapter 4, and Chapter 5). The case study
protocols that are followed in this dissertation research are the ones defined by Yin [161].

Focus Group

A focus group is a research method that is defined as a moderated discussion on a topic determined
by the researcher [95, 113]. It is very useful for understanding the range of opinions of people
across groups as there is a much more natural environment than personal interviews [80, 127]. That
is achieved by allowing people to interact, influence, and be influenced by others. The questions in
focus groups are mostly open-ended but carefully determined. In this dissertation, focus groups
composed of experts from the industry were used to evaluate the automated dashboard generation
approach (see Chapter 5).

Expert Interview

An expert interview is a type of research method that has been broadly discussed and used in many
research areas. It is described as a qualitative interview based on a topical guide that focuses on the
knowledge of a field expert [94, 113]. The aim of this method is to explore and collect data from
the field experts by means of interactions, which are typically driven by questions. The structure
of expert interviews depends on the way of forming questions. More specifically, questions can be
very specific and structured, semi-structured, or open-ended. To encourage experts and enrich the
discussion with them, semi-structured interviews are mostly preferred in this dissertation research.
This method is used almost in all chapters.

Literature Review

A literature review is a research method that is essential for conducting research [32, 77, 123]. It
creates a robust foundation for advancing knowledge by identifying relevant theories, methods, and
gaps in any discipline [41]. Hence, to collect and assess existing knowledge, every literature review
needs to be done accurately. Importantly, having a systematic in doing literature review provides a
reliable knowledge acquisition process. Specifying research questions for motivating the literature
review, building search criteria, searching existing studies, assessing the collected studies to extract
knowledge are the steps that such a process contains [32, 77, 123]. Accordingly, for acquiring the
relevant knowledge for the work in this dissertation, the steps and guidelines described in [77] are
followed. Related work and background are the primary sections in which the obtained relevant
knowledge is explained within the chapters of this dissertation.

Conceptual Modeling

Conceptual modeling is a technique that is often used to denote several aspects of a given domain in
a particular form [154]. In general, a graphical representation or a mathematical formulation is
used to describe selected phenomena. To do so, entities in the phenomena and the possible
relationships between them are determined and expressed [49, 98]. For building a representation
both for the framework and its components, this technique is used. Another usage of this technique
can be seen in formulating patterns for deriving KPIs (see Chapter 3).

The overview of this dissertation research in terms of the mapping between research questions,
research methods and techniques, framework components, and dissertation theme is shown in
Table 1.1. In particular, research methods and techniques that have been employed in each chapter
and used as the main tool to answer the mapped research question are highlighted using ticks (3) in
black. Similarly, secondary research methods and techniques are denoted using ticks (3) in gray. In
the same table, the framework components column displays the corresponding components of the
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cross-organizational process mining framework for the research described in each chapter. There are
three main themes in this dissertation research: performance, process mining, and cross-organizational.
Each of these is elaborated at the beginning of this chapter. In this regard, the concerned theme
in each chapter is given in the dissertation theme column in Table 1.1. The themes that are the
secondary concerns of the research described in a chapter are shown in gray text.

1.2 Contributions

This thesis focuses on providing relevant insights for organizations to improve their performance
by learning from each other. Such learning becomes possible for organizations with the Cross-
Organizational Process Mining Framework that we developed. The main contributions of this thesis
revolve around the five novel approaches employed by the framework. The framework orchestrates
three components that provide solutions to the aforementioned three main issues (i.e., unfairness,
inaccuracy, and inadequacy) in cross-organizational process mining applications. These components
are Metric Comparison Catalog, Metric-Based Improvement Catalog, and Cross-Organizational Process
Mining Techniques. The relation between these components and the approaches is shown in Table 1.1.

For addressing the issues explained above, we introduce three particular inputs: Organizational
Context, Business Semantics, and Metrics Semantics. In the framework, these inputs are combined
with event logs. With the use of Organizational Context, it becomes possible to determine what to
compare, i.e., what organizations are comparable. The Business Semantics input is aimed at the
determination of how to compare, i.e., how organizations can be compared. Although similar terms
are used in the business processes within organizations, their meaning may differ from one
organization to another. To capture the actual meaning of the elements in business processes,
Business Semantics play an important role. Metrics Semantics is the input that is used to determine
which metrics can be compared and how for providing relevant insights into understanding and
improving processes in organizations. With this input, it becomes possible for the framework to
focus on the performance measurement means, i.e., KPIs that are relevant for organizations while
providing insights for them. The framework with its components is shown in Figure 1.2. In Chapter
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Figure 1.2: Cross-organizational process mining framework

2, we give the details of the framework.

The five novel approaches employed by the framework are as follows:

1. KPI derivation from Ontological Enterprise Models: The main focus of this approach is on
identifying organizations that are in the same context. In this approach, we tackle the
problem of capturing real-world enterprise concepts of organizations. For this, we use
ontological enterprise models that allow us to obtain the meaning of enterprise concepts in
a machine-readable form. Without requiring any technical knowledge from organizations,
custom KPIs to their needs are made available using such machine-readable inputs. With this,
a fair comparison of organizations can be performed in cross-organizational process mining.
This approach is explained in Chapter 3.

2. Predicting relevant KPIs for organizations: This approach focuses on the automated selection
of KPIs using machine learning techniques. Our findings show that the relevance of KPIs is
linked to the properties of organizations, and further, these links are useful to automate the
identification of relevant KPIs. By identifying the KPIs in which organizations have a shared
interest, it becomes possible to establish an accurate comparison of those organizations. In
Chapter 4, this approach is elaborated.

3. Automated generation of engaging dashboards: Finding the perspectives that can be adequate
for organizations to learn from each other is the main focus of this approach. Such perspectives
are determined by generating the dashboards that organizations will be engaged in. We
developed a reusable model that captures the knowledge of dashboard design that is inherent
dashboard design principles, which are commonly expressed in the natural language texts.
How the approach achieves that goal is given in Chapter 5.

4. Interactive generation of process performance dashboards: This approach is an extension of
the previous approach. This extension is developed using chatbot technologies to facilitate
dashboard generation. In particular, it enables decision makers to interactively build the
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process performance dashboards for monitoring the performance of the processes in their
organization. With this approach, we tackle the problem of creating engaging dashboards in
real-time by providing guidance to users. This approach is explained in Chapter 6.

5. Building process benchmarks for performance improvement: This approach is developed to
build process benchmarks such that organizations can improve performance by learning from
each other using the automatically detected significant differences in their process executions.
In this approach, we show what practices applied in organizations affect performance and
how such practices can be exploited for improving performance in other organizations. The
details of the approach are given in Chapter 7.

How each of these approaches is related to the framework components and dissertation themes
can be observed in Table 1.1. As each approach is explained in a separate chapter, using the chapter
column in the table, one can see the relations between the approaches and framework and the
themes of the dissertation. For example, the approach for KPI derivation from Ontological Enterprise
Models is elaborated in Chapter 3, and it is related to the Metric Comparison Catalog component of
the framework. Similarly, that approach is associated with the performance and process mining
themes of the dissertation.

1.3 Publications

This thesis presents research on the applications of cross-organizational process mining in a fair,
accurate, and adequate fashion to provide relevant insights for organizations to improve their
performance. Parts of this research led to peer-reviewed scientific publications; 5 conference papers
and 1 in progress journal article. The list below provides an overview of them:

• [4] Ü. Aksu, D. M. M. Schunselaar, and H. A. Reijers. A cross-organizational process mining
framework for obtaining insights from software products: Accurate comparison challenges. In
2016 IEEE 18th Conference on Business Informatics (CBI), pages 153–162, 2016.

• [5] Ü. Aksu, D. M. M. Schunselaar, and H. A. Reijers. An approach for automatically deriving
key performance indicators from ontological enterprise models. In International Symposium
on Data-driven Process Discovery and Analysis (SIMPDA), pages 38–53, 2017.

• [7] Ü. Aksu, D. M. M. Schunselaar, and H. A. Reijers. Automated prediction of relevant key
performance indicators for organizations. In International Conference on Business Information
Systems (BIS), pages 283–299, 2019.
This publication received the best paper award in that conference, i.e., BIS 2019.

• [6] Ü. Aksu, A. del-Río-Ortega, M. Resinas, and H. A. Reijers. An approach for the automated
generation of engaging dashboards. In OTM Confederated International Conferences" On the
Move to Meaningful Internet Systems", pages 363–384, 2019.

• [3] Ü. Aksu and H. A.Reijers. How business process benchmarks enable organizations to
improve performance. In 2020 IEEE 24th International Enterprise Distributed Object Computing
Conference (EDOC), pages 197–208, 2020.

• [8] Ü. Aksu, A. del-Río-Ortega, M. Resinas, and H. A. Reijers. Interactive generation of process
performance dashboards. This manuscript is submitted to a journal, 2021.

The author of this thesis has also contributed to research projects beyond the scope of this thesis.

Other publications:
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• [18] E. S. Borges, M. Fantinato, Ü. Aksu, H. A. Reijers, and L. H. Thom. Monitoring of non-
functional requirements of business processes based on quality of service attributes of web
services. In International Conference on Enterprise Information Systems (ICEIS), Proceedings,
pages 588–595, 2019.

• [29] C. F. Castro, M. Fantinato, Ü. Aksu, H. A. Reijers, and L. H. Thom. Towards a conceptual
framework for decomposing non-functional requirements of business process into quality of
service attributes. In International Conference on Enterprise Information Systems (ICEIS(2)),
Proceedings, pages 481–492, 2019.

• [30] C. F. Castro, M. Fantinato, Ü. Aksu, H. A. Reijers, and L. H. Thom. Systematizing the
relationship between business processes’ and web services’ non-functional requirements.
In International Conference on Enterprise Information Systems (ICEIS), Proceedings, pages
473–497, 2019.

• [115] A. Revina, Ü. Aksu, and V. G. Meister. Method to address complexity in organizations
based on a comprehensive overview. Information, 12(10):423, 2021.

• [114] A. Revina and Ü. Aksu. Towards a business process complexity analysis framework
based on textual data and event logs. In 17th International Conference on Wirtschaftsinformatik
(WI 2022), February 21-23, 2022, Nürnberg, Germany, Proceedings, 2022 in press.

1.4 Thesis Outline
The remainder of this dissertation is divided into the following seven chapters:

Chapter 2 — Cross-Organizational Process Mining Framework. This chapter introduces the
theoretical framework on cross-organizational process mining. The framework consists of three
components: Metric Comparison Catalog, Metric-Based Improvement Catalog, and
Cross-Organizational Process Mining Techniques. Each component aims to provide solutions for the
issues discussed above (see Subsection Issues). Furthermore, the framework is exemplified both
from a software vendor perspective and a client organization perspective.

Chapter 3 — Automatically Deriving KPIs from Ontological Enterprise Models. This chapter presents
our approach for the automated derivation of tailored KPIs for organizations. In particular, the
approach takes an Ontological Enterprise Model (OEM) as input to automatically retrieve the
knowledge on enterprise concepts in organizations. By means of the KPI derivation patterns
expressed in terms of enterprise concepts, the approach generates the KPIs that are customized to
each organization. The approach is demonstrated to show its real-life use, and the obtained results
are presented.

Chapter 4 — Predicting Relevant Key Performance Indicators for Organizations. In this chapter, we
present our approach that is aimed at the automated selection of relevant KPIs for organizations. To
automate the selection, the approach employs prediction models that are aimed at predicting the
relevance of KPIs. Such prediction models are trained for determining the factors that make certain
KPIs relevant for particular organizations. The approach is evaluated by checking its prediction
quality in a real-life setting. Furthermore, the obtained results that set the approach apart from
state-of-the-art are discussed.

Chapter 5 — Automated Generation of Engaging Dashboards. This chapter presents our approach
for the automated generation of engaging dashboards for organizations. The approach employs a
decision model for visualizing KPIs. The decision model is developed by collecting and analyzing the
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dashboard design principles available in the literature. The common usability of the decision model
is first tested. Then, it is incorporated into the implementation of the approach. After that, the
approach is evaluated in a real-life setting to show its practical value.

Chapter 6 — Interactive Generation of Process Performance Dashboards. In this chapter, we present
our approach for the interactive generation of process performance dashboards. The approach
employs a chatbot that interacts with decision makers to build process performance dashboards by
collecting their interests on Process Performance Indicators (PPIs). Moreover, the chatbot enables
decision makers to view and decide engaging visualizations of PPIs in real-time.

Chapter 7 — Performance Improvement through Process Benchmarks. This chapter presents a
holistic approach that is aimed at helping organizations to improve performance by enabling them to
learn from each other. In particular, the approach provides process benchmarks that show the
significant differences in the executions of processes in multiple organizations. Such differences are
determined and highlighted with respect to the KPIs, which are specifically relevant for the
organizations involved. Thus, what practices yield better or worse performance in organizations
become visible. Organizations can use this information as the basis to take actions that can either
increase their performance or prevent situations that may result in an undesired performance.
Furthermore, the approach implemented and it is applied in a case study following its performance
evaluation.

Chapter 8 — Conclusion. In the last chapter, research questions are answered by summarizing the
contributions of this dissertation research. Moreover, both research and practical implications are
discussed. Finally, we provide a reflection on the limitations of this dissertation research and list the
potential research directions as future work, which other researchers pick and work on.





Chapter 2

Cross-Organizational Process
Mining Framework



Abstract
Software vendors offer various software products to large numbers of enterprises
to support their organization, in particular, Enterprise Resource Planning (ERP)
software. Each of these enterprises uses the same product for similar goals, albeit
with different processes and configurations. Therefore, software vendors want
to obtain insights into how the enterprises use the software product, what the
differences are in usage between enterprises, and the reasons behind these differences.
Cross-organizational process mining is a possible solution to address these needs, as it
aims at comparing enterprises based on their usage.

In this chapter, we present a novel Cross-Organizational Process Mining Framework
which takes as input, besides event log, semantics (the meaning of terms in an
enterprise), and organizational context (characteristics of an enterprise). The
framework provides reasoning capabilities to determine what to compare and how.
Besides, the framework enables one to create a catalog of metrics by deducing
diagnostics from the usage. By using this catalog, the framework can monitor the
(positive) effects of changes on processes. An enterprise operating in a similar context
might also benefit from the same changes. To accommodate these improvement
suggestions, the framework creates an improvement catalog of observed changes.
Later, we provide a set of challenges that have to be met in order to obtain the inputs
from current products to show the feasibility of the framework. Next to this, we
provide preliminary results showing they can be met and illustrate an example
application of the framework in cooperation with an ERP software vendor.

keywords- cross-organizational process mining, framework, enterprise resource
planning
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2.1 Introduction

Software vendors offer various enterprise software products (hereinafter product) to
large numbers of enterprises (hereinafter organizations) to support them in their business
processes. For instance, organizations use Enterprise Resource Planning (ERP) software
for order management, delivery, invoicing, stock management, keeping customer records,
and human resource management. However, each organization uses the same product
for similar goals but different settings. Due to the varying context of each organization,
configuration files and workflows need to be modified to adjust the generic software to the
needs of each organization [121]. Furthermore, organizations use the same terms and
functions in different ways in the same product. For example, the term loan has different
semantics within a bank compared to a library. In accordance with this information,
cross-organizational process mining is a possible solution, which aims at comparing
multiple organizations using process mining.

Cross-organizational process mining enables one to compare organizations from
different perspectives, e.g., the ordering of activities or subdivision of work amongst
resources. Current cross-organizational mining approaches ( [22, 23, 136]) mainly use
event logs, which are a collection of events as the sole input. At the same time, the current
approaches primarily use text matching techniques to relate terms between organizations
to find out differences in software product usage. This might hinder accurate comparisons.
For instance, in the aforementioned example, the current cross-organizational process
mining approaches match the term loan inside a bank to the term loan inside a library.
However, the semantics of the term loan is different for a bank and a library. The
approaches do not take into account these semantics. Making comparisons without
semantics might generate inadequate and ambiguous insights, which may trigger
irrelevant improvement actions and changes. Eventually, these irrelevant improvement
actions and changes may cause unexpected results. Next to the semantics, the approaches
do not consider the organizational context, e.g., the term loan might bring different
regulations or preconditions for a bank than for a library.

In order to address the aforementioned issues and make a more accurate comparison
between organizations, we present a novel Cross-Organizational Process Mining
Framework that takes semantics and organizational context, in addition to event logs, as
inputs. With these inputs, the framework provides reasoning capabilities that determine
what to compare and how. For instance, with the semantics and the organizational
context, the framework can determine that the term loan has a different semantic for a
bank than for a library. By using this semantic difference, the framework can determine
that the loan process in the bank is not comparable to the loan process in the library.
Moreover, by having clear semantics and the organizational context, we can monitor
changes in the processes and the (positive) effects they may bring within a given context.
An organization operating in a similar context might also benefit from the same changes.
In order to accommodate these improvement suggestions, the framework will create a
catalog of observed improvements.

Organizations may be sensitive in case of using their data explicitly for comparison.
There may be security regulations across the organizations, which may complicate the
comparison. Although privacy is an important concern, there are various approaches [25]
to ensure the anonymity of the inputs and the results considering the privacy-related
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concerns. Next to this, specific approaches can be developed to anonymize the semantics
and organizational context of an organization.

However, the majority of the software products do not provide semantics and an
organizational context that can be used by the framework. For example, delivery is a
common term used in many software products and what it implies may not be applicable
for every organization. Simply put, terms used in software products are not necessarily
shared among all organizations [121]. In order to show the feasibility of the framework,
we need to provide the inputs the framework expects. To this end, we provide a set of
challenges, which have to be met in order to obtain these inputs from current software
products. Next to presenting these challenges, we sketched some solutions in meeting
the challenges in cooperation with a Dutch ERP software vendor (our industrial partner)
for showing these challenges can be met. Later, we give an example application of the
framework.

The structure of the chapter is as follows. In Section 2.2, we present the Cross-
Organizational Process Mining Framework. In Section 2.3, we show the feasibility of the
framework by using the ERP product, which is developed by our industrial partner, and we
discuss the challenges by providing the solutions to them in order to be able to show the
feasibility of the framework. In Section 2.4, we illustrate an example application of the
framework. We conclude the chapter in Section 2.5 and list future work in Section 2.6.

2.2 Cross-Organizational Process Mining Framework

In this section, we introduce the Cross-Organizational Process Mining Framework and
discuss its architecture. Figure 2.1 shows the architecture of the framework. The framework
consists of three components, Cross-Organizational Process Mining Techniques, Metric
Comparison Catalog, and Metric-Based Improvement Catalog. The first one focuses on
giving insights into usage commonalities and differences between various organizations in
the usage of software products, and execution of their business processes. The second one
contains information on how to compare the metrics. The third one enables the framework
to determine and store the possible changes that will have positive effects on a metric. This
can be used to propose the same changes for other processes in the same context in another
organization. In the remaining of this section, we give the details of the components.

2.2.1 Cross-Organizational Process Mining Techniques

The Cross-Organizational Process Mining Framework contains cross-organizational process
mining techniques to compare organizations. However, each organization can have
expertise on different subjects, e.g., depending on its goals and knowledge. For instance,
while an ERP software vendor focuses on order management, human resources, product
and stock management, and invoicing, an insurance company focuses on risk management.
Beyond this, the number of employees of an organization can determine its operational
scope, e.g., an organization with only five employees cannot handle the same amount of
issues compared to an organization that has five hundred employees working in different
locations. For this reason, the techniques need input that defines the characteristics of an
organization to make more accurate comparisons. We name this Organizational Context.
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Figure 2.1: Architecture of the cross-organizational process mining framework

The Organizational Context contains information about an organization, e.g., number of
employees, specialties, locations, and operated area like space or underground in a country.
Further, it enables the techniques to determine the comparability of organizations and
perform a fair comparison among them. An organization can operate a process differently
under various circumstances. For example, the delivery process of an organization
operating in a flat country can have a smaller delivery duration than an organization that
operates in a highland area. Moreover, there can be local laws and regulations that affect
organizations differently. As a result, while determining the comparability, the techniques
need to consider the organizational context.

In addition to the comparability of organizations, the framework needs to determine how
to compare organizations such that it can enable organizations to learn from each other.
For this purpose, differences in and similarities between organizations in terms of their
usage of a software product play an important role. For example, which functionalities
are used and how they are used to perform processes in organizations are relevant
inputs to spot differences and similarities between them. In this regard, the framework
contains cross-organizational process mining techniques. These techniques discover
commonalities and differences in usage among organizations. However, the terms inside
the commonalities can carry different meanings across organizations. Therefore, the
techniques need inputs defining the semantics of the usage, Business Semantics, which are
common for organizations.

The Business Semantics works like an ontology that defines the semantics of things that
are common for all organizations. For example, Figure 2.2 shows how two organizations
are handling an issue reported by the customer. On the one hand, the first organization
checks if the issue is already known or not. In case the problem is known, the organization
shares the solution for the known problem and closes it. If the problem is not known, then
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the organization checks whether it is reproducible or not. If it is not reproducible, then the
organization rejects it. On the other hand, the second organization does these two checks
in one step called Evaluate. The first organization defines Evaluate as a two steps activity
that starts with Check Known Problem and ends with Reproduce Problem. Based on this
information, the techniques can determine that the semantics are different for the same
terms. In addition, in this example, the techniques determine that Reject has a different
meaning in two organizations, i.e., in the first one, Reject reflects a problem that is not
reproducible, while in the second one is reflecting the rejection of a problem due to being
invalid. As a result, Business Semantics enables the framework to determine comparable
things more accurately.

2.2.2 Metric Comparison Catalog

Metrics are required to measure the aspects that will be compared. In our case,
organizations will be compared based on their software product usage. Such usage is
generally dependent on the strategy and goals of organizations. In other words, how an
organization monitors its goals is the key to determine what means are relevant for
comparing software product usage. Accordingly, organizations use metrics to monitor
their progress in using software products. In this regard, the Metric Comparison Catalog
enables one to compare the metrics of the observed software product usage of
organizations. For instance, the throughput of two processes in the same organizational
context can be compared. In order to know which metrics are comparable, the framework
needs semantics for the metrics. We name this Metric Semantics. The Metric Semantics is
comprised of a metric’s context, its definition, how and when to calculate it, and an
optional threshold. On the one hand, the metric’s context is a reference to the
organizational context via the enterprise semantics. Thus, the framework can identify a
metric’s meaning. In order to compare the metrics, this component contains metric
classifiers. A metric classifier gives information about the metric, how to compare it, and
information about the operations that must be applied to the metric before comparison.
For instance, summation and division operations must be done for an average metric after
a unit conversion. On the other hand, the threshold enables the framework to compare
deviation boundaries for metrics. In particular, there can be a deviation from predefined
boundaries for metrics arising from legal regulations or agreements. For instance, in a
country, there can be a legal upper limit for a process’ completion time or average response
time for a specific step in the process. Let’s assume that in a country, there is a legal upper
limit for the loan process completion time for banks. By defining this upper limit as a
threshold in the framework, both the software vendor developing the software for banks
and the banks themselves can benefit from it. The framework can enable the software
vendor to do benchmarking based on deviations from the threshold. From the bank’s
perspective, the framework can show the distance from the threshold among others and
how it changes over time. Eventually, the threshold can be a trigger for organizations to
take improvement actions.

Figure 2.2 shows an example scenario in which a software vendor wants to obtain insights
from two organizations’ problem resolution based on a throughput metric (throughput-
resolved metric is defined as the total number of resolved incidents in an hour). On the one
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Figure 2.2: An example scenario showing the usage of metric comparison catalog

hand, there is Process X in Context c1, which reflects an incident management process.
The process starts with checking the incident, whether it is a known problem or not. If it is
a known problem, then the Share Solution branch is activated. Otherwise, the Verifying
Reproducibility branch is executed. On the other hand, there is another process (Process
Y), which reflects an incident management process in the same context as the previous.
In Process Y, an incident is firstly evaluated, and then it is solved or closed. As shown
in the figure, there is a Close step in both processes, but the semantic is different. In
Process X, Close reflects that the incident is resolved. Conversely, in Process Y, it means
it is not resolved. In addition, there is a throughput metric for both solve and close.
During the cross-organizational process mining, the Metric Comparison Catalog checks
the metrics’ context and compares them. In our example, the Metric Comparison Catalog
determines that in Process X, the step Close has the same semantic from a throughput
metric perspective as the step Solve. Therefore, the total throughput for resolved in Process
X is the summation of throughput-solve and throughput-close ((4 2) 6 incidents).

As shown in the figure, there is a threshold definition for the throughput metric, such
that the framework can generate a warning using the threshold definition in order to
trigger improvement in real-time. In the example, the threshold value is defined as a
minimum number of resolved issues. Based on this, the framework checks if there is
any throughput number value for problem resolution less than the threshold. If so, the
framework generates a warning. With this, one can be notified in real-time to investigate
the process execution. Next, the semantics and organizational context provide a base to
create derived metrics. For instance, an organization can have different branches around
the world in different cities, countries, and also on continents. Using this information,
the framework can enable the Metric Comparison Catalog to generate derived metrics
for each level in the organization and compare them with other branches that have a
similar organizational context. As a result, this structure of the Metric Comparison Catalog
enables one to do real-time process mining as a next step.
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2.2.3 Metric-Based Improvement Catalog

As the main focus of the framework is to enable organizations to learn from each other, it
should provide recommendations based on the differences between and the similarities in
the software product usage of organizations. Thus, it can become possible for organizations
to identify what changes may yield better or worse performance in their business. For
this purpose, the framework has a Metric-Based Improvement Catalog component aimed
at providing improvement proposals. This component stores the information about the
changes done in a process and their effects on the metrics. With this information, the
framework can determine the possible changes that can be applied to another process that
operates in the same context.
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Figure 2.3: An example scenario shows the usage of metric-based improvement catalog

Figure 2.3 shows an example scenario. In the figure, there is Process X in Context c1
that starts with Task A. Task A is followed by B, C, and D. Afterwards, Process X ends.
This process has metric m1 with a value of 100. After a while, the organization using this
process changes its model without changing its goal and context. The organization decides
to parallelize tasks B and C (Process XE). After the change, the metric’s value improves
by 20% percent (from 100 to 80). The Metric-Based Improvement Catalog stores this
information. The framework knows there is another process (Process Y) that is used by a
different organization in the same context. Furthermore, the organization uses the same
metric for the process, but the process has a different model. With this knowledge, the
framework provides the improvement proposal to parallelize B and C for Process Y.

In this section, we discussed the Cross-Organizational Process Mining Framework and
its components by explaining the opportunities that they bring with the example scenarios.
In the following section, we list a set of challenges at transforming a software product’s
data into the inputs required by the framework. Next, we sketch solutions to meet these
challenges and illustrate an example application.
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2.3 Challenges and Solutions

As shown by the architecture of the framework in Figure 2.1, the framework needs four
inputs; organizational context, business semantics, metric semantics, and event logs.
For this reason, we describe challenges that need to be met in order to make the inputs
available for the framework. Next, most software products do not provide these inputs
in general. Therefore, we sketch solutions for some of the challenges to turn a software
product’s data into the inputs expected by the framework. Next, to show the applicability
of our solutions, we have applied our solutions to the ERP product developed by our
industrial partner and used by more than 10.000 customers. In the ERP product, the inputs
that are required by the framework are not readily available. Therefore, we follow the
steps shown in figure 2.4 to develop solutions for transforming the ERP product’s data into
the required inputs. In order to show the feasibility of the sketched solutions, we use two
sample organizations’ data that is provided by our industrial partner.
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Figure 2.4: Steps to transform product data into framework inputs

2.3.1 Business Semantics

The framework needs clean and unambiguous business semantics of the product and
each of its elements. With the semantics, the framework can determine which data is
comparable and how it can be compared.
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• Challenge 1.1: Determine the business semantics of the current product.

Having clean and unambiguous semantics is the most important challenge for us because
it is the precondition to gain information and create knowledge. Without understanding
the meaning of the data, we cannot use it properly. However, the business logic and
semantics behind the elements are currently hard-coded in the application. Next, the
current product’s database contains partial information related to this. In order to use the
semantics, first, we need to uncover them. At the company, we worked with architects
to uncover the semantics. Besides this, we talked with product owners and database
administrators to discover the business logic inside the current product. As a result of
these discussions, we created a constrained class model (see Figure 2.5).
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Figure 2.5: Constrained class model of the ERP product

The model shows the elements of the current product’s business logic. With this, we
were able to get the general semantics for organizations that use the current product. Later,
we created a class model for each organization to get organization specific semantics.

We mapped one class model to the other (see Figure 2.6) in order to determine which
elements are comparable. We did the mapping by following three steps; selection of an
element from a model, checking its meaning inside the organization, and matching an
element from another model. With this, we were able to give the proper semantics as an
input to the framework. For now, we skip non-matching elements, but we will provide
solutions in the future.
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2.3.2 Organizational Context

To eliminate mis-comparison of organizations having different characteristics, the
framework needs the organizational context as an input. The organizations adjust their
processes depending on their characteristics and circumstances arising from these
characteristics to reach their goals. In particular, the number of employees, the working
domain, legal regulations, and the working environment can be the main reasons for
adjusting the processes [121]. Depending on the circumstances of the organization, there
can be steps or checks that the organization can skip or merge to gain efficiency when
executing a process from a reference library [40]. Next to this, these adjustments affect
the process metrics. For instance, there can be a throughput metric that has not in the
same value range in two organizations. In addition, there can be time-dependent behavior
among organizations. With the organizational context input, the framework can
determine how to compare the organizations showing time-dependent behavior.

• Challenge 2.1: Determine organizational contexts.

In order to make a fair comparison between organizations, we also need to identify whether
they are in the same context. Our industrial partner provided us data that shows which
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organization uses which modules of the current product, how many entities are stored in
specific tables for each organization, and characteristic attributes (e.g., name, location,
customer target audience, and number of employees) of each organization. This data was
adequate as a starting point to identify how to compare the organizations. In particular,
based on the values stored in specific tables, product owners are able to interpret and
explain the context of the organizations. For example, invoice types or product types were
good indicators to determine what processes are executed and how in the organizations.
Based on this information, we discussed with the product owners to select the relevant
parts of the data that can help us to compare organizations. Specifically, we performed
exploratory data analysis to identify what characteristics of organizations are useful for
dividing organizations into groups. At this point, our main consideration was to keep each
group as homogeneous as possible so that comparable organizations remain in the same
group. In the end, we selected the target customer audience and location as characteristic
attributes. Target customer audience attribute value can have one of these values; B2B
(Business-to-Business), B2C (Business-to-Customer) or B2G (Business-to-Government).
Later, we filtered the organizations based on these attributes to select two of them as the
sample for an example application.

2.3.3 Event Log

The event log, a footprint of a process’ execution, is the essential input for process mining.
An event log is a collection of recorded actions for a particular process instance. Each
action belongs to an event class, i.e., event type. For example, a process comprising of
create, update, save, and archive steps may have 〈create, update, save, update, save,
update, save, archive〉 as a possible trace. In this trace, create, update, save, and archive
represents event classes. However, most software products do not record these actions
explicitly. Therefore, it is required to derive an event log from software products’ data.

• Challenge 3.1: Determine event classes.

The constrained class model that we created while determining business semantics contains
relations between objects. These relations represent the interaction between objects in the
current product. Next to this, the current product’s help document contains the actions
one can do while using the product. By using the constrained class model and the help
document, we can determine the event classes. The event classes enable one to determine
which part of the product’s data can be used for event log generation. To this end, we listed
possible event classes by using the constrained class model and the help document. For
example, one may want to generate event log for the delivery process and can identify the
delivery-related event classes from the constrained class model. Thus, all delivery-related
events in the data can be retrieved. Later, we discussed with the product owners to select
suitable event classes in the list.

• Challenge 3.2: Generate an event log from the database.

The current product records particular actions that are done by the user as operations in the
database, e.g., item creation, item update, item packing, and item delivery. Furthermore,
there are some date columns in the database that store the time that specific action was
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executed. For example, the update action time is stored in a modifiedDate column, the
delivery start is stored in deliveryStartDate column, and the delivery complete time is stored
in deliveryEndDate column. Using these date columns, we can create events. However, to
do process mining, we need to build the traces that depict the sequence of events. In order
to build the traces, we chose an approach that uses Redo logs as our reference to generate
an event log [61]. Database schema usage and process instance identification parts of the
approach helped us to determine the process identifiers in order to build traces. However,
relationships for the current product are not stored at DBMS (Database Management
System) level, but they are stored in the database at particular tables. For example, tables
related to delivery have no direct relations defined in the database, but these relations are
stored in a separate relationships table. Therefore, we developed a software module that
reads the relationship information stored at particular tables in the database and creates
the database schema. Then, we matched the tables in the schema with the event classes
that we created in the previous step. After that, we prepared custom database queries and
extracted the event log.

2.3.4 Metric Semantics

In order to know which metrics are comparable and how to compare them, the framework
needs semantics for the metrics.

• Challenge 4.1: Determine metric semantics.

The current product has business intelligence features for tracking Key Performance
Indicators (KPI) that are defined as a standard set. As a starting point, we discussed these
KPIs with product owners in order to determine whether they are related to the processes
or the operational data, e.g., disk usage and database size. After listing process related
metrics, we will determine their contexts and comparison methods in order to compare
them in an accurate way.

2.4 An Example Application of the Framework

In this section, we give an example application of the cross-organizational process mining
framework. We use the inputs that we transform from an ERP software product’s data in the
previous section. In the example, we illustrate how the framework generates insights both
from a software vendor’s (in this example, it is our industrial partner) and an organization’s
perspective. Figure 2.7 illustrates the interaction between the user and our framework. To
obtain insights, first, one needs to have process mining questions. The questions help to
determine which cross-organizational process mining techniques can be applied. In this
example, we use order management data of two sample organizations (Organization-1
and Organization-2). They are located in different countries in Europe. Both organizations
are B2B. While Organization-1 is selling office materials, Organization-2 offers prepaid
phone repair services. Both use the same software product, developed by our software
vendor, for their sales processes. In the current product, a sales process can start with or
without an offer. The former continues the same as the latter if the customer accepts the
offer.
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Figure 2.7: An illustration showing the interaction between the user and our framework

2.4.1 Software Vendor Perspective

Here, we explain the interaction between our industrial partner and our framework. As a
software vendor, our industrial partner wants to see how organizations use their software
product. Regarding this, the software vendor has the following questions.

Process Mining Question 1 (PMQ1): Does the sales process start with an offer or without
an offer in organizations based on an organization’s location?
To generate insights for this question, the framework firstly determines the semantic for
the term sales process. The framework looks into the Business Semantics and determines
what a sales process is and what are the characteristics of the sales process. Then, it checks
the event logs if organizations execute a sales process. Furthermore, the framework checks
how a sales process can start. After determining the starting points, the framework searches
for starting points which are matching with the defined criteria in the question. After
the search, the framework shows the generated insight. In this example, the framework
generates: “All the companies which are located in Europe start the sales process without
an offer.”. Regarding the generated insight, the software vendor may provide new process
mining questions to zoom in and obtain more specific insights. Let’s assume that the
software vendor created a new process mining question, namely PMQ2.

PMQ2: What is the most frequent start activity for the sales process in organizations which
are located in Europe?
During the generation of the insights for this question, the framework determines the
meaning of most frequent in addition to the steps in the previous question. As a metric,
most frequent is defined in metric semantics. Therefore, the framework checks the metric
semantics and the information about the term, most frequent, how and when to calculate
it. In this example, the framework determines the meaning of the “most frequent” as a
case frequency metric and how to calculate it. At the end of the metric calculation, the
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framework generates the insight: “The most frequent start activity is CreateOrder. 90% of
the cases in Organization-1 and 89% in Organization-2 start with CreateOrder activity.”.

Again, using the obtained insight, the software vendor can create new process mining
questions. For instance, the next new question can be “What is the most frequent start and
end activities for completed sales processes in organizations which are located in Europe?”.
For this question, the framework needs to determine the meaning of the term completed
for a sales process. Then, the framework can generate insights.

In addition, the software vendor can define a metric using the Metric Comparison
Catalog. Let’s assume that the software vendor wants to compare the most frequent path
in sales processes across organizations. The software vendor wants to see the result as a
similarity metric (is defined by the vendor as the ratio of total common activity types inside
the most frequent path of a sales process to the total activity types inside the most frequent
path’s of all sales processes). Based on the similarity metric, the framework checks activity
types that have the same semantic. The framework determines that only NewOrder and
CreateOrder activities have the same semantic. Based on this, the framework generates
the insight: “The similarity is 1/5 for the most frequent variant of the sales processes. The
most frequent variant for Organization-1 is: 58%, [CreateOrder, PreparePack, Deliver]
and the most frequent variant for Organization-2 is: 66%, [NewOrder, CheckStock,
CreateInvoice]”.

2.4.2 Client Organization Perspective

A client organization also can obtain insights and benefit from cross-organizational process
mining. For instance, an organization that wants to compare itself with others can obtain
insights that can help to determine how to improve its processes. Let’s assume that an
organization wants to compare itself with others in terms of process completion time, in
particular, the mean case duration. To this end, the organization defines a process mining
question, What is the difference between our organization and the others based on the average
duration of performing a sales process instance?.

To generate insights for this question, the framework needs to determine the meaning of
average. Let’s assume that average is by default defined in the framework as the difference
from the mean case duration metric. With this metric definition, the framework generates an
insight, “A sales process instance is performed on average 40.25 hours in all organizations.
Your organization performs a sales process by spending 70% more time than the average.”.
As we discussed before, based on this insight, one can create more specific process mining
questions. For example, the organization may also want to compare itself with others
based on location, number of employees, or based on another characteristic.

The examples from a software vendor’s perspective and an organization’s perspective
indicate that one can obtain more specific insights by executing more interaction cycles
with our framework. In each cycle, one can define more granular process mining questions
using organizational contexts, metric semantics, or business semantics.
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2.5 Conclusion

In this chapter, we present a generic Cross-Organizational Process Mining Framework
that is aimed at comparing organizations based on the usage of a software product. The
framework uses organizational context, business semantics, and metric semantics, apart
from current approaches ( [22, 23, 136]), in order to compare the organizations more
accurately. As processes are not static, i.e., they have to be adapted to changes [40],
they will evolve and vary over time. Such evolution often results in differences in the
performance of processes. Therefore, such changes on processes need to be captured
appropriately. In this regard, the inputs allow the framework to monitor the concept
drift1, i.e., the same process variant may operate differently under various circumstances,
possibly depending on the season. For example, there may be seasonal or environmental
circumstances affecting the features of a process. The same process may have longer
execution times in summer than winter. Also, the same process may have less delivery
duration at in flat area than in a highland area. Furthermore, the framework has a
Metric Comparison Catalog component that enables the framework to determine how
to compare the metrics. Moreover, by having clear semantics and the organizational
context, the framework can track changes in the processes and their (positive) effects. An
organization operating in a similar context might benefit from the same changes. In order
to accommodate these improvement suggestions, the framework creates a Metric-Based
Improvement Catalog of observed suggestions.

In order to be able to show the feasibility of the framework, we used the ERP product
developed by our industrial partner. We first checked the availability of the inputs which
our framework needs. In the product, the inputs were not readily available. Therefore,
we listed challenges how to transform the product’s data into the inputs required by the
framework. Then, to meet these challenges, we sketched solutions that can be applied for
any other products used by other organizations. On the one hand, the challenges related to
the semantics can be resolved with the help of experts who are directly involved in product
development. On the other hand, the challenges related to the event log extraction from
a database can be met by extending different approaches ( [27, 59, 61, 87, 110, 152]).
However, there is still not a generic solution that can be applied to any kind of database
which has no redo logs or just reflecting the current state of the data.

In addition, we gave an example application of the framework both from a software
vendor and an organizational perspective. The example shows how a software vendor and
an organization can benefit from the framework in order to obtain more insights. In the
example, we also discussed the user interaction with our framework.

Other software vendors, who focus on comparing processes within different
organizations, can apply our framework to their products by meeting the challenges that
we presented. Next to this, organizations can benefit from by comparing themselves with
other organizations. In particular, the Metric-Based Improvement Catalog provides
improvement suggestions to the organizations by capturing changes inside other
organizations that have positive effects on the metrics.

1In machine learning, concept drift means that a model loses its accuracy in predicting a target variable over
time due to unforeseen changes in the statistical properties of that variable. In the context of process mining ,
instead of a variable, the complete process is investigated. This makes it complicated to define the notion.
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2.6 Future Work

Cross-Organizational Process Mining is a novel and emerging area. However, there are
related approaches to cross-organizational process mining from that we can benefit. These
approaches are mainly focusing on process model similarity and comparison based on
syntax. The approach in [140] presents process equivalence, including fitness2 and
precision3 notions. This approach can help us to develop a generic method to determine
the similarity of process models among different organizations.

In addition, the approaches listed in [21] and [24] are beneficial to sketch a solution to
make accurate comparisons. Moreover, the meta-model presented in [37] uses a semantic
mapping that allows the design-time analysis of process performance indicators. Based on
this, one can develop enhanced analysis techniques. And also, developed techniques can
be integrated with machine learning techniques in order to propose better improvement
suggestions.

Furthermore, the case study explained in [24] uses the Process Tree approach,
presented in [120], to illustrate the process model comparison from a control-flow
perspective. We can benefit from the Process Tree approach in order to visualize and
emphasize the differences and commonalities between processes. Furthermore, we can
extend this approach to reflect performance metrics that we are going to discover from the
event log.

2The discovered model should allow for the behavior seen in the event log [137], i.e., a measure reflects how
much the model can reproduce the traces in the event log.

3The discovered model should not allow for behavior that is completely unrelated to what was seen in the
event log [137].





Chapter 3

Automatically Deriving KPIs
from Ontological Enterprise
Models



Abstract
Organizations use Key Performance Indicators (KPIs) to monitor whether they attain
their goals. Software vendors that supply generic software provide predefined KPIs in
their software products for these organizations. However, each organization wants
KPIs to be tailored to its specific goals. Therefore, software vendors spend significant
efforts on tailoring KPIs to organizations. That tailoring process is time-consuming
and costly due to differences in the real-world phenomena of these organizations. In
this context, we present our novel Automated KPI Derivation Approach. To automate
the derivation of KPIs, our approach obtains the exact meaning of the terms in the
real-world phenomena of an organization that is modeled in the form Ontological
Enterprise Models (OEMs). As a proof-of-concept we implemented our approach. We
demonstrate its use in a real-life setting and present preliminary results.

keywords- key performance indicators, ontological enterprise modeling,
enterprise resource planning
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3.1 Introduction

Organizations use generic software, e.g., Enterprise Resource Planning (ERP) software,
to support their business processes. Within this software, measuring the performance of
business processes is essential for organizations [101] while they are progressing towards
their goals. To this end, organizations use Key Performance Indicators (KPIs). For instance,
average duration of product delivery is a KPI that organizations use to monitor their product
delivery processes. By tracking this KPI, organizations can predict how much staff must be
assigned to their product delivery processes to keep the duration of a product delivery
below a certain threshold, e.g., on average 3 days.

Software vendors that supply generic software products typically provide predefined KPIs
for organizations. However, predefined KPIs will not work successfully in all organizations
because organizations want KPIs tailored to their specific organizational goals [101]. For
instance, while average duration of product delivery is a relevant KPI for an organization
that operates in the retail domain, for a library, it may not be relevant. Currently, to deal
with providing tailored KPIs, software vendors either customize their software products for
each organization based on the KPI definitions of organizations or they include Business
Intelligence (BI) functionality into their software products to let organizations design
custom KPIs and dashboards. However, both of these solutions require a significant effort of
software vendors and organizations [101]. To this end, a large number of approaches have
been proposed for defining, modeling, and customizing KPIs [23, 37, 71, 104, 105, 109].
These approaches either provide a set of KPIs with the assumption that they will be directly
used by numerous organizations or introduce a structure for defining and modeling KPIs
such that organizations can customize KPIs for themselves. However, if an organization
wants to use the KPIs that are defined using one of these approaches, then, first, the
organization needs to obtain the knowledge on the exact definitions of these KPIs, and
secondly, the organization needs to identify the related activities in its business processes to
calculate the value of these KPIs. For example, The percentage of on-time product delivery can
be defined as a KPI via these approaches to monitor a product delivery process of various
organizations, e.g., retailers, rental agencies, and banks. On the one hand, organizations
need to manually determine what are the related real-world business activities in their
product delivery process to derive that KPI, e.g., packing, shipping, and physical delivery.
On the other hand, organizations need to identify the operations that are required to
calculate the value of that KPI. All but one [37] do not provide a solution for determining
the related activities and operations in business processes to derive KPIs and calculate
their values. To determine the related activities and operations in business processes
for deriving a KPI and calculating its value, del Río-Ortega et al. use annotations [37]
in business processes as a solution. But manually annotating the business processes in
organizations requires a significant effort due to the required technical knowledge from
organizations. Moreover, the term delivery in the same KPI, The percentage of on-time
product delivery might indicate different concepts for a retailer and a rental agency. For
a retailer, it might indicate a set of activities that end when the customer receives the
product and becomes the owner of it. But the same term in a rental agency might indicate
an activity that results with the delivery of the key of a house to a customer where the
customer neither becomes the owner of the house nor the key of the house. However,
these approaches do not consider the differences in the meanings of real-world business
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activities in the business processes in organizations. Therefore, due to the deficiencies of
these approaches that we exemplify above, tailoring KPIs to organizations using these
approaches becomes time-consuming, costly, and error-prone ¬.

Within this chapter, we present a novel approach to automatically derive tailored KPIs for
organizations. In organizations, mostly end-users define the requirements for tailoring KPIs
who often do not consider technical implementation details. ­ End-users express these
requirements in terms of real-world enterprise concepts such as business processes, the
activities in business processes, products, or services. ® Although software vendors cope
with tailoring KPIs by developing custom-made solutions for organizations, customization
possibilities are limited and require technical knowledge from organizations.
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Figure 3.1: Our automated KPI derivation approach

To meet the aforementioned challenges (¬, ­,and ®), we develop a novel approach
that derives tailored KPIs for organizations using the knowledge on real-world enterprise
concepts in organizations. To automatically obtain that knowledge, our approach takes
an Ontological Enterprise Model (OEM) as input. Using an OEM, our approach derives
KPIs automatically by means of KPI derivation patterns (see ¶ in Figure 3.1). A KPI
derivation pattern denotes the criteria when and how KPIs will be derived. If our approach
determines that a given OEM satisfies the criteria in a KPI derivation pattern, it will derive
KPIs with respect to these criteria. Subsequently, our approach calculates the values of the
derived KPIs (see · in Figure 3.1) using the run-time data for that given OEM. Finally, our
approach visualizes the derived KPIs (see ¸ in Figure 3.1) in the form of dashboards. In
short, our approach provides tailored KPIs to organizations by automatically deriving the
KPIs using real-world enterprise concepts of these organizations without requiring any
technical knowledge from them. To validate our approach, we apply it in a case study; we
will present preliminary results in this context.

The chapter is structured as follows. We describe our research approach, which is an
instance of the design-science paradigm, in Section 3.2. After that, in Section 3.3, we
present our approach aimed at automatically deriving KPIs from an OEM by means of KPI
derivation patterns. In Section 3.4, we describe the case study context where we validate
our approach. In Section 3.5, we describe how we define KPI derivation patterns to derive
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KPIs in real-world phenomena of organizations. Afterwards, in Section 3.6, we show the
applicability of our approach. In Section 3.7, we provide an overview of related work on
deriving KPIs and tailoring them to organizations. Finally, in Section 3.8, we present our
conclusions and the potential directions for future work.

3.2 Research Method

In this research, we propose a novel approach to automatically derive tailored KPIs
for organizations from an OEM by means of KPI derivation patterns. By applying the
design-science methodology, we develop the design artifact of our approach. Then, we
evaluate it on a case study at a Dutch ERP software vendor by applying the four case
study techniques that are defined by Yin [161] as sources of case study evidence. In the
following paragraph, we elaborate on how we applied these techniques.

Firstly, in the beginning of this research, a training session is conducted to get familiar
with an OEM language (called NEXT OEM Language) that the case study company is
developing to model an organization’s business processes in the form of OEMs [144].
Secondly, to see how real-world phenomena, essential to an organization, are modeled in
the form of OEMs, we examined a set of OEMs that are modeled by the case study company.
During that examination, we modeled a sample OEM and observed the generated software
from that OEM to see how real-world phenomena essential to an organization are realized.
Thirdly, to elicit the knowledge on the exact definitions of KPIs, which are offered by
the case study company in its current ERP software product, we reverse engineered and
analyzed the documentation of that ERP software product. To verify the knowledge on
KPIs that we obtained, we conducted unsupervised interviews with the dashboard team
of the case study company that maintains the KPIs, which are offered in the current ERP
software product of the case study company. Finally, based on that knowledge, we defined
KPI derivation patterns via the NEXT OEM Language such that one should be able to
derive KPIs when a given OEM matches the criteria expressed in these patterns. These KPI
derivation patterns were reviewed and evaluated by the dashboard team of the case study
company and also by the architects who work on defining the NEXT OEM Language at the
case study company. In the following section, we explain how our approach derives KPIs
automatically by means of KPI derivation patterns.

3.3 Automated KPI Derivation from an Ontological
Enterprise Model

In this section, we explain the details of our Automated KPI Derivation Approach. Which
inputs our approach takes and in which steps these inputs are used are depicted in
Figure 3.1. In short, our approach takes an OEM for deriving tailored KPIs for organizations
using KPI derivation patterns. Then, it calculates the values of the derived KPIs using
the run-time data for the given OEM and visualizes the KPIs in the form of dashboards.
To determine when and how KPIs can be derived, our approach contains KPI derivation
patterns.
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A KPI derivation pattern is composed of two parts: when and how. The when part of a KPI
derivation pattern specifies the criteria that a given OEM needs to meet for deriving a set of
KPIs. The actions that need to be applied while deriving a set of KPIs are expressed in the
how part of a KPI derivation pattern. For the representation of KPI derivation patterns, we
use Condition-Action (CA) rules [88]. A CA rule is activated when its condition becomes
true, i.e., if the criteria expressed in the when part of a KPI derivation is fulfilled, then the
how part of it will be executed.

Definition 4.1. A KPI derivation pattern is encoded in terms of a Condition-Action rule
(c, a), where c is an expression that returns a value of true or false for an element of a
given OEM. a=a1,...,an is a list of actions (an action can be included multiple times) that
will be applied while deriving a set of KPIs from a KPI derivation pattern. If c returns true
for an element of a given OEM, a KPI will be derived from the given KPI derivation pattern.
Then, the actions in the list a will be applied on the derived KPI to calculate its value using
the run-time data of the given OEM. The last action returns the calculated value.

Step 1-Derive KPIs: In this step, our approach derives a set of KPIs when a given OEM
(the precondition for our approach) satisfies the criteria expressed in the when part of a KPI
derivation pattern. Then, our approach names the derived KPIs with respect to a naming
rule, which corresponds to a particular KPI derivation pattern. A naming rule prescribes
how the KPIs that are derived from a particular KPI derivation pattern will be named, i.e.,
which elements in the given OEM will be used for naming and how. For example, a set of
derived KPIs will be named by the concatenation of the following texts: “total value of”
and the text in the name of a particular OEM element that is contained in the when part
of a specific KPI derivation pattern. Below, in Algorithm 1, we show how our approach
derives KPIs.

Algorithm 1: KPI derivation. The algorithm derives KPIs from a given OEM
OEMG by means of KPI derivation patterns KPIP and names the derived KPIs KPID

with respect to naming rules NR.

1 forall KPI pattern kp ∈ KPIP do
2 c← GETWHENPARTOFPATTERN(kp)
3 r← GETNAMINGRULE(kp, NR)
4 forall OEM element e ∈ OEMG that meets the critera expressed in c do
5 k← CREATEKPI(kp, e)
6 APPLYNAMINGONKPI(k, r)
7 add created KPI k into KPID

8 end
9 end

Step 2-Calculate KPI Values: The run-time data for a given OEM contain references
to corresponding elements in an OEM. Using the references, one can obtain the related
run-time data for a particular OEM element. In this step, to calculate the value of a derived
KPI, our approach gets the referenced OEM element in the derived KPI. After that, our
approach gets the actions (defined in the how part of the referenced KPI derivation pattern)
that are required to calculate the value of the derived KPI. Then, our approach obtains
the related run-time data for the referenced OEM element using the function named
getInstancesOf. This function returns the related run-time data for a given OEM element
from the run-time data of the given OEM using the references from the run-time data
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to the corresponding elements in the given OEM. If there is no related run-time data for
the referenced OEM element, our approach indicates that KPI by a no-value marker. The
calculation of the KPI values is depicted in Algorithm 2.

Algorithm 2: KPI value calculation. This algorithm calculates the values of the
derived KPIs KPID using the run-time data OEMR of OEMG that is used at deriving
KPIs.
1 forall Derived KPI k ∈ KPID do
2 e← GETREFERENCEDOEMELEMENT(k)
3 kp← GETREFERENCEDKPIDERIVATIONPATTERN(k)
4 Acts← GETHOWPARTOFPATTERN(kp)
5 eIns← GETINSTANCESOF(e, OEMR)
6 v← CALCULATEKPIVALUE(eIns, Acts)
7 SETKPIVALUE(k, v)
8 add KPI k into KPIDV

9 end

Step 3-Visualize KPIs: Derived KPIs with their values will be visualized using
visualization rules and filtering rules. A visualization rule prescribes the presentation style
for derived KPIs, i.e., which visual element placement scheme, chart type, or coloring
scheme needs to be used. Based on which dimensions derived KPIs can be filtered is
prescribed by Filtering rules. To show a set of derived KPIs from different perspectives, KPI
dimensions can be combined with these KPIs. Related to that, our approach shows derived
KPIs from a time perspective.

In this chapter, we presented our Automated KPI Derivation Approach that is a part of
our Cross-Organizational Process Mining Framework, which we introduced in [4]. We
considered the implementation of our approach1 as a plug-in of ProM [141], which is
an extensible process mining framework that supports a large number of process mining
techniques by means of plug-ins. Our considerations for ProM are two-fold: (1) ProM
handles the import and export of run-time data, (2) we aim to benefit from a wide variety
of process mining techniques in the future while developing our framework. We have
implemented our approach (except some filtering functionality). We can load an OEM
with its run-time data and show the dashboards for the automatically derived KPIs. In the
following section, we define the context of the case study that we conduct to evaluate our
approach.

3.4 Case Study Context

As we introduced in Section 3.1, our Automated KPI Derivation Approach automatically
derives KPIs from OEM. In the case study that we conduct, an OEM was provided by the
case study company. The case study company is developing a novel model-driven software
generation approach [144] to aid automatically generating ERP software from a model.
As part of NEXT, a declarative modeling language, namely the NEXT OEM Language is
being developed by the case study company. This language will contain modeling elements

1The implementation of our Automated KPI Derivation Approach is available at https://amuse-
project.org/software/

https://amuse-project.org/software/
https://amuse-project.org/software/
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such that they will reveal and reflect the meaning of the real-world enterprise concepts of
an organization (e.g., business processes, the activities in business processes, products, or
services) and the interaction between these concepts.

The NEXT OEM Language provides a holistic perspective (i.e., not separate perspectives
for data, interactions, time, and conditions as in the UML) for modeling these concepts in
an organization. Thus, the information inside an organization, which is required to
generate the tailored ERP software for that organization can be captured by means of the
model, which is created via the NEXT OEM Language. Moreover, the language is aimed at
modeling that required information in the form of OEMs. Since an OEM is a precondition
for our approach, we use the NEXT OEM Language to define KPI derivation patterns. Thus,
we can determine whether the given OEM meets the criteria expressed in these KPI
derivation patterns. Although the NEXT OEM Language is under development, it does not
bring any limitations to our approach because it provides sufficient elements for deriving
KPIs from the given OEM by applying our approach. In this context, we introduce the case
study company that provides the OEM for our approach. Then, we describe the relevant
aspects of the NEXT OEM Language for our approach while expressing KPI derivation
patterns in terms of the elements of the given OEM, which is created using that language.

Company Identification: Our case study company is an ERP software vendor that
develops and distributes its ERP software product (called MyERPSuite). MyERPSuite is
used by more than 1.2 million end-users of 10,000 customers from various domains, e.g.,
retail, production, and accountancy. Furthermore, to provide relevant insights for these
customers, the dashboard team of the case study company created a rich set of dashboards
in MyERPSuite based on customer experience and expert knowledge. These dashboards
consist of numerous KPIs for various areas such as sales, purchase, finance, and product
development.

NEXT OEM Language: We start with a simple OEM to familiarize the reader with the
NEXT OEM Language. We suppose there is an organization called NRetailCorp, which
operates in the retail domain. Its main business is selling products to its customers.
Figure 3.2 depicts a simple OEM that NRetailCorp created to model its business. As shown
in Figure 3.2, NRetailCorp sometimes makes sales offers ¶ to its customers. It is also
possible that a customer may order · products without a sales offer being issued. After a
sales order has been placed by a customer, NRetailCorp delivers ¸ the products to the
customer. Subsequently, NRetailCorp creates a sales invoice ¹ and sends it to the customer
to inform the customer.

To whom NRetailCorp delivers are denoted with the person and organization blocks in
the OEM (see Figure 3.2). From the perspective of NRetailCorp, these blocks perform the
role of customer, which can be either people or organizations in real-world. In addition,
the products that NRetailCorp delivers are denoted by the block that is good. The type of
the good, person, and organization blocks is entity. An entity represents a specific thing
that exists independently in the real world, e.g., a person, an organization, a service, time,
or goods. In the NEXT OEM Language, the difference between entities is captured by their
type, which can have a value of organization, person, service, time, or good.
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Figure 3.2: A simple OEM created by NRetailCorp to model its business

The customer (a view on the person or organization block) and product blocks (a view on
the good block) are both of type role. Roles are views on entities that describe in what way
NRetailCorp considers the entities. For example, a person might be both a customer and a
supplier of NRetailCorp.

Real-world business activities (e.g., making a sales offer, delivering products, or
invoicing) that are relevant for NRetailCorp to administer are denoted by event blocks
(see ¶, ¸, and ¹ in Figure 3.2). Since not a single organization is exactly identical to
another, these activities vary from one organization to another. Therefore, to capture the
variability between organizations, each event block has a set of characteristics. For
instance, the interactions between NRetailCorp and external entities and what the
interactions are about are encoded in the party and subject characteristics, respectively.
Something of value that leaves NRetailCorp is indicated by setting the direction
characteristic to out. Using the changeOfOwnership characteristic, the delivery event
indicates whether the good is sold or rented out (see ¸ in Figure 3.2). The necessity of
payment at an event is encoded in the payment characteristic: as the delivery of products
is not free of charge, the payment characteristic of an invoicing event is set to always (see
¹ in Figure 3.2).

As mentioned above, events are used to abstract real-world business activities in an
organization. However, an event is stateless and timeless while modeling, i.e., at design-
time, it will be executed at a specific moment in time and will move into a state. Therefore,
the state of an event is encoded in the lifecycle characteristic, which will get a value (done
or todo) at its execution. Moreover, time related information of an event, which will get
values during execution, are encoded in the following characteristics: plannedStartDate,
plannedEndDate, actualStartDate, and actualEndDate.

An agreement (see · in Figure 3.2) expresses an obligation between NRetailCorp and a
customer to make certain things happen for the sale of products: goods have to be delivered
to the customer. The edges between agreements and events indicate the events which
can be performed based on an agreement. Moreover, the edges between events indicate
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the communication between real-world business activities. Using edges, one can traverse
between events and agreements both at design time and run-time. To this end, the event
has the following characteristics: incomingConnectedEvents, outgoingConnectedEvents,
incomingConnectedAgreements, and outgoingConnectedAgreements. The contents of the
agreement are represented by the events that can be performed based on this agreement,
e.g., delivery of the products for NRetailCorp. The monetary value of the contents of
the agreement is encoded in the value characteristic of the agreement. The value of an
agreement will be available at run-time.

Modelers and end-users in organizations are not necessarily familiar with technical
concepts such as database management systems, programming languages, or development
environments. By using minimal but sufficient elements with their characteristics, the
NEXT OEM Language enables modelers and end-users to reason and model real-world
phenomena, essential to organizations. Thus, a modeler or an end-user can easily
comprehend OEMs independently from technical details and limitations. How could it be
generalized to any process of the same organizations. Moreover, by being independent of
technical details, OEM becomes reusable for various organizations, e.g., the OEM that
NRetailCorp created (see Figure 3.2) can be applicable also for other organizations in the
retail domain, real-estate agencies, and construction companies. Since the language is
under development, over time, more and more concepts will be added to the language
by the case study company to capture much more real-world phenomena in OEMs, e.g.,
planning, production, accounting, and resource management. In the following section, we
define KPI derivation patterns using the NEXT OEM Language.

3.5 KPI Derivation Patterns

In Section 3.3, we presented our approach that is aimed at automatically deriving KPIs
from an OEM by means of KPI derivation patterns. To enable our approach to determine
whether a given OEM meets any criteria for deriving KPIs, we select a set of KPIs in
real-world phenomena essential to organizations and define KPI derivation patterns in
terms of OEM elements based on the similarities of the selected KPIs. To do so, first, we
obtain the meanings of the selected KPIs and the operations required to calculate the
values of these KPIs. Secondly, with this knowledge, we formulate the selected KPIs using
the NEXT OEM Language. Finally, we analyze the similarities and differences between
these formalizations. Accordingly, in the following first subsection, we describe how we
obtain the meanings and calculation logic of the selected KPIs and formulate these KPIs
using the NEXT OEM Language. In the second subsection, we explain how we define KPI
derivation patterns using these formalizations.

3.5.1 Obtaining the Knowledge on KPIs

As a set of KPIs in real-world phenomena essential to organizations, we took the KPIs
that are offered by the case study company to its customers in its current ERP product
(MyERPSuite). The majority of the KPIs that are frequently used by a significant amount
of customers are located in the dashboards for Sales, Purchase, and HRM. Therefore,
together with the dashboard team, we selected a set of KPIs from these areas. Afterwards,
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we acquired the knowledge on the exact definition of these KPIs and the calculation of
their values. With this knowledge, we formalized each KPI using the NEXT OEM Language.
Below, we list the formalizations of the KPIs mostly used from the dashboard for the Sales
area.

KPI-Total value of sales orders: In this KPI, sales orders are agreements between an
organization and its customers for the delivery of products. To derive this KPI, we need to
determine the delivery events (see ¸ in Figure 3.2) that are in the context of agreements
(see · in Figure 3.2) and not yet executed, i.e., the lifecycle characteristic has the value
todo. Then, using the edges between the deliveries and agreements, we can determine
the sales orders. Afterwards, we can derive this KPI and calculate its value by summing
up the values of the determined agreements. In the formalizations, we use EVENTS,
AGREEMENTS, ROLES, and ENTITIES to denote the set of run-time instances of Events,
Agreements, Roles, and Entities, respectively.

Goods={g | g ∈ ENTITIES ∧ g.type=good}
DeliveriesToDo={d | d ∈ EVENTS ∧ d.changeOfOwnership=always ∧ d.direction=out

∧ d.payment=never ∧ d.lifecycle=todo ∧ d.subject ∈ Goods}
Orders={o | o ∈ AGREEMENTS ∧ o.outgoingConnectedEvents ∩ DeliveriesToDo 6= /0}

KPI SalesOrdersValue= ∑
o∈Orders

o.value

KPI-Average delivery duration: In this KPI, the delivery duration of a product is
defined as the difference between the end and start time of a delivery event. In order to
derive this KPI, we need to determine the delivery events (see ¸ in Figure 3.2) that are
completed, i.e., the lifecycle characteristic has the value done. Thereafter, we can calculate
the value of this KPI by applying a function that calculates the difference between the
actualEndDate and actualStartDate of an event. To this end, we use a function named
ActualDuration, which is formalized below.

DeliveriesDone={d | d ∈ EVENTS ∧ d.changeOfOwnership=always ∧ d.direction=out

∧ d.payment=never ∧ d.lifecycle=done ∧ d.subject ∈ Goods}
ActualDuration(e)=e.actualEndDate− e.actualStartDate where e ∈ EVENTS

KPI DeliveryAverageDuration=
∑d∈DeliveriesDone ActualDuration(d)

| DeliveriesDone |

KPI-Percentage from offer to order: In this KPI, acceptance means that a sales offer is
accepted by a customer, and a sales order is created for that offer. Therefore, we need
to determine the sales offers that are followed by a sales order to derive this KPI. We
formalized sales orders in the KPI-Total value of sales orders. Now, we need to obtain sales
offers (see ¶ in Figure 3.2) that precede the determined sales orders. To this end, we need
to check the events that can precede an agreement. Then, we can calculate the value of
this KPI.
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Offers={e | e ∈ EVENTS ∧ e.subject ∈ Goods ∧ e.direction=out ∧ e.payment=never

∧ e.changeOfOwnership=never }
Offer2Order={o | o ∈ Offers ∧ o.outgoingConnectedAgreements ∩ Orders 6= /0}

KPI Offer2OrderPercentage=
| Offer2Order |
| Offers |

×100

The formalized KPIs above are not exclusive to the Sales area. Table 3.1 lists some of the
KPIs from the dashboards for Sales, Purchase, and HRM that show resemblances with each
other with respect to OEM elements that are used for formulating them. For example, both
Average delivery duration and Average receive duration are the KPIs that show the average
duration of an event, which will be performed as the result of an agreement. While in
Average delivery duration the event is a delivery and the agreement is a sales order, in
Average receive duration the event is a receive, and the agreement is a purchase order.
Furthermore, both delivery and receive events change the ownership of goods.

Table 3.1: KPIs expressed using the NEXT OEM Language

Area KPI Formula

Sales Total value of sales orders ∑s∈Orders s.value

Purchase Total value of purchase orders ∑p∈PurchaseOrders p.value

HRM Total value of the personnel
costs at employment

∑e∈Employments e.value

Sales Average delivery duration ∑d∈DeliveriesDone ActualDuration(d)
|DeliveriesDone|

Purchase Average receive duration ∑g∈GoodsReceiptsDone ActualDuration(g)
|GoodsReceiptsDone|

Sales Percentage from offer to order |Offer2Order|
|Offers| ×100

HRM
Percentage from vacancy to
employment

|Vacancy2Employment|
|Vacancies| ×100

3.5.2 Defining KPI Derivation Patterns

By analyzing the formalizations of the KPIs that are depicted in Table 3.1, we express KPI
derivation patterns using Condition-Action (CA) rules that we explained in Section 3.3.
Then, together with the dashboard team of our case study company, we check whether new
KPIs can be derived using these KPI derivation patterns. For the cases that new KPIs can be
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derived using a KPI derivation pattern, together with the same team, we have evaluated
that whether these new KPIs are relevant for organizations. The first row of Table 3.1
contains the following KPIs: Total value of sales orders, Total value of purchase orders, and
Total value of the personnel costs at employment. By analyzing the formalizations of these
KPIs, we note that there is a pattern: each KPI is related to an agreement, e.g., sales order
in Sales, purchase order in Purchase, and employment in HRM. Therefore, we define a KPI
derivation pattern, namely Agreement Totality, and express it as a CA rule according to the
definition of a KPI derivation pattern (see Definition 1 in Section 3.3). The existence of
agreement elements is the c part of the CA rule that corresponds to the when part of KPI
Pattern-1. In the a part of the CA rule, there are two actions. The first action (a1) gets the
related run-time data for an agreement from the run-time data of an OEM (OEMR) using
the function named getInstancesOf (see Step- 2 in Section 3.3). The second one (a2) sums
the values in the related data and calculates the value of a KPI derived from Agreement
Totality.

(c) if a ∈ OEM ∧ a is an agreement
then

(a1) E1 getInstancesOf(a, OEMR)
(a2) ∑el∈E1 el.value

Figure 3.3: Agreement Totality is expressed using CA rules

In the second row of Table 3.1, there are two different KPIs: Average delivery duration
and Average receive duration. By analyzing the formalizations of these KPIs, we note that
these KPIs show the average duration for an event on which an organization and an external
entity agree, e.g., the delivery event on which an organization and its customer agree at a
sales order. Based on that, we specified a new pattern, namely average duration of an event
that is executed as a result of an agreement. While checking the new pattern together with
the dashboard team, we noticed that the new pattern enables one to derive a new KPI
for the HRM area. Because there is an agreement in the HRM area, namely employment
that can be used with the pattern to derive a new KPI that shows average work duration.
We discussed the relevance (i.e., whether a valuable insight is provided for organizations
via new KPI) of that new KPI with the dashboard team. The team mentioned that from
an organization’s perspective, only tracking the average duration of something of value
that enters or leaves an organization is important and relevant for the organization, e.g.,
goods come into or leave the organization. However, in the KPI, Average work duration,
there is no change of ownership because in that KPI, time is the entity, and it is not owned
by anyone in the real-world phenomena of organizations. Therefore, we need to update
the new pattern such that it addresses the events that change the ownership of goods.
The second KPI derivation pattern that we defined, namely Ownership Duration is shown
below.

By checking the third row of Table 3.1, we note that the two KPIs in that row show
the percentage of the events that preceded an agreement to the events that can precede an
agreement. The resemblance in the formalizations of these two KPIs seems to be a pattern,
i.e., in both KPIs, we see an event that precedes an agreement. Based on this resemblance,
we specified a new pattern, namely Continuation Percentage.
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(c) if e ∈ OEM ∧ e is an event ∧ e.changeofOwnership=always ∧
e.payment=never ∧ e.subject ∈ Goods

then
(a1) E1 getInstancesOf(e, OEMR)
(a2) E2 {el | el ∈ E1 ∧ el.lifecycle=done}
(a3) ∑el∈E2 ActualDuration(el)

|E2|

Figure 3.4: Ownership Duration is expressed using CA rules

In the condition part of that pattern, we determine whether a given event can precede
an agreement using its outgoingConnectedAgreements characteristic at design time. After
getting the related run-time data for the given event, we need to filter when the given
event preceded an agreement in the run-time. For that, we need to check the lifecycle
characteristic of an event. If an event’s lifecycle characteristic has the done value, this
means that event preceded an agreement in the run-time.

(c) if e ∈ OEM ∧ e is an event ∧ e.changeofOwnership=never ∧
e.payment=never ∧ e.subject ∈ Goods ∧ e.outgoingConnectedAgreements ∩
Agreements 6= /0

then
(a1) E1 getInstancesOf(e, OEMR)
(a2) E2 {el | el ∈ E1∧ el.lifecycle=done}
(a3) |E2|

|E1| ×100

Figure 3.5: Continuation Percentage is expressed using CA rules

After defining this new pattern, we started verifying it together with the dashboard
team. We found that there is an event, namely purchase offer that can precede an agreement,
namely purchase order in the Purchase area. This means that a new KPI, Percentage
from purchase offer to purchase order, can be derived using the new pattern. With the
dashboard team, we discussed whether the new KPI forms a basis for decisions to improve
the purchasing process in organizations. The team stated that by tracking the new KPI,
organizations can determine the actions to increase the chance that purchase offers lead to
purchase orders. Furthermore, the team mentioned that the new KPI might be used as an
indicator by organizations to compare their suppliers. This means that the new KPI seems
quite relevant, and it provides specific and valuable insights for the Purchase area.

Since the defined KPI derivation patterns are expressed using the NEXT OEM Language,
the changes in the NEXT OEM Language will require modifying the KPI derivation patterns.
For example, if the event element in the NEXT OEM Language becomes insufficient to
capture particular real-world business activities, then it will be updated by the case study
company, and subsequently, we will modify the defined KPI derivation patterns based on
that update. Due to the changes in the NEXT OEM Language, maintenance of the OEMs
that were created with it will require some effort from the case study company. In addition,
over time, more concepts of the ERP applications, for example, finance, accounting, project
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management, and customer relationship management, will be able to be modeled in the
form of OEMs by developing new elements for the NEXT OEM Language. In accordance
with that, we will be defining new KPI derivation patterns for deriving the KPIs related to
these concepts. In the following section, we demonstrate the use of our approach in a
real-life setting and present preliminary results.

3.6 Validation

In this section, we show the applicability of our approach to a case study. As we described
in Section 3.3, our approach takes two inputs: an OEM and the run-time data for that
OEM. In the case study, an OEM will be provided by the case study company. The OEM that
the case study company provided us is an extended version of the simple OEM that we
presented in Section 3.4. In the extended OEM, there is a purchasing part in addition to the
sales part in the simple OEM. Unfortunately, the run-time data for the extended OEM is not
operational yet because the language that the company develops for modeling real-world
phenomena in organizations in the form of OEMs is still under development. However,
this does not prevent us to evaluate our approach because the business processes that are
modeled in the extended OEM are offered by the case study company to its customers in its
current ERP product (recall MyERPSuite in Section 3.4). Therefore, we use MyERPSuite
as a source for obtaining the run-time data, which captures the same information. In the
following subsections, we describe how to obtain the run-time data and elaborate on the
application of our approach, respectively.

3.6.1 Obtaining Run-Time OEM Instances

Together with an expert in the case study company, we selected two real organizations
(Organization A and Organization B) from the customers of the case study company. The
selected organizations operate in the retail domain, and both are Business-to-Business
(B2B) organizations. Moreover, these organizations execute sales and purchasing processes
in MyERPSuite with respect to the extended OEM. In order to obtain the run-time data
for that OEM, together with three domain experts in the case study company, we created
mappings from the database schema of MyERPSuite to the elements inside the given OEM.
These mappings are embedded in a set of database queries to extract the execution history
from the database of MyERPSuite for each element in the OEM. Each mapping specifies
which table in the database and which fields in a table are related to a mapped OEM
element. We executed these database queries for the selected organizations and extracted
the run-time data as an Event Log for each organization. Both of these event logs contain 6
months of data (January 2014 to June 2014). The event log for Organization A contains
108K cases and 159K events. The event log for Organization B contains 9K cases and 27K
events. In both of the event logs, there are 5 types of events: Sales Order, Delivery, Sales
Invoice, Purchase Order, and Goods Receipt.
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3.6.2 Applying the Automated KPI Derivation Approach

In this subsection, we discuss the results that we obtained by the application of our
Automated KPI Derivation Approach on the case study, which we explained its context in
Section 3.4. In Figure 3.6, the derived KPIs for the two organizations in the case study
are shown. As we mentioned while elaborating on the steps of our approach in Section
3.3, our approach shows the derived KPIs from a time perspective, i.e., the values of the
derived KPIs are shown using a particular time dimension in a timeline. Accordingly, in the
same figure (in Figure 3.6), time series charts are used to show the values of the derived
KPIs for each month in a timeline.

sales order
agreement

sales offer
event

good
entity:good

subject

direction=out
changeOfOwnership=never
payment=never

delivery
event

subject

direction=out
changeOfOwnership=always
payment=never

product
role

1 2 3 4

5 6

Figure 3.6: Derived KPIs and their mapping to the fragments of the given OEM

The KPIs that are derived using the KPI derivation pattern, Agreement Totality are
depicted in the first chart (see ¶ in Figure 3.6). The second chart (see · in Figure 3.6)
shows these KPIs on a monthly basis. Our approach determined two different agreements
by applying KPI Pattern-1: sales order and purchase order. This means that there are two
concrete instances of KPI Pattern-1 in the given OEM. Based on that, our approach derived
two KPIs, namely Total value of sales orders and Total value of purchase orders. These two
KPIs consist of the total value of agreements for an organization. By analyzing the values
of the derived KPIs, one can note that the total value of the agreements of Organization A
is higher than Organization B.

The third chart (see ¸ in Figure 3.6) shows the derived KPIs based on the KPI derivation
pattern, Ownership Duration. The same KPIs are shown in the fourth chart (see ¹ in
Figure 3.6) on a monthly basis. In these charts, we expected to see two KPIs: Percentage
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from offer to order and Percentage from purchase offer to purchase order with respect to the
given OEM. However, the charts are empty. This means that there are references from
the run-time data to the OEM elements specified in KPI Pattern-2. Regarding that, we
discussed the empty chart with two product managers from the case study company. The
two product managers noted that the selected two organizations are not using sales offer
and purchase offer events, which are not mandatory to execute in MyERPSuite.

The KPIs that are derived from the KPI derivation pattern, Continuation Percentage
are shown in the fifth (see º in Figure 3.6). In addition, the derived KPIs are depicted
on a monthly basis in the sixth chart (see » in Figure 3.6). By applying KPI Pattern-3
to the given OEM, our approach determined two events that change the ownership of
goods and follow an agreement, namely delivery, and goods receipt. This means that
there are two concrete instances of KPI Pattern-3 in the given OEM. In accordance with
that, our approach derived two KPIs using KPI Pattern-3, namely Average delivery duration
and Average receive duration. By analyzing the fifth chart, one can note that the average
delivery duration KPI for the two organizations is nearly the same; however, the average
duration of goods receipts for Organization A is different than for Organization B.

Above, we presented the results that we obtained by applying our approach in a real-life
case study. The results indicate that our approach automatically derives and captures
relevant KPIs for organizations. Moreover, we showed that using the derived KPIs, relevant
insights can be provided to organizations.

3.7 Related Work

Much work has been conducted on measuring, tracking, and evaluating the performance
of business processes using KPIs. Moreover, various approaches have been proposed for
defining, modeling, and customizing KPIs. In this section, we list some of the approaches,
which touch upon the aspects that we are interested in: deriving KPIs and tailoring them
to organizations.

Jansen-Vullers et al. present a set of KPIs [71] for each dimension of the Devil’s
Quadrangle [20] to evaluate the effectiveness of a redesign. Despite the fact that some of
the KPIs are formalized, most of them are manually defined in natural language. However,
on the one hand, it is required to obtain the meaning of each KPI to determine whether
they are relevant for numerous organizations. On the other hand, organizations have to
implement custom solutions to calculate the values of these KPIs. Therefore, a significant
effort is required to customize the provided KPIs for organizations.

A framework for modeling KPIs within organizations has been presented by Popova and
Sharpanskykh [109]. In this framework, the authors formulate KPIs and relationships
between them. However, all these formalizations are in natural language and specified
manually. In addition, while defining KPIs, the meanings of the terms have not been taken
into account; only the values assigned to the set of attributes of the KPIs have been taken
into account. For example, PI20-efficiency of the planning process is defined as a KPI, but
it is not explained when this KPI can be derived and what is the meaning of efficiency in
this KPI.

Pedrinaci and Domingue present a Metrics Ontology [104] that is aimed at specifying
domain-independent KPIs and computing their values. Subsequently, by using semantic
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technologies on top of that Metrics Ontology to support automated reasoning for computing
KPIs, Pedrinaci et al. present a tool called SENTINEL [105]. On the one hand, the authors
manually define a set of KPIs. On the other hand, it is not clear whether there are
explicit relations between the computed KPIs and the activities in business processes.
Unfortunately, it requires technical knowledge of ontological query building to define KPIs
by end-users. As a result, it becomes a highly technical challenge to specify when and how
these KPIs can be derived for organizations. Unlike that, in our approach, we aim to meet
this challenge by defining KPI derivation patterns to automatically derive KPIs from an
OEM such that it requires minimal technical knowledge from end-users to reason and
model.

To enable one to define KPIs while modeling business processes, del Río-Ortega et al.
present a metamodel [37]. With this metamodel one can define various KPIs; however,
the KPIs need to be manually defined and associated with the model elements inside
process models for each organization. Furthermore, the metamodel does not consider
the meaning of the activities in the process models. Therefore, the KPIs defined for an
organization using this metamodel cannot be applied in another organization to derive the
KPIs automatically, i.e., the metamodel is a reference model for identifying the KPIs in the
scope of an organization.

For comparing organizations using cross-organizational process mining, Buijs et al.
present an approach [23]. Within this approach, a set of metrics is used to compare
organizations. For example, precision, cost-based fitness, and behavioral appropriateness.
However, these metrics do not serve as the same goals with KPIs, as they are not directly
related to the business processes performed by organizations.

The aforementioned approaches define KPIs either in natural language or in a way such
that it is not possible to automatically derive and tailor them to organizations. Although
the approach [23] automatically derives a limited number of KPIs, only some of them are
directly related to business processes.

3.8 Conclusion and Future Work

In this chapter, we presented our Automated KPI Derivation Approach aimed at
automatically deriving tailored KPIs for organizations from Ontological Enterprise Models
(OEMs). An OEM gives the opportunity to know which aspect of an organization a
modeler tries to model. In other words, we can gain the meaning of each modeling
element in an OEM in terms of the business of an organization using the characteristics
specific to each modeling element. For example, with an agreement element, we can
obtain the meaning of an agreement between a customer and an organization in the
real-world phenomena of that organization. Moreover, different from other approaches,
by automatically obtaining the meanings of the elements in an OEM, our approach can
deduce the knowledge for automatically deriving KPIs that are related to the modeled
aspect of an organization and relevant for the organization.

We believe that our approach proposes a better way than current approaches by having
the following advantages to meet the challenges of the process of deriving tailored KPIs
such as time-consuming, costly, and being error-proneness. ¬ By obtaining the meanings
of the elements in an OEM, our approach automatically copes with ambiguity in the terms
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in business processes and reduces the complexity at the process of deriving tailored KPIs. ­
Moreover, by automatically obtaining the exact meaning of the terms in business processes
in various organizations that are required for customizing KPIs, our approach lowers the
efforts of software vendors and organizations on customizing KPIs. ® In addition, we
provide a uniform view for KPIs such that the KPIs that are derived from the same KPI
derivation pattern will be automatically named and visualized accordingly. Although the
number of KPI derivation patterns that are currently supported in our approach is limited,
we are still analyzing the KPIs related to various concepts in organizations (for example,
finance and customer relationship management) to define new patterns for deriving more
KPIs.

We have validated our approach by means of two steps. Firstly, as a proof-of-concept,
we implemented our approach, which shows its feasibility. Secondly, we applied our
approach in a case study and derived KPIs for two selected organizations whose business
processes are modeled in the OEM that we illustrated in this chapter, and discussed how
these organizations can be compared using these derived KPIs. Other software vendors,
who focus on deriving KPIs automatically and work in the ERP domain, can apply our
approach. To this end, software vendors need to make the required inputs available for
our approach. First, they need to model the business processes that they offered in their
products in the form of an OEM using the NEXT OEM Language. Second, they need to
obtain the run-time data for that OEM and define references from the run-time data to the
corresponding elements in the OEM.

In future work, we will focus on the aspects that make KPIs relevant for organizations.
For instance, a set of KPIs in the HRM area that is relevant for an organization might not be
relevant for another that has outsourced the business processes for that area. This means
that there can be factors that determine the relevance of KPIs for organizations, such as
domain, location, targeted customer audience, or the number of employees. Therefore, we
will focus on identifying the factors that can affect the relevance of KPIs for organizations.
Moreover, we can do benchmarking between organizations using KPIs so that they can see
how they perform in comparison to each other.
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Abstract
Organizations utilize Key Performance Indicators (KPIs) to monitor whether they
attain their goals. For this, software vendors offer predefined KPIs in their enterprise
software. However, the predefined KPIs will not be relevant for all organizations
due to their varying needs. Therefore, software vendors spend significant efforts on
offering relevant KPIs. That relevance determination process is time-consuming and
costly. We show that the relevance of KPIs may be tied to the specific properties of
organizations, e.g., domain and size. In this context, we present our novel approach
for the automated prediction of which KPIs are relevant for organizations. We
implemented our approach and evaluated its prediction quality in an industrial setting.
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4.1 Introduction

Organizations measure the performance of their business processes to determine whether
they attain their goals. As a means for that, Key Performance Indicators (KPIs) are
used [101]. Average duration of product delivery is a KPI that organizations use to monitor
their product delivery processes. By tracking this KPI, organizations can predict how much
staff must be assigned to their product delivery processes to keep the duration of a product
delivery below a certain threshold, e.g., on average 3 days.

To support organizations in process performance measurement, software vendors
offer predefined KPIs in their software products. With this, they aim to provide the
maximal set of KPIs that may be relevant for most organizations. However, predefined
KPIs will not work successfully in all organizations because they want relevant KPIs
aligned to their specific goals [101]. For example, taken leave per day is a relevant KPI
for a production organization, whereas it may not be relevant for a university, which
has a similar number of employees. For this reason, software vendors include Business
Intelligence (BI) functionality into their software products and let organizations develop
custom KPIs. Although organizations may do this, custom development of KPIs still
requires a significant effort both from software vendors and organizations [101].

Numerous studies have been conducted for determining relevant KPIs for
organizations [28, 37, 72, 74, 146]. In these studies, relevant KPIs are either defined
from scratch or selected from a set of KPIs (e.g., a KPI library) for each organization.
Moreover, in these studies, the identified reasons that make certain KPIs relevant for one
organization are not usually reusable at determining the KPIs for another. Therefore, for
current approaches tailoring KPIs is a manual endeavor that needs to be repeated for each
organization and requires a significant effort both from software vendors and
organizations.
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Figure 4.1: Our approach for predicting relevant KPIs for organizations

Within this chapter, we propose a novel approach for the automated prediction of
relevant KPIs for organizations. The approach takes a set of prediction models aimed
at predicting the relevance of KPIs and the characteristics of a new organization, e.g.,
domain, location, and the number of employees. By checking the given organizational
characteristics of that organization against the relevance factors of KPIs encoded in the
prediction models, the approach predicts which KPIs are relevant to the organization (see
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· in Figure 4.1). To determine the relevance factors of KPIs and develop prediction models
(see ¶ in Figure 4.1), the approach uses the known relevance values of a set of KPIs for
a number of organizations, which needs to be given in the form of a specific input, KPI
Relevance Data. By means of the automatically determined relevance factors of KPIs, we
automate the prediction of relevant KPIs for organizations, which is manually repeated
for every organization in current approaches. Thus, our approach sets itself apart from
state-of-the-art. We evaluate the prediction quality of our approach by applying it in a
real-life setting at a Dutch ERP software vendor. In this context, we discuss the results that
we obtained.

In Section 4.2, we present our approach aimed at the automated prediction of relevant
KPIs for organizations. The details of the implementation of the approach are given in
Section 4.3. Afterwards, in Section 4.4, we evaluate the prediction quality of our approach
by applying it in a real-life, industrial setting and present the results obtained in the
application. Section 4.5 is devoted to the discussions on the implications of the obtained
results. In Section 4.6, we provide an overview of related work on providing relevant KPIs
to organizations. Finally, we present our conclusions and potential directions for future
work in Section 4.7.

4.2 Approach

In this section, we explain the details of our approach on the automated prediction
of relevant KPIs for organizations. As introduced in Section 4.1, there are two tasks:
predicting relevant KPIs and developing prediction models. They are taken care of by the
components Prediction Model Development and Relevant KPI Prediction. The former uses
prediction models and the organizational characteristics of a new organization as inputs;
the latter uses KPI Relevance Data as the only input. For the sake of simplicity, first, the
definitions of organizational characteristics, prediction models, and KPI Relevance Data
are listed below. Then, the details of each component are given.

Definition 1 Organizational Characteristics contain the values of a set of
characteristics (e.g., domain, location, and number of employees) by which organizations can
be characterized.
Example: Organization o1 = {domain Retail ∧ location Amsterdam ∧
numberOfEmployees [10-19] ∧ doesExport Yes ∧ industryClassification-MainGroup
47 ∧ industryClassification-SubGroup 8109 }.

Definition 2 Prediction Models are aimed at predicting the relevance of KPIs. Each
prediction model encodes a KPI, the factors that are the determinants to what extent the KPI
will be relevant for organizations, and a prediction modeling technique, which outperforms
predicting the relevance value of the KPI for organizations using those relevant factors.

Definition 3 KPI Relevance Data is a 2-tuple: (1) the relevance values of a set of KPIs for
a number of organizations where that KPI set is considered as the comprehensive set from
which a sub-set will be selected and (2) the key characteristics of these organizations with
their values, i.e., Organizational Characteristics. For example, in Figure 4.3, an excerpt from
a sample KPI Relevance Data is depicted.
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In our approach, the relevance value of a KPI can be a numeric value from a scale, namely
KPI Relevance Scale. As the KPI Relevance Scale, we use a five-points Likert-type scale:
[1,5], where a higher value denotes a higher relevance. The reason for using a five-points
scale is that it has been recommended by many researchers [43, 58, 129] as the optimal
number of categories for relevance.

Relevant KPI Prediction: To predict which KPIs are relevant for a new organization, two
inputs are required: the organizational characteristics of that organization and prediction
models. The prediction modeling technique encoded in each prediction model is executed
with the given organizational characteristics. Thus, a predicted relevance value will be
obtained for the KPI. In the output, the obtained relevance values are sorted from highest
to lowest. Afterwards, the KPIs that have the highest predicted relevance value, a value of
5 in the KPI Relevance Scale used in our approach (see in Fig 4.2), are marked as the set of
relevant KPIs for the new organization. However, this marking is flexible, and one can
say that a value of either 4 or 5 may be presented as the set of relevant KPIs for the new
organization. For this, to what extent a KPI is used for making decisions about the related
business process in an organization may be a reason.
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Figure 4.2: Predicting relevant KPIs for a new organization
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Prediction Model Development: This component takes KPI Relevance Data as input.
For each KPI in the input, an analysis task is performed to determine what organizational
characteristics are the determinants of the relevance value of a KPI for organizations. The
reason for performing the task per KPI is that relevance factors may vary from one KPI to
another. For example, “the number of employees” may be the only factor that makes a KPI
relevant for organizations, whereas, for those organizations, the relevance of another KPI
may be dependent on both “number of employees” and “organization type”, e.g., whether
it is a non-profit organization.

Since the organizational characteristics in the given KPI Relevance Data are raw data,
they need to be transformed into features to better represent the underlying patterns
in the given KPI Relevance Data. That transformation is done by the encoders within
this component. More specifically, a one-hot encoder is used for each feature. Then,
a feature subset is selected for each prediction modeling technique employed within
the component—employed techniques are listed in the implementation documentation
of the approach1. This feature subset selection helps to make sense of the features for
prediction modeling techniques. To keep the best performing features in subsets, the worst
performing feature at each iteration is eliminated, and then the dependencies between
features are uncorrelated by a dimensionality reduction.
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Figure 4.3: Creation of the prediction models for predicting relevant KPIs

Afterwards, the component trains and tests each prediction modeling technique to find
out the best performing prediction modeling technique for each KPI. The reason for that is
a prediction modeling technique may not outperform for predicting the relevance values
of all KPIs since the relevance values in a given KPI Relevance Data may not be the same
for all KPIs. Moreover, each prediction modeling technique has its own noise handling
mechanism. For example, while Random Forest may be the best for an imbalanced set

1The implementation of our approach is available at https://amuse-project.org/software/

https://amuse-project.org/software/
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of relevance values, other prediction modeling techniques, e.g., Ada Boost may perform
poorly. While training a prediction modeling technique, the component chooses a set of
appropriate hyperparameters to discover the parameters that may result in more accurate
predictions. To do so, the component uses a cross-validated grid-search algorithm. As
a result of the train and test, the component identifies the best performing prediction
modeling technique at finding the relevance factors of each KPI. For this, the balanced
accuracy metric [57, 124] is used. By doing so, we aim to deal with the relevance values
of KPIs that may have an imbalanced distribution in a given KPI Relevance Data. When the
relevance factors and best performing prediction modeling techniques are determined
for all KPIs, the component creates the prediction models for the KPIs. In particular, the
relevance factors of a KPI, the selected prediction modeling technique for identifying them,
and the KPI itself are encoded in the form of a prediction model.

In the next section, we give the details of the implementation of the approach.

4.3 Implementation

In this section, we give the details of the implementation1 of our approach. On the one
hand, the implementation is a constructive proof of the approach. On the other hand,
it shows the applicability of the approach. In Figure 4.4, the technical details of the
implementation are depicted.
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Figure 4.4: Technical details of the implementation of our approach

As explained, to predict relevant KPIs, the approach requires prediction models as
input. This is taken care of the Prediction Model Development component within the
approach. It takes KPI Relevance Data as input and develops prediction models. To
accurately capture the knowledge in the given KPI Relevance Data, as shown in Fig 4.4,
a nested (two-level) stratified cross-validation is used: (1) for all KPIs and (2) per KPI.
More specifically, both model development and testing will be carried out n-times, which
is specified in each stratified cross-validation block, using a different sample dataset of the
given KPI Relevance Data. By doing so, we aim to develop prediction models that both
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capture the patterns in the given KPI Relevance Data, but also generalizes well to unseen
organizational characteristics of new organizations.

Within the stratified cross-validation block for all KPIs, prediction model development
and testing for all KPIs will be done in 5-folds. This means that in each fold, an 80%/20%
stratified split [102] is done to divide the given input into training and test datasets. By
doing so, the approach can develop prediction models and test them using the sample
datasets that are preserving the percentage of the data points for each KPI and class (i.e.,
relevance values). As a result, the approach creates two different datasets in each fold:
training dataset for all KPIs and test dataset for all KPIs. Similarly, within the stratified
cross-validation block per KPI, the approach does the prediction model development and
testing for each KPI in 5-folds. A training dataset per KPI and a test dataset per KPI will
be generated in each fold. The aforementioned prediction modeling techniques will be
trained and tested using these datasets. In order to avoid over-fitting to the training data,
a 70%/30% split is preferred [63].

The approach utilizes feature selection and dimensionality reduction [99] to select
the organizational characteristics in the training dataset per KPI that contribute most
to the prediction variable (the relevance value of a KPI). Then, the approach applies
feature scaling to have a standardized range of the values of the selected organizational
characteristics. By doing so, we aim to make that each selected organizational characteristic
may equally influence the prediction variable.

Afterwards, the approach trains each prediction modeling technique contained in it.
Meanwhile, the approach tunes the parameters of each prediction modeling technique
to determine the parameter set with which each trained prediction modeling technique
performs best. When all prediction modeling techniques are trained, the approach tests
them using the test dataset per KPI mentioned above. Using the balanced accuracy metric,
the approach selects the best performing prediction model for a KPI from the set of the
prediction models that are created in all folds of the cross-validation block per KPI and
tested. When the best performing prediction model for each KPI is selected, then the
approach completes the prediction model generation process. In other words, the selected
prediction models are ready for predicting relevant KPIs for organizations.

To achieve high quality at predicting relevant KPIs for organizations while developing
prediction models within the approach, we use 3 types of meta-algorithms: stacking,
boosting, and bagging [163]. In stacking, a meta-technique tries to learn the best
combination of the prediction models of the primary prediction modeling techniques,
which are combined as a stack. In boosting, the same prediction modeling technique
is applied in a chain to learn and fix the prediction errors of prior prediction models
developed in the chain. Different sub-samples of the training dataset are taken, and
multiple prediction models are generated in bagging. Then, these models are aggregated
to form a final prediction model, which has a better accuracy value.

Since most properties of organizations are categorical data types and the scale we
used for relevance values (KPI Relevance Scale) has multiple points, it is required to
support multi-class classification [63] prediction modeling techniques from the machine
learning discipline within our approach. Accordingly, our approach employs the prediction
modeling techniques that are listed in the implementation documentation of the approach1.
However, our approach is flexible to support continuous (numeric) data types. This can be
indicated in the configuration where the approach learns the organizational characteristics
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contained in a given KPI Relevance Data. Moreover, our approach is extensible to support
regression prediction modeling techniques in the case that one may want to predict a
decimal value for the relevance value of KPIs instead of a numeric value from a KPI
Relevance Scale.

In addition, to obtain better predictive performance, the approach reduces the problem
of multi-class classification to multiple binary classification problems while developing
prediction models. In this regard, we apply the following strategies: one-vs-rest and
one-vs-one [63]. The former involves training a single prediction modeling technique per
class, whereas in the latter, a particular prediction modeling technique is trained for each
different pair of classes.

In the following section, we describe how we evaluate our approach in a practical use of
its implementation.

4.4 Evaluation

In this section, we demonstrate the use of the proposed approach in an industrial setting
and evaluate how accurately it predicts relevant KPIs for organizations. In this regard, in
the following subsections, we describe how we develop prediction models and use them at
predicting relevant KPIs for organizations in a case study.

4.4.1 Data Collection

In order to develop prediction models, the approach requires KPI Relevance Data. However,
although software vendors usually know the key characteristics of the organizations that
they deliver their software products, they are typically not aware of the relevance of the
KPIs that they offer to those organizations. Therefore, we investigated whether we could
identify a proxy for this type of data. KPI Usage Logs are typical data sources in which
software vendors typically keep track of how KPIs are being used by organizations. In
general, software vendors either record these logs using the software product in which they
offer KPIs for organizations or using a third-party BI tool (e.g., Qlik Sense and Microsoft
Power BI), which they use as a means for enabling organizations to develop custom KPIs.
KPI Usage Logs is a data source from which one can obtain information on the usage of
KPIs. For example, how many times a particular KPI is used in an organization, when
that KPI is used, and how much time has spent using the KPI can be obtained from KPI
Usage Logs. The obtained information on the usage of KPIs can be seen as the interest of
organizations in KPIs. Moreover, one can interpret the usage of KPIs in organizations as
the interest of the organizations on KPIs, i.e., the relevance of KPIs for the organizations.
Thus, as a primary proxy for known relevance values of KPIs for organizations, KPI Usage
Logs are determined.

A Dutch ERP software vendor, the case study company, records KPI Usage Logs for
the KPIs that the company offers to its customers. In the company, we had a training
session on the KPIs, which are offered to its customers within its ERP software product.
In particular, we examined the KPIs in the Human Resource Management (HRM) area.
The reason for that is that human resources form a key asset in any organization. As
such, the availability of the employees in an organization is essential in performing its
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business processes to attain its goals. However, due to various reasons, employees may not
always be available, for example, sickness, injury, maternity leave, or vacations. Absence
and leave are the two sub areas in HRM that concern the unavailability of employees in
organizations. The former deals with the unexpected reasons for the unavailability of
employees. The latter focuses on the unavailability of employees resulting from statutory
rights as granted by labor laws. In this regard, together with two experts who manage the
KPIs in the company, we selected 13 KPIs from the absence and 6 KPIs from the leave sub
area. While selecting the KPIs, our main consideration was the wide usage of the KPIs by
organizations to get sufficient data points such that our approach can predict relevant
KPIs for a new organization accurately. The selected 19 KPIs are commonly used by more
than 2000 client organizations of the software vendor. Afterwards, the experts defined
a set of metrics for transforming the usage of the KPIs into relevance values. Since the
defined metrics require a minimum of one-year usage of the KPIs, the relevance values of
the selected 19 KPIs are obtained for approximately 1100 organizations, which use those
KPIs at least for a year.

In addition to the obtained relevance values, the characteristics of those 1100
organizations were required to create KPI Relevance Data and develop the prediction
models for the selected KPIs. To determine which characteristics and their values for those
organizations are available in the company, we arranged three meetings with various
experts. The first meeting was with the following experts: a director—the CIO (Chief
Information Officer) of the company—who has knowledge on scoping the KPIs offered to
the organizations and a senior product developer who is an expert on designing and
developing KPIs. These experts explained the characteristics of the organizations that they
consider while scoping and developing the KPIs offered to the organizations. A marketing
manager participated in the second meeting and described the characteristics of the
organizations that often request adjustments for the offered KPIs. In the last meeting,
together with a product manager, we analyzed the data about the organizations to identify
what characteristics and their values are available within the company. As a result, we
selected the characteristics shown in Table 4.1. The characteristics shown in the table go
beyond the characteristics considered for identifying relevant KPIs for organizations in the
related literature. Specifically, in recent studies [68, 73, 107, 108], a small number of
characteristics are often taken into account, for example, often, sector of organizations
and type of business processes in organizations. In that sense, our approach has a broad
coverage of characteristics.

All the characteristics we selected are categorical, and the values of them were available
for 750 out of the previously selected 1100 organizations. Moreover, the names of these
characteristics are translated from their original definitions in Dutch.

By combining the obtained relevance values of the selected KPIs 19 with the
organizational characteristics of the aforementioned 750 organizations, we created the
KPI Relevance Data for our evaluation. This means that the required input for developing
the prediction models for the KPIs is ready. Accordingly, the approach created 19
prediction models for predicting the relevance of the selected 19 KPIs.
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Table 4.1: Selected characteristics of organizations

Characteristic Explanation with some example values
Legal Form -
Main Group

The main group of the legal form of an organization, e.g., with or without
legal entity.

Legal Form The legal form of an organization, e.g., private limited company,
foundation or association.

Non-Profit A non-profit organization uses the money it earns to help people. However,
a profit organization invests the money it earns on developing new
products or services to sell them and make more money.

Industry
Classification -
Main Group

The main group to which the organization is assigned by the Chamber of
Commerce within the Netherlands. For example, construction is the main
group to which general civil and utility construction organizations are
assigned. Transportation and storage is another example for the main
group.

Industry
Classification -
Sub Group

The sub group to which the organization is assigned by the Chamber
of Commerce within the Netherlands. Construction of residential
buildings and construction of railways are two example sub groups
of the construction main group. Similarly, passenger transport and freight
transport are two example sub groups of the transport and storage main
group.

Province The province where the organization is registered
Number of -
Employee Range

The range of the total number of employees in the organization. For
example, 10-19, 20-49, and 50-99.

Import Whether the organization does import
Export Whether the organization does export
Has
Subsidiary
Organizations

Whether the organization has subsidiary organizations

4.4.2 Applying the Automated Relevant KPI Determination
Approach

We predicted relevant KPIs for a set of organizations using the developed prediction models.
Since the developed prediction models are for the KPIs in the absence and leave sub areas,
the set of the organizations for which relevant KPIs are predicted are accordingly selected.
In particular, the organizations are selected from the client organizations of the case study
company that are not purchased and not use to the selected 19 KPIs but use the related
functionalities, i.e., absence and leave within the ERP software product of the company. As
a result, we selected 261 organizations and predicted relevant KPIs for them.

To determine the prediction accuracy of our approach in the case study, we collaborated
with the CIO of the company and a senior product manager in the case study company.
The reason for collaborating with these two experts is that these experts have extensive
knowledge both on the organizations for which relevant KPIs are predicted and on the
expected relevance values of the selected KPIs for those organizations. Then, we calculated
the prediction accuracy of our approach by comparing the predicted relevance values of
the KPIs for the organizations with the expected relevance values of the KPIs for these
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organizations, which are provided by the aforementioned two experts. In Figure 4.5, the
prediction accuracy of our approach in the case study is depicted.

0.64

0.74

0 0.2 0.4 0.6 0.8 1

Absence

Leave

Average Accuracy

Figure 4.5: Prediction accuracy of our approach in the case study

As depicted in Figure 4.5, in the case study, our approach achieves a 74% balanced
accuracy at predicting the relevance of 6 KPIs in the leave sub area for 261 organizations.
Similarly, a 64% balanced accuracy is achieved at predicting the relevance of 13 KPIs in
the absence sub area for the same organizations. The weighted average of the prediction
quality values for these two sub areas will show the prediction quality of our approach for
the HRM area, which is 67%. In the following section, we discuss the implications of those
results.

4.5 Discussion

To consider a certain prediction quality as good, one should look into the context of the
application where that quality is measured [56, 117, 128]. In this regard, we discuss
the prediction accuracy of our approach. Since no other study has so far focused on
the automated prediction of relevant KPIs for organizations, there is no exact reference
to compare the prediction quality of our approach with. However, we think that the
prediction quality of our approach shown in Fig 4.5 is reasonable [128].

As mentioned in Section 4.3, the problem that our approach tries to solve is a multi-class
classification. Having a balanced distribution of each class has a significant effect on
prediction quality in multi-class classification. However, this was not the case for the KPIs
that we used in the case study. Notably, for the lower relevance values (e.g., 1 and 2 with
respect to the used KPI Relevance Scale), there were fewer data points than for the higher
relevance values (e.g., 4 and 5 with respect to the used KPI Relevance Scale). As a result,
the approach was inclined to predict higher relevance values for some KPIs, which are
expected to have lower relevance values by the experts in the case study company. This
indicates that the prediction quality of the approach has been negatively affected due to
lacking data points.

One of the possible reasons for a lower prediction quality value in the absence sub area
is that there were fewer data points in the used KPI Relevance Data for each KPI in the
absence sub area than for each KPI in the leave sub area. In particular, there was a limited
variety of small organizations in the known relevance values of the KPIs in the absence sub
area. This was because in small organizations, the management of absence-related data
is ad-hoc, i.e., absence-related data may not be stored day-to-day. Therefore, there was
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missing usage information in the KPI Usage Logs for those KPIs for small organizations. By
contrast, leave operations in organizations are mostly recorded day-to-day since there are
regulations defined by law to keep the data related to these leave operations up-to-date. In
addition, leave is a type of operation that can be planned ahead, whereas absence has a
more unpredictable nature.

Table 4.2: Outperformed predicting modeling techniques for the KPIs in the HRM area

Logistic
Regression

Support Vector
Machines
(SVMs)

Decision
Tree

Random
Forest

Stacked
(Decision
Tree
& SVMs)

Absence 7 3 2 1 0
Leave 0 0 2 2 2

As a result of having fewer data points for the KPIs in the absence sub area, as shown in
Table 4.2, the prediction modeling techniques that use the linear separation method for
input data outperformed at predicting the relevance values of the KPIs in this sub area.
However, tree/forest based prediction modeling techniques were the majority in the leave
sub area since there were more data points for the KPIs in this sub area.

We also had the idea to apply our approach in the finance area. Using the KPI Usage
Logs of 109 KPIs in the finance area, we created KPI Relevance Data. Then, we analyzed
this data before applying the approach on it. We found out that for more than 60% of the
KPIs, there are fewer data points for 3 out of 5 known relevance values. We decided against
actually using the approach although the data was not good enough, i.e., containing fewer
data points. Unfortunately, the approach performed worse than predicting the relevance of
the KPIs in the HRM area. We examined the failing predictions for the KPIs in the finance
area with the two experts together with whom we determined the prediction accuracy of
the approach in the HRM case—a director and a senior product developer. These experts
pointed out that the expected relevance of the KPIs in the finance area is mostly dependent
on various financial characteristics of organizations such as debt, revenue, payment periods
of both the customers and suppliers of these organizations, and how the products and
services are sold by these organizations. Although our approach is extensible to new
organizational characteristics, however; unfortunately, these organizational characteristics
are not available in the case study company since these are mostly sensitive data about
organizations.

Software vendors that focus on automatically predicting relevant KPIs for their customers
and operate various domains can apply our approach. However, if these software vendors
may want to predict relevant KPIs for their customers using a different set of KPIs and
organizational characteristics than we demonstrated in the case study, they need to
provide their KPI Relevance Data to our approach and develop prediction models using the
approach. Then, these software vendors can predict relevant KPIs for their customers by
executing the approach with the developed prediction models.



64 Chapter 4. Predicting Relevant Key Performance Indicators for Organizations

4.6 Related Work

Due to the high interest in both academia and business, there is a broad literature in
the field of organizational performance measurement. Notably, researchers proposed
various approaches dealing with determining relevant KPIs for organizations since KPIs
are widely used as a means for measuring the performance of organizations. Within these
approaches, creating relevant KPIs afresh for any organization or choosing KPIs from a
reference set of KPIs (e.g., a KPI library) as the relevant set for a particular organization
are the two common ways of determining relevant KPIs. In this section, we list some of the
works, which cover the following question that we are interested in: how are relevant KPIs
determined for organizations?

Much work has been conducted on defining relevant KPIs from scratch for organizations
in various domains. Granberg and Munoz develop KPIs for airport managing
organizations [62]. Similarly, to monitor the performance of airports, a set of KPIs is
proposed in [46]. Kaganski et al. [74] describe the development of KPIs for small and
medium-sized enterprises (SMEs). While a set of KPIs for the organizations that have
highly diverse product families are defined in [119], Elliot et al. [44] specify a set of KPIs
for a large pediatric healthcare organization. Since the development of KPIs in the
aforementioned works is from scratch and manual, in each work, it is required to have an
intensive technical knowledge of the organization to which relevant KPIs are determined.
Thus, a significant effort is required to obtain that knowledge.

Apart from the aforementioned works, del Río-Ortega et al. present a metamodel [37]
as a basis for working with KPIs. Using the language proposed as part of the metamodel,
one can model KPIs within the process models of the processes in an organization. Then,
the values of the modeled KPIs can be derived from the execution logs of the process
models. However, this still requires each organization to determine relevant KPIs for itself
and model them using the proposed metamodel. Therefore, this will require a significant
effort of each organization.

In some studies [68, 73, 107, 108], researchers focus on selecting a subset from a set
of KPIs to determine the relevant set of KPIs for organizations. Within that selection
process, researchers mostly consider the sector of an organization or a set of business
processes in an organization. However, due to the varying needs of organizations, a
KPI subset that is selected as the relevant set for one organization may not be relevant
for all other organizations, which are in the same sector or perform similar business
processes with that organization. Therefore, that KPI subset selection process needs to be
repeated for many organizations. To deal with that, Analytic Network Process (ANP) is
utilized [28, 72, 81, 146]. In particular, certain characteristics of KPIs such as reliability,
comparability, and understandability are taken into account to determine the priorities of
a set of existing KPIs in organizations. This is mostly done together with specific experts in
organizations. Then, the KPIs that have the highest priorities are selected as the relevant
KPIs for organizations. However, on the one hand, since the considered characteristics
of KPIs are subjective to experts, the priority of a KPI may vary from one organization
to another. On the other hand, ANP is a time-consuming and complex multi-criteria
decision-making method, and therefore requires a significant effort from organizations.
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4.7 Conclusion and Future Work

In this chapter, we presented a novel approach aimed at the automated prediction of
relevant KPIs for organizations. A set of prediction models aimed at predicting the
relevance of KPIs and the organizational characteristics of a new organization are the
required inputs by the approach. The approach determines which of the KPIs that are
encoded in the prediction models are relevant for that new organization using the relevance
factors of the KPIs. To identify these factors automatically and develop prediction models,
the approach employs prediction modeling techniques and applies them on the known
relevance values of KPIs for organizations, which should be given in the form of a specific
input, KPI Relevance Data.

To show the accuracy of our approach, we implemented it and demonstrated it in a case
study at a Dutch ERP software vendor. Within the case study, together with experts in the
company, we selected 19 KPIs from the HRM area that are offered to organizations by
the company in its ERP software product. The known relevance values of the selected
KPIs were not available in the company. Therefore, we identified KPI Usage Logs as a
proxy for known relevance values of KPIs, and subsequently we created KPI Relevance
Data and developed the prediction models for the selected 19 KPIs together with the
experts in the company. Afterwards, the relevance values of the KPIs were predicted for
261 organizations, which are new to those KPIs. Finally, we evaluated the prediction
quality of the approach by comparing the predicted relevance values of the KPIs against
the expected relevance values of those KPIs, which are provided by two experts in the
company. The prediction quality of the approach was of sufficient quality to show the
practical usage of the approach. As a result, we automate the selection of relevant KPIs for
every organization. For current approaches, this is a manual endeavor that needs to be
repeated for every single organization. Thus, we believe that our approach lowers the
efforts of software vendors for determining relevant KPIs for their client organizations or
the efforts of these organizations doing this themselves.

In future work, we want to extend our approach for determining relevant KPIs for
different roles in organizations since the relevance of a KPI might vary from one role
to another in organizations. For example, there may be a significant difference in the
relevance value of a KPI on daily stock changes between for a CEO and for a warehouse
employee. Furthermore, sales, purchasing, and logistics are the areas to which we envision
extending our approach since their commonality among organizations in addition to
the less sensitivity of data for organizations in these areas in comparison to other areas,
e.g., finance and accounting. Besides, we plan to develop a decision graph aimed at
identifying which visualization best suits for particular KPIs. Thus, engaging dashboards
comprising relevant KPIs can be built automatically. Moreover, the approach in this chapter
and the approach that we presented in [5] are part of our Cross-Organizational Process
Mining Framework, which we introduced in [4], and will be incorporated together into
the framework. With this, we aim to provide recommendations for organizations using the
benchmarks that are developed utilizing relevant KPIs.
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Abstract
Organizations use Key Performance Indicators (KPIs) to monitor whether they attain
their goals. To support organizations at tracking the performance of their business,
software vendors offer dashboards to these organizations. For the development of
the dashboards that will engage organizations and enable them to make informed
decisions, software vendors leverage dashboard design principles. However, the
dashboard design principles available in the literature are expressed as natural
language texts. Therefore, software vendors and organizations either do not use
them or spend significant efforts to internalize and apply them literally in every
engaging dashboard development process. We show that engaging dashboards for
organizations can be automatically generated by means of automatically visualized
KPIs. In this context, we present our novel approach for the automated generation of
engaging dashboards for organizations. The approach employs the decision model
for visualizing KPIs that is developed based on the dashboard design principles in the
literature. We implemented our approach and evaluated its quality in a case study.

keywords- key performance indicators, dashboard, visualization.
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5.1 Introduction

To determine whether they attain their goals, organizations measure the performance of
their business execution. To do so, they use Key Performance Indicators (KPIs). As a means
to monitor KPIs, organizations use dashboards that are either developed by themselves
or offered by software vendors. A typical dashboard aims to inform decision makers
by displaying the information that they need to improve the business processes in their
organization. In particular, such information is displayed mostly as a table or a graph. By
doing so, it adds visual attractiveness to grab the attention of decision makers and enable
them to make informed decisions at a glance.

However, most dashboards are poorly designed displays, although adequate technology
is used while developing them. Therefore, most dashboards fail to communicate efficiently
and effectively since they mainly focus on decoration rather than substance [42, 50, 54,
97, 158]. For example, the dashboard depicted in Figure 5.1 is an incident management
dashboard of an organization1. By analyzing this dashboard, one can see that the
dashboard goes against the dashboard design principles in the literature. For example,
pie charts have many slices that make them unreadable; also, their colors are distracting,
which causes misleading associations. More importantly, this is a cluttered design that
does not reflect the overall status of the related business processes in that organization.
Since there is an overload of the information displayed as a cluttered view, decision makers
need to spend substantial effort to identify the messages that the dashboard is designed
to convey. As a result, the dashboard is “not engaging” decision makers to take relevant
decisions for improving the performance of their organization.

Instead of providing only a fraction of the insight that is needed to monitor business,
engaging dashboards communicate in a manner that enlightens decisions makers for
informed decisions [14, 50]. More specifically, dashboards engage decision makers if
the available dashboard design principles in the literature [42, 52, 54, 79, 92, 93, 97,
134, 158] are used when creating them. Moreover, engaging dashboards enable decision
makers to sense and process the displayed information rapidly through the visualization
elements, which can be quickly examined and understood without requiring any further
interpretation. Not to distract decision makers with overloaded information, the right
context for KPIs is visualized in such a way that it inspires actions. Furthermore, “Are we
on track?” and “How well is our organization performing its business?” are such questions
in organizations to which complete answers can be obtained at a glance in engaging
dashboards. Simply put, engaging dashboards do not require any investigation, analysis,
or aggregation of the information, which is a must for informed decisions and is distributed
inside an organization.

To overcome these issues in the field of dashboard development, several approaches
are available in the literature. Within these approaches, mostly dashboards are either
developed from scratch for each organization, or a template is created and customized for
organizations depending on their specific needs. This customization process is carried
out by software vendors or by their client organizations. Although organizations may
perform this customization process, it still requires a significant effort both from software
vendors and organizations [42, 50–52, 54]. To deal with that, some approaches [31,

1The example dashboard is taken from https://adniasolutions.com/dashboard-design-principles/
introduction-to-dashboards/, Last accessed Aug. 2021

https://adniasolutions.com/dashboard-design-principles/introduction-to-dashboards/
https://adniasolutions.com/dashboard-design-principles/introduction-to-dashboards/
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Figure 5.1: An example of a non-engaging dashboard

66, 75, 100] focus on the automation of dashboard development. Creating a dashboard
template and expressing the structure of a dashboard in terms of the elements of a
descriptive dashboard design language are the two prominent ways in these approaches.
However, these approaches either cover only a few of the state-of-the-art dashboard
design principles [42, 52, 54, 79, 92, 93, 97, 134, 158] or require human intervention to
incorporate each dashboard design principle consistently. Therefore, the KPIs that are
visualized using these approaches still lead to misinterpretations.

Furthermore, there are several studies [31, 66, 75, 76, 100, 148] in the related literature
aimed at automatically generating dashboards. In [31, 100], a notation is introduced such
that a dashboard with its KPIs can be created based on a user-created model with that
notation. However, it still remains a challenge for the user to obtain the knowledge to
identify appropriate visualizations for KPIs. In another study [148], a selection is made
from existing dashboards for a user based on the comparison of the requirements of users
on dashboards. Since existing dashboards are used without tailoring, identifying what
visualizations are appropriate for KPIs and employing dashboard design principles are
neglected. Although a mapping-based visualization of KPIs was proposed in a recent
study [76], it lacks essential relationships in quantitative information (e.g., correlation,
ranking). To sum up, there is no ready-to-use decision mechanism that exploits available
dashboard design principles for visualizing KPIs and generating dashboards.

With this chapter, we propose a novel approach for the automated generation of engaging
dashboards for organizations (See Figure 5.2). The approach takes a set of KPIs with
their attributes and values, as well as a decision model that is developed for visualizing
those KPIs as inputs. As such decision models for visualizing KPIs are not readily available,
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Figure 5.2: Our approach for the automated generation of engaging dashboards

we developed a decision model for visualizing KPIs, which is our second contribution in
addition to the approach. The decision model that our approach uses is developed by
analyzing the prominent dashboard design principles in the literature and evaluated to
show its common usability. Using the decision model, the approach determines which
visualization element will be used to display each KPI on a dashboard. Depending on
the attributes and the values of a KPI, a particular table or graph will be chosen as the
visualization element. By means of the automatically determined visualization elements
for each KPI, we automate the generation of engaging dashboards for organizations. Our
approach sets itself apart from the state-of-the-art in conveying relevant messages to
decision makers via automatically generated engaging dashboards. Thus, decision makers
can make informed decisions to improve the performance of their organizations.

In the evaluation of the approach, first, we check the common usability of the decision
model developed for visualizing KPIs in two organizations with experts. Then, in one of the
organizations, we execute the approach, and together with experts in that organization,
we compare the newly created dashboard with an existing dashboard to see how our
approach helps them at making informed decisions. The results that we obtained indicate
that this new approach is able to fulfill the needs of organizations for improving their
business.

We provide the background on dashboard design principles in Section 5.2. In Section
5.3, we present our approach for the automated generation of engaging dashboards. In
Section 5.4, we evaluate the decision model for visualizing KPIs that our approach employs,
and then present the results obtained while evaluating the dashboard generated using our
approach in a case study. Section 5.5 is devoted to the discussion of the obtained results. In
Section 5.6, an overview of the related work on developing dashboards for organizations
is given. Finally, we present our conclusions and directions for future work in Section 5.7.

5.2 Theoretical Background

Dashboards are pervasive means to display important information at a glance, as needed
to achieve objectives. Accordingly, much work has been conducted on developing the
dashboards that are communicating important information and engaging. Notably, to
facilitate dashboard development researchers and practitioners developed several
guidelines [1, 42, 51, 52, 54, 79, 91–93, 97, 134, 158, 162]. Within these guidelines,
principles for visualizing quantitative information in dashboards, i.e., dashboard design



72 Chapter 5. Automated Generation of Engaging Dashboards

principles are described. Simply put, dashboard design principles describe what visual
representations (e.g., various graphs) should be used and how they should be used. In this
context, we list the dashboard design principles available in the literature.

Dashboard Design Principles
In the literature, numerous researchers and practitioners provide various dashboard

design principles [1, 42, 51, 52, 54, 79, 91–93, 97, 134, 158, 162] to develop dashboards
that are communicating important information visually in the most informative way
such that organizations can make informed decisions to improve their business. These
dashboard design principles are mostly expressed as natural language texts in the form
of rules and best practices. Some researchers follow a more structured approach [1, 42,
51, 52, 54, 79, 91, 92, 162] and provide mechanisms (e.g., a table consists of rules for
selecting graphs or a diagram shows which graphs should be used in which condition) such
that organizations can determine appropriate visualization elements while visualizing
certain quantitative information in dashboards. In this context, we identify which of
these dashboard design principles for visualizing quantitative information are more
suitable to determine sense-making visual elements for displaying KPIs. In this regard,
what properties [42, 54, 97, 106, 134, 158] should a dashboard have to be considered
“engaging” are listed below.

• Consistent view: Visual aspects of the dashboard (e.g., visualizations, colors, fonts,
alerts, naming conventions, etc.) should be consistent and free from conflicts and
ambiguity.

• Contain what is important: The dashboard should only contain relevant and
timely information. Redundant information should be eliminated.

• Deliver actionable information: The messages conveyed via the dashboard should
be suitable to its users for making decisions. The dashboard should provide clear
signals about the monitored performance, e.g., proper alerts based on the predefined
targets.

• Content over decoration: Visual attractiveness should not be the main concern in
a dashboard.

Furthermore, we take the dashboard design principles that provide comprehensive
guidance explained in [42, 51, 52, 54, 79, 92, 93, 97, 134, 158] as the sources for
developing a decision model for visualizing KPIs. In these sources, eight typical
relationships that can be encoded in quantitative information are discussed. We explain
each relationship by specifying the visualization elements, which are mostly
recommended and used for visualizing that relationship.
Time series: This relationship is about how a set of values change over time based on
particular time units (intervals), e.g., by year, month, day, or hour. Line Graph is the graph
that is well-know and mostly used for displaying this relationship. Bar Graphs and Area
Graphs are also often used for displaying a time series relationship.
Ranking: How a set of values relate to each other in a particular order is described in
ranking relationships. Since bars in graphs can be easily understood by any audience and
best encode the values in a ranking relationship, Bar Graphs are mostly used to display a
ranking relationship in dashboards.



Section 5.3 . Approach 73

Part-to-whole: This relationship is about how much the parts of a whole contribute to the
whole, i.e., expressing the proportions of a whole. As a common practice, Pie Graphs are
used to display a part-to-whole relationship.
Deviation: In this relationship, the focus is on how one or more values in a set of values
vary from a reference, e.g., forecast. This is achieved by comparing values with a reference
and displaying the degree of that difference. The values that divert from a reference are
represented as bars in graphs and displayed in Diverging Bar Graphs, i.e., Variance Graph
in most of the time.
Distribution: This relationship expresses the way how a set of values are distributed
across a particular range that is from lowest to highest. Histogram and Box-Plots are
well-known graphs that are usually used for displaying a distribution relationship.
Correlation: How a set of values affect each other is expressed in a correlation relationship.
Mostly, two-paired, i.e., categorized set of values, are analyzed to see how they relate
to each other: whether the values in one set increase or decrease based on the values in
another set. Scatter Plot is the most used graph to display a correlation relationship.
Nominal comparison: This relationship describes a set of values based on a categorical
scale without an order. For instance, the revenue of each department in an organization.
Bars in graphs best encode values on a categorical scale, and therefore Bar Graphs are the
most common visualization elements used to display a nominal comparison in dashboards.
Geospatial: The values in a geospatial relationship are located based on their geographical
location. Spatial Maps are always used for visualizing this relationship.

Although there are many types of graphs for visualizing quantitative information, most
of them are not recommended and listed as the graph types to avoid [42, 52, 54, 79, 92,
93, 97, 134, 158], such as Pie, Donut, Radar, Funnel, Circle, Area Graphs, or 3D Graphs.
The main reason for that is these graphs fail effectively communicating quantitative
information and causing misinterpretations. Overlapping shapes, missing scales, hidden
values, distracting decoration, and cluttered view are the problems these graphs commonly
have.

Within the dashboard design principles available in the literature, researchers provide
guidance on using colors, resizing visualization elements, and placing them in dashboards
in addition to determining visualization elements. To decide how visualization elements
should be placed in dashboards, layout patterns are devised. The most common layout
pattern is the Z-diagram layout [10], where readers follow the shape of the letter z while
scanning quantitative information. In this regard, we define our visualization element
placement strategy in our approach. Moreover, to achieve consistency in dashboards using
colors and resizing visualization elements, there are guidelines in the literature [42, 52,
54, 92, 97, 134]. Since these visual aspects of dashboard development are not the main
focus of our approach, we use an embedded mechanism, i.e., a fixed set of colors and size
values.

5.3 Approach

This section elaborates on our approach for the automated generation of engaging
dashboards. The procedure to automatically generate engaging dashboards consists of
two tasks, as introduced in Section 5.1: (1) developing the decision model for visualizing



74 Chapter 5. Automated Generation of Engaging Dashboards

KPIs and (2) generating dashboards automatically using the decision model. The second
task is automated and takes a set of KPIs with attributes and the values of these KPIs as
inputs in addition to the decision model itself. KPIs with attributes and values are taken as
input in a “machine-readable” format. For this, human involvement is required. To reduce
that human involvement, KPIs with attributes and values are desired to be defined such
a “machine-readable” format that enables their automated analysis and computation as
proposed in [37].

Unlike the second task, the first task is not automated in our approach. The reason for
that is the available dashboard design principles in the literature are in the form of natural
language texts. Thus, human interpretation is required to develop a decision model for
visualizing KPIs using those principles [42, 51, 52, 54, 79, 92, 93, 97, 134, 158]. However,
this task only needs to be performed once. The decision model created as its output, and
presented in this chapter, can be re-used in any scenario for the automated generation of
engaging dashboards. In particular, it is possible to prune or extend the decision model for
a given set of KPIs of a certain organization, which is part of the second step, the automated
dashboard generation. In this sense, the amount of human involvement required will
highly depend on the way KPIs are defined, i.e., the amount of information provided
for them in their definition and its correspondence with the attributes required by our
approach. In this context, we now explain how we developed the decision model for
visualizing KPIs, and then give the details of the automated dashboard generation task.

5.3.1 Developing the Decision Model for Visualizing KPIs

As explained in Section 5.2, we identified the most prominent sources [42, 51, 52, 54, 79,
92, 93, 97, 134, 158] for dashboard design principles. Using these sources, we construct a
decision model for visualizing KPIs, which is shown in Fig 5.3 and encoded as such in our
approach. We explain how we construct the decision model by listing our considerations
below.

A typical KPI may have a single value or a set of values as quantitative information. For
example, the total revenue of an organization or the total revenue of each department
within an organization. We take this attribute of KPIs as the top decision point of the
decision model (see À in Figure 5.3). Then, we determine how a KPI with a single value
and a KPI with a set of values should be visualized using the most common types of
visualization elements, namely tables and graphs.

When a KPI has a single value, bar graphs better convey the message of that KPI [42, 51,
52, 54, 92, 97, 158]. Since a KPI must have a “target”, that target needs to be displayed in
a graph together with the value of the KPI. This can be achieved in the most informative
way using a Bullet Graph [42, 51, 53, 54, 92, 93] since it is a special, simplified bar graph
and is designed for visualizing a value along with a comparative measure to enrich the
meaning of the value.

If a KPI has a set a of values, then we need to determine the “purpose” of the KPI. That
purpose can be taking the attention of a decision maker to “look up” the values or “revealing
the relationship” between the values for the decision maker (see Á in Figure 5.3). Tables are
the visual elements that are designed to look up values [42, 51, 52, 54, 92, 97, 158]. While
constructing a table, it is important to emphasize how individual values in a table relate to
the target of the KPI, which is visualized. It is recommended to use a table where the values
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Figure 5.3: Decision model used for visualizing KPIs

of the KPI represented are highlighted with colors according to the fulfillment of its target
value, e.g., red if not fulfilled and green if fulfilled [42, 51, 54, 92, 97, 158]. However, in
addition to purpose, while looking up values, a KPI may require decision makers to focus
on the “changes of values” rather than “individual values” (see Â in Figure 5.3). This can be
achieved by using a Heat Map. In a Heat Map, values are represented by colors, and one
can easily determine precise individual values using the color scheme if needed.

When the purpose of a KPI is to reveal the relationship between its values to decision
makers, graphs are used. To determine what graphs are particularly useful for specific
relationships (see Ã in Figure 5.3), we take the relationships as the base that we listed in
Section 5.3, and then describe how each relationship can be visualized such that decision
makers will be engaged in.

Time series: Although Line Graph is the commonly used graph for visualizing a
time-series relationship [42, 51, 54, 79, 92, 93, 97, 134, 158], connecting the data points
representing values as a line will cause a misleading communication when the values are
not collected “at a regular interval”. Dot Plot deals with that problem by displaying a
time-series relationship in the form of points in which missing values are not displayed.
Furthermore, a KPI may aim decision makers to “focus on the history of changes in values”
over time instead of the values over time (see Ä and Å in Figure 5.3). To this end, there is
a special graph, namely Sparkline [51, 52, 54], which provides a simple and quick view of
the history of changes in values at a glance to determine whether there is anything
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unexpected. Although bar graphs and area graphs are commonly used for this
relationship, they miserably fail to show changes over time [51, 52, 54], and they
especially clutter the display when values are categorized or benchmarked against various
comparative measures, e.g., target or forecast.

Ranking: Since a KPI must have a target, a Bullet Graph will perform better than classical
Bar Graphs [42, 51, 53, 54, 92, 93] at displaying values along with a comparative
measure. If “changes in rankings over time” are important, Slope Graph outperforms
among other graphs [51, 52, 54, 134] since it focuses on the evaluation of rankings
between two or more points in time (see Æ in Figure 5.3).

Part-to-whole: Although Pie Graphs are quite often used for visualizing part-to-whole
relationships, they are listed in the graphs to avoid [42, 51, 52, 54, 92, 93, 97, 134, 158]
due to several reasons. One of the reasons for that [51, 52, 54, 92, 97] is that view will be
cluttered when there are many slices, and many of them have similar sizes. Another
reason is the common practice of creating a slice named as “others,” which mostly causes
misleading interpretations. In addition, as seen in many examples [42, 51, 52, 54, 92],
the total of slices is not checked correctly, e.g., total does not add up to 100. To overcome
these problems, bars are recommended [42, 51, 52, 54, 92, 93, 97, 134, 158] to encode
values. While displaying a “part-whole-relationship over time” Stacked Bar Graphs
outperform among other bar graphs since they will not require the duplication of each
proportion for each time unit, which causes a cluttered view [51, 52, 54]. When a KPI is
solely about a part-to-whole relationship with no time involvement, it is required to check
whether a “multi-level” hierarchy exists between values (see Ç and È in Figure 5.3). For
example, the revenue of an organization may be the aggregation of the revenues of its
branches, and even the revenue of each branch may be the total of the revenue of various
departments. When there is a multi-level hierarchy in a part-to-whole relationship, we
select Stacked Bar Graphs. Otherwise, Bullet Graph outperforms than classical Bar Graph
displaying a KPI with its target. In Stacked Bar Graphs, the target of a KPI can be displayed
using lines with a secondary axis.

Deviation: Since Diverging Bar Graphs perform well in visualizing a deviation
relationship [42, 52, 54, 97, 158], and there are no competing alternatives, we select
them for visualizing the KPIs that reveal a deviation relationship. However, to see a
“deviation relationship from a time-perspective”, i.e., how deviations evolve, the Line Graph
stands out as the best option [51, 52, 54, 93, 97, 158] due to its power of showing things
over time in a simple way (see É in Figure 5.3).

Distribution: Although Box-Plots are common in visualizing distributions, interpreting
Box-Plots requires specific statistic knowledge [51, 52, 54]. To take actions based on the
displayed relationship, decision makers will prefer simple graphs that require less
effort [42, 51, 52, 54, 92, 134]. As the Histogram is a special type of bar graphs and bars
are easy to understand by everyone, we select the Histogram (see 12© in Figure 5.3) as the
graph to visualize KPIs when the focus is on values across the range of distribution. If the
“changes of the shape” of distribution are the main focus, Frequency Polygon (see 12© in
Figure 5.3) outperforms than Histogram [42, 51, 52, 54, 92, 93, 97, 134, 158]. Moreover,
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when a distribution relationship needs to be displayed “over time”, we select to use
Box-Plots (see 11© in Figure 5.3) since others will cause a cluttered view due to the
duplication of the range of the distribution [42, 51, 52, 54, 92, 93, 97, 134, 158].

Correlation: Although Scatter plots perform quite well visualizing a correlation
relationship, an increase in the number of categories will make a Scatter Plot very complex.
As the biggest negative effect of this increase, the readability and interoperability of a
Scatter Plot will dramatically decrease since adding categories will hinder some values
beyond others. Although circles are used to support the added categories in scatter
plots [51, 52, 93, 97, 158], they overlap and decrease the understandability when values
are closer to each other. Multiple Scatter Plots can be used. In this way, when a correlation
between two categories is to be displayed, scatter plots are used. Otherwise, we propose
multiple scatter plots to be used. A Multiple Scatter Plot consists of a number of scatter
plots where each scatter plot displays the correlation in the values of two categories (see
13© in Figure 5.3). In each scatter plot, the target of a KPI can be visualized using lines.

Nominal comparison: As discussed in ranking relationship, instead of Bar Graphs, we
select the Bullet Graph due to its simplified and beneficial view where bars best encode a
particular relationship. However, if bars become similar in length, detecting the subtle
differences between them can become difficult. To capture these subtle differences, a Dot
Plot is the most effective alternative in which the scale has no longer need to start at zero,
which is a must [42, 51, 52, 54] for Bar Graphs (see 14© in Figure 5.3). When the aim is to
display a set of values on a categorical scale over time, bars fail since they cause a cluttered
view [42, 51, 52, 54, 92, 93, 97, 134, 158] by duplicating each discrete value for each
time point. For that reason, we select the Line Graph to show a nominal comparison
relationship over time, where a separate line represents each discrete value (see 15© in
Figure 5.3).

Geospatial: The de-facto way of displaying a geospatial relationship is using a map called
Spatial Map (see 16© in Figure 5.3) and no criticism has been found in this
regard [42, 51, 52, 54, 79, 92, 93, 97, 134, 158].

To execute the developed decision model, it is required to provide the KPI attributes that
map to the decision points of the decision model and identify which visualization element
needs to be used. In this regard, first, we identified what attributes of KPIs are taken into
account while visualizing KPIs within the described dashboard design principles in the
literature. Then, we transformed the identified KPI attributes into a single set. Finally, we
checked the completeness of the identified KPI attributes against the developed decision
model. This check is conducted by controlling the existence of mapping both from each
KPI attribute to the decision points in the decision model and vice versa. The identified KPI
attributes are listed in Table 5.1.

5.3.2 Generating Dashboards Automatically

To generate dashboards automatically in our approach, a set of KPIs with attributes, their
values, and the decision model for visualizing KPIs are needed as inputs. These attributes
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Table 5.1: KPI attributes required by the decision model

KPI Attribute Definition
Relationship type of
values

Describes how the values of the KPI are related. For example, time series,
correlation, ranking, part-to-whole, nominal comparison, or distribution.

Purpose Whether the KPI is about looking up its values or revealing the relationship
between its values.

Focus Describes what is the focus of the KPI with respect to its purpose attribute.
Example values: look up-changes, look up-values, relationship-changes in a time
series, relationship-values in a distribution.

Time interval Whether the KPI needs to be displayed over time.
KPI values Describe the quantitative information of the KPI.
Categories The discrete groups in which one or more values exist. For example, the total

revenue is a KPI that has a single category, which contains a single value.
However, the revenue per department is a KPI that will have a category for each
department.

Sort direction Describes how the categories or the values in a category will be ordered, e.g.,
ascending or descending. This is especially important in ranking and distribution
relationships.

Multi-level
hierarchy

Whether there is a hierarchy or main-sub grouping in the categories attribute of
the KPI. For example, main group: region and sub-group: county.

Regular interval
between values

This will be determined using the attribute time interval. If there is any missing
value in the values of the KPI based on its time interval, the branch “No” will be
selected in the related decision point of the decision model.

Subtle difference
threshold for the
values of the KPI

Describes the limit of the difference between the values of the KPI that should be
clearly detectable at a nominal comparison.

are common attributes described when defining KPIs [37]. The approach determines what
kind of visualization element will be utilized for each KPI by applying the given KPIs with
their attributes on the given decision model. In particular, a mapping from the decision
points in the given decision model is searched for the given KPIs with attributes. The
approach completes this search when a visualization element for each KPI is determined.
Then, each determined visualization element is created and placed in dashboards, as
shown in Fig 5.4.

In addition to the KPI attributes listed above as required by the decision model, the
approach uses a set of KPI attributes while creating dashboards and displaying them
according to the values of KPIs. Those KPI attributes are listed in Table 5.2.

To determine how many dashboards need to be created, we defined a strategy so-called
Dashboard Creation Strategy in the approach. The strategy is based on the relations
between the KPIs of an organization. More specifically, the KPIs that are related to the
business processes in a particular process area will be grouped and placed onto a particular
dashboard. For example, the KPIs related to the sales process and the KPIs involved
in the purchasing process of an organization are combined into the dashboard, Order
Management. In addition, the KPIs about creditors and debtors are grouped into the
dashboard, namely the Finance dashboard.

The creation of each determined visualization element for a KPI consists of four tasks:
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Table 5.2: Additional KPI attributes required for visualizing dashboards

KPI Attribute Definition
Process area The category of the business process that is related to the KPI. This

attribute is used for determining the number of dashboards that will be
created. Example values: Order Management, Finance.

Target The value or value-range that needs to be achieved with respect to the
related strategic goals of the organization. Example target values: zero,
at minimum €50K, a reduction of 10%, precisely 7 days, or within 1−3
days.

Target
Thresholds

The set of value-range that shows to what extent the target of the KPI
is achieved. Each threshold has a lower and upper bound value. For
example, good: [KPI target-10K, KPI target-30K], bad:[KPI target-30K,
KPI target-50K]

Human resource
interest

Represents the interest of the human resources in the KPI. It can have
a value of Responsible or Informed. This attribute is used within the
dashboard split strategy of the approach.

Name The textual description used to define the KPI.
Unit The quantity used as the standard for the measurement of the KPI’s values.

Although this is not important at determining visualization elements, it is
essential to convey an informative message via KPIs.

(1) creating the visualization parts for the target thresholds of the KPI on the visualization
element, (2) creating the visualization parts for the KPI values, (3) creating the visualization
parts for the target of the KPI, and finally (4) combining all parts as a single visual element,
e.g., graph or table. In the first task, the approach creates bars and arranges them with
respect to the boundaries of target thresholds. Then, in the second task, the approach
creates the visualization part in the form of bars, dots, or lines using the KPI values. These
forms depend on the determined visualization element. Depending on the type of the
target of the KPI (e.g., achievement, reduction, absolute, zero, or min-max), the visual
signs that indicate the target are created as a visualization part in the third task. In addition,
in the third task, noticeable alerts that indicate whether the KPI and its categories are
on target or not (see the cross-mark, check-mark, and warning signs used as alerts in
Fig 5.5) are created. In the last task, the approach combines all these visualization parts
as a single visualization element considering the embedded coloring 2, orientation, and
resizing rules for visualization in it. How many categories should be visualized in graphs is
determined using an implicit, configurable parameter in the approach. The reason for that
is to determine the orientation (horizontal or vertical), which increases the readability. For
example, a ranking relationship better reads when it is horizontal and has a maximum of
10 categories where the rest is grouped as “others.”

Similarly, to determine how created visual elements will be placed on dashboards is
determined using the strategy, Dashboard Split Strategy, that we defined in the approach.
In this strategy, the approach creates a flow through a combination of visual weight and

2http://colorbrewer2.org is used as the source for color selection.

http://colorbrewer2.org
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visual direction to take advantage of how people read through a design. The created
flow splits a dashboard into two areas: top and bottom. By applying the most common
layout pattern (the Z-diagram layout [10]), which is recommended for simple designs, the
approach defines the route that the human eye travels on these areas: left to right and
top to bottom. To determine the order of the KPIs that the human eye should read in this
travel, the approach uses the KPI attribute “human resource interest.” The KPIs that have
the value “Responsible” in their “human resource interest” attribute will be placed to the
top area of dashboards. Then, the KPIs that have the value “Informed” in their “human
resource interest” attribute will be placed to the bottom area of dashboards. The KPIs
will be ordered in an ascending order based on their names in each area unless there is a
particular ordering for displaying KPIs, such as the relevance of KPIs for decision makers.
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In the next section, we give the details of the evaluation of both the approach3 and the
decision model for visualizing KPIs.

5.4 Evaluation

In this section, first, we explain how we evaluated the decision model for visualizing KPIs,
which was described in Section 5.4. Then, we elaborate on the evaluation of the proposed
approach in a case study.

5.4.1 Evaluation of the Decision Model

We evaluated the decision model within two organizations, A and B, for confidentiality
reasons. We did so by discussing our considerations and walking through each path in
the decision model together with the experts in these organizations (for more details
on their background, see Table 5.3 and Table 5.4). The experts with whom we worked
together are actively involved in the dashboard development process in their organizations.
We collected their opinions about the decision model using the three-points Likert-type
scale (agree, somewhat agree, and disagree). While collecting experts’ opinions in each
organization, we had an open discussion meeting on the usefulness of the decision model
to the needs of each organization at dashboard development. In particular, we gathered
opinions related to two aspects of the decision model: 1) decision points and 2 visualization
elements. Then, an average value is calculated for each organization using the collected
expert opinions. That average value shows to what extent the decision model is useful to
the needs of an organization at visualizing KPIs.

Table 5.3: Evaluation of the decision model in organization A

Expert Area of
expertise

Years of
expertise

Meeting
duration
(hours)

To what extent
agree on the
decision points
in the decision
model

To what extent
agree on the
visualization
elements in the
decision model

Software
Architect-1

Dashboard
development

>5 1 Agree:13
Somewhat agree:2
Not agree:0

Agree:20
Somewhat agree:3
Not agree:0

Software
Architect-2

Product
management
and Information
visualization

>20 1 Agree:13
Somewhat agree:2
Not agree:0

Agree:20
Somewhat agree:3
Not agree:0

Manager Product
management
and Dashboard
development

>15 1 Agree:12
Somewhat agree:3
Not agree:0

Agree:19
Somewhat agree:4
Not agree:0

3The implementation of our approach for the automated generation of engaging dashboard is available at
http://amuse-project.org/software/ . In the implementation, two Python libraries are required: Plotly is for
visualizing KPIs and Dash is for creating dashboards.

http://amuse-project.org/software/
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Organization A: In order to automatically generate ERP software from a model, a Dutch
ERP software vendor is developing a novel model-driven software generation approach.
As part of that approach, a declarative modeling language is being developed that is aimed
at modeling an organization’s business in the form of an ontological enterprise model.
In order to build dashboards automatically for its client organizations with the power of
that declarative modeling language, this company is currently investigating how KPIs can
be automatically visualized. Since this is highly related to the approach that we propose,
in this company, we evaluated the decision model. The details of the evaluation of the
decision model in this organization are listed in Table 5.3. As shown in the table, the
experts, on average agree on the decision points and also on the visualization elements
in the decision model. Only for a minority of the decision points and the visualization
elements in the decision elements they indicated their partial agreement, i.e., somewhat
agree. In particular, the experts shared their partial agreement for the following decision
points in the decision model: 6©, 12©, and 15©. Similarly, for the visualization elements at
these decision points, the experts shared their partial agreement. The experts did not
mention any disagreement for the decision points or the visualization elements in the
decision model.
Organization B: To monitor the usage of physical resources, the IT department of a
Dutch bank uses a dashboard. This dashboard consists of a set of KPIs in which particular
psychical resources are monitored with respect to their response rates. A performance
management expert maintains that dashboard in accordance with the change requests
coming from the performance monitoring chapter lead of the IT department. We followed
the same procedure that we explained above for the evaluation of the decision model in this
organization. The details of the evaluation of the decision model in this organization are
listed in Table 5.4. As depicted in the table, the experts agreed on average more than 70%
of the decision points and also the visualization elements in the decision model. In addition,
only for one visualization element in the decision model a disagreement is mentioned.
This was for the Box Plot graph that is identified for visualizing a distribution relationship
over time. As in the evaluation in Organization A, we received partial agreement feedback
in organization B for the decision points 6©, 12©, and 15© in the decision model.

Table 5.4: Evaluation of the decision model in organization B

Expert Area of
expertise

Years of
expertise

Meeting
duration
(hours)

To what extent
agree on the
decision points
in the decision
model

To what extent
agree on the
visualization
elements in the
decision model

Performance
Management
Expert

Dashboard
development

>20 1.5 Agree:12
Somewhat agree:3
Not agree:0

Agree:18
Somewhat agree:4
Not agree:1

Performance
Monitoring
Chapter Lead

Dashboard design
and monitoring

>15 1.5 Agree:12
Somewhat agree:3
Not agree:0

Agree:18
Somewhat agree:4
Not agree:1

In both organizations that we evaluated the decision model, agree is the calculated
average value of the usefulness of the decision model for the needs of organizations.
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5.4.2 Evaluation of the Approach

The proposed approach was evaluated in the first organization, which we evaluated the
decision model, namely organization A. In that organization, the three aforementioned
experts developed a finance dashboard template to create dashboards for the client
organizations of the company. Together with the same three experts whom we worked
on in the evaluation of the decision model, we created a sample dashboard using that
template. After that, the created sample dashboard was used as the existing dashboard
in the evaluation of the approach. We executed our approach for the KPIs, in total 8,
contained in the existing dashboard, and created a new dashboard. Then, together with
the aforementioned three experts, we evaluated our approach by comparing the existing
dashboard with the newly generated dashboard. The results that we obtained are explained
below.

As shown in Fig 5.5, the KPIs that have implicit target values on the existing dashboard,
namely KPI-1, KPI-2, KPI-6, and KPI-7, are displayed differently in the newly generated
dashboard than the existing dashboard. These KPIs are visualized as bullet graphs in the
newly generated dashboard since each of them has a single value. Moreover, the target
values of these KPIs are also highlighted using a diamond shape; corresponding alerts are
added next to each KPI based on those target values. Besides, the approach visualized
KPI-4 as a dot plot as that KPI aims to display a nominal comparison relationship. To do so,
whether the differences between values are subtle is checked with respect to the given
subtle difference threshold by the experts.

Furthermore, the approach visualized 3 out of 8 KPIs, namely KPI-3, KPI-5, and KPI-8,
slightly different than the existing dashboard. These KPIs are visualized in the newly
generated dashboard in a way such that each KPI conveys its intended message clearly.
More specifically, since KPI-3 is about a nominal comparison and has no subtle differences
between its values, this KPI is visualized as a bullet graph. As KPI-5 presents values over
time, the visualization element for that KPI has not changed. The only change is the
addition of its target. KPI-8 reveals a ranking relationship, and it is visualized as bullet
graphs accordingly. For each of these three KPIs, the approach added a noticeable alert
next to each graph to indicate target achievement.

Since there were no defined values in the human resource interest attribute of the
displayed 8 KPIs, the KPIs are displayed in the top area of the newly generated dashboard
and placed in orange boxes, which is the assigned color for the value “responsible” of
human resource interest attribute.

To determine the implications of the differences between the existing dashboard and the
newly generated dashboard in the evaluation of the approach, we had an open discussion
meeting with the experts who were involved in the evaluation of the approach. The
experts confirmed that visualizing KPI-1, KPI-2, KPI-6, and KPI-7 as bullet graphs in the
newly created dashboard helps them to observe a KPI along with its comparative measure,
e.g., target. Similarly, the experts agreed on visualizing KPI-4 as a dot plot as the subtle
difference become visible to make precise decisions. In addition, as KPI-1 and KPI-6 are
visualized differently in the newly generated dashboard than the existing dashboard and
become noticeable, the experts decided to check the need for these KPIs. Besides, the
experts agreed both on the usefulness of the displayed target thresholds (e.g., perfect,
good) and the alerts (cross-mark, check-mark, and warning signs) that display whether
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Figure 5.5: Existing dashboard (left) vs. newly generated dashboard (right)

the KPIs are on target and to what extent at a glance.
In the following section, we discuss the results that we obtained in the evaluation of

both the decision model and the approach.

5.5 Discussion

Regarding the evaluation of the decision model we proposed, as listed in Table 5.3 and
Table 5.4, we obtained a partial agreement for the following decision points in the decision
model: Å, 12©, and 15©. Similarly, for the visualization elements at these decision points,
we obtained a partial agreement. The experts who are involved in the evaluation of
the decision model expressed that the difference between the visualization elements at
these decision points is not big since these decision points are rarely investigated in their
organizations while developing dashboards. This shows that our decision model has a wide
coverage of decision points, considering even the less common scenarios. Moreover, the
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experts mentioned that the visualization elements in those decision points, namely Slope
Graph, Frequency Polygon, and Bullet Graph, are very simple and useful. However, the
experts noted that these graphs are not completely supported in most business intelligence
software products, although they are not very new. This means that our decision model
helps organizations to determine simple and useful visualization elements for creating
engaging dashboards.

Furthermore, there was no decision point that the experts neither in Organization A nor
in Organization B disagree. However, only for one visualization element in the decision
model, we received a disagreement in Organization B. This was about the Box Plot graph
that is used for visualizing a distribution relationship over time. Since the Box Plot graph
requires particular knowledge of statistics to interpret the message of it, especially for
decision makers who are not familiar with the Box Plot graph grasping the conveyed
message with it may not be easy. However, although there are alternatives, they have more
drawbacks

As for the evaluation of the automated approach itself, since the newly generated
dashboard enabled organizations to check and eliminate the KPIs that are not often a
source for decision making in their organization, in that respect, the approach helps
organizations to focus on the KPIs that are relevant to their business.

The results of the evaluation confirm that the approach proposed in this paper is of
sufficient quality to show its practical usage. On the one hand, as we observed in the
evaluation, the newly generated dashboard by the approach can help organizations to
clearly observe KPIs along with their comparative measures. On the other hand, the
approach enables organizations to focus on the message conveyed via KPIs with engaging
visualizations, which is the main substance for wise decisions. Moreover, organizations
can detect whether any KPI is not a good source for decision making and avoid misleading
communications.

Software vendors that focus on automatically generating dashboards for their client
organizations can apply our approach. To do so, these software vendors need to provide
KPIs with attributes and the values of these KPIs to our approach in addition to the decision
model, which is already encoded in the approach. For obtaining these required inputs,
organizations may leverage formal notations for defining KPIs, such as PPINOT [37].
Using them, on the one hand, organizations can reduce their management efforts on KPIs
since these formal KPI definitions enable their automated analysis and computation. On
the other hand, formally defined KPIs can be integrated into our approach for facilitating
the automated generation of dashboards.

One of the limitations of the approach is the decision model development task since it
is not automated. In addition, our approach is limited to visualizing KPIs as tables and
graphs. However, in the literature, there are principles on how to combine multiple visual
elements as a single visual element, e.g., multi-panes for visualizing a KPI. Additionally, the
visual aspects of visual elements such as fonts, coloring, responsiveness are not covered so
far.
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5.6 Related Work

In this section, we list some of the works that relate to the approach we proposed for the
automated generation of engaging dashboards.

A model-driven dashboard development approach is proposed in [31] to automatically
create dashboards with the code necessary for their deployment. To create a dashboard
automatically, the approach requires a dashboard user to model both the dashboard and
the related KPIs. Then, an engine executes the model and creates the dashboard with its
code. To handle the change management of dashboards, the approach is enriched with
the observers [100] who manage the maintenance of dashboards. However, to derive
dashboards automatically using this approach, organizations need to have the intensive
knowledge required to visualize KPIs in an effective way and should model each dashboard
using the notation in the approach. Since these tasks are manual, the approach will require
a significant effort of every organization that wants to apply it.

To create customized dashboards automatically considering the requirements of different
users, Vázquez-Ingelmo et al. have proposed an approach that uses domain engineering
practices [148]. Based on the analysis of the similarities and differences between users’
requirements and existing dashboards, a feature model is constructed. The constructed
feature model specifies what visualization will be created within a dashboard. Since
the approach uses existing dashboards as a base, for each existing dashboard users’
requirements need to be obtained. Therefore, using this approach, each organization will
need to spend a great effort in addition to the effort for internalizing dashboard design
principles.

To visualize KPIs for production planning on a BPMN model in the manufacturing
domain, Heidema et al. [66] present an approach. Based on the dashboard design
principles defined in [52], the applicability of visualizations is determined in the context
of BPMN. Then, a set of KPIs for the manufacturing domain, which is listed in ISO 22400
is automatically visualized on a BPMN model. However, the visualization elements that
are supported by the approach are limited. For example, the values in a time series
relationship cannot be seen since only sparklines are used, which do not contain values.
Moreover, some relationship types are not covered, such as part-to-whole, distribution,
correlation, and geospatial. Displaying the values over time in a various relationship is not
addressed comprehensively within the approach. Since the approach is dependent on
BPMN models, adding visualization elements on the relatively large BPMN models with
numerous elements will clutter the view and distract decision makers.

Koetter and Kochanowski [78] proposed a modeling language, namely ProGoalML, to
build a monitoring infrastructure automatically for KPIs. The language enables
organizations to model their KPIs in their business process models, i.e., annotate the
business process models using the language components proposed. Kintz [75] has
proposed a dashboard design methodology that can transform the inputs created by
ProGoalML to formal KPI definitions, which are required as inputs to derive dashboards
automatically by the dashboard engine—a component of the proposed methodology. Kintz
et al. have extended the proposed methodology by adding support to create the
dashboards that are customized to users [76]. To determine how KPIs should be
visualized, from data types to visualizations 4 mappings are employed within the
aforementioned methodology. However, in these mappings, it is unclear what the data
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types imply, i.e., how the data type of a KPI can be determined is not explained.
Furthermore, some important relationships in quantitative information, e.g., correlation,
ranking, are not covered. Additionally, a data type is mapped to two visualizations in a
mapping, which causes ambiguity.

As explained above, to develop the dashboards that are communicating important
information and are engaging, each organization, first, has to internalize dashboard design
principles, and then apply them. However, this is time-consuming and costly. To provide a
solution to these problems, we proposed an approach for the automated generation of
engaging dashboards.

5.7 Conclusion and Future Work

In this chapter, we presented a novel approach aimed at the automated generating of
engaging dashboards for organizations by means of automatically visualizing KPIs. A set of
KPIs with their attributes and values and a decision model developed for visualizing those
KPIs are the required inputs by the approach. The approach determines which visualization
elements (a table or a graph) will be used to visualize each KPI using the given decision
model. The approach creates the dashboards based on the dashboard creating strategy
encoded in it, and then places the built visualization elements on dashboards using the
dashboard split strategy, which is also encoded in it. Since the available dashboard design
principles are not in the machine readable form, we described how a decision model for
visualizing KPIs can be devised.

To evaluate our approach, we conducted two tasks: an evaluation of the developed
decision model and the evaluation of the created dashboards using our approach. The
former was carried out in two organizations: an ERP software vendor and a bank.
The latter was done with the ERP software vendor. In both tasks, we conducted the
evaluation by informal interviews with the experts in the organizations who are actively
involved in dashboard development. As a result, we showed that the approach enables
organizations focusing on the messages conveyed via KPIs with engaging visualizations to
make informed decisions for improving the performance of their organizations. In most
recent approaches, visualizing KPIs is a manual endeavor and needs to be carried out in
every single organization. Thus, we feel confident to that our approach lowers the efforts
of software vendors for developing engaging dashboards for their client organizations and
the efforts of these organizations doing this themselves.

In future work, we want to extend our approach by adding predictive technologies.
In particular, we want to predict the values of KPIs such that decision makers can take
preventive actions instead of corrective actions, which costs more to improve the business
processes in their organizations. Moreover, to provide insights for organizations by means
of the benchmarks that are developed using the relevant KPIs for them, we plan to integrate
this approach with the approach we presented in [5]. In addition, we will add the support
for automatically providing the consistency of visual aspects (e.g., colors, size, and spacing)
in dashboards.
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Abstract
Process performance measurement is essential for any organization that wants
resilience in its business process management and aims to make process improvement
meaningful. Regarding that, organizations use Process Performance Indicators (PPIs)
to track and identify the success of their business processes. To provide automated
support for the management of PPIs, there exists a well-established solution in
the related literature, namely the PPINOT metamodel. The metamodel allows
advanced definition and instrumentation of PPIs as well as automated analysis of PPIs.
Nonetheless, significant efforts both from software vendors and organizations are
required for visualizing PPIs to develop engaging process performance dashboards.
The reason for that is the dashboard design principles, i.e., best practices, available in
the literature are expressed as natural language texts and they need to be internalized
and applied literally in every dashboard development process. Moreover, there
is a prominent lack of support in current Business Intelligence (BI) systems in
consolidating such best practices. Hence, to build such dashboards by means of
automatically visualized PPIs, we propose an approach for the interactive generation
of engaging dashboards. The PPINOT metamodel is integrated into the approach for
the automated analysis of PPIs such that they can then be automatically visualized.
For this purpose, the approach uses a decision model that we developed based on the
dashboard design principles in the literature. Moreover, the approach employs a
chatbot to interactively generate dashboards. The chatbot interacts with decision
makers to collect the required inputs for creating dashboards. Thus, decision makers
can interactively build dashboards without needing substantial knowledge on
dashboard development and visualizing PPIs. We applied our approach in a case study
and evaluated its usefulness. Our findings show that the approach can assist experts
in making informed decisions through interactively created engaging dashboards.

keywords- chatbot, dashboard, PPINOT, process performance indicators
(PPIs), visualization
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6.1 Introduction

Process performance measurement is vital for business process management and
improvement. What has to change in a process can only be identified if it is known
whether a process performs as expected [39, 40, 133]. Simply put, the progress of a
process towards its goals cannot be tracked unless that progress is measured, i.e.,
quantified [14]. With measurement, organizations can have a better understanding of the
performance of their processes in attaining their goals. To determine whether their
processes perform as desired, organizations use Process Performance Indicators (PPIs) that
provide, at a glance, an overview of their business performance. A PPI is a metric [37] that
reflects to what extent a business process reaches its goals. For example, the percentage of
unresolved problems within a period of time in comparison to a defined target is a typical
PPI used for tracking the performance of a problem management process.

Organizations use process performance dashboards to monitor their PPIs [37, 118, 160].
Such dashboards are generally developed either from scratch or by customizing the
dashboards offered by software vendors. Within a typical process performance dashboard,
PPIs are consolidated into a single visual display to assist in decision making [42, 54]. In
this regard, each PPI that provides the information needed by decision makers is often
displayed as a table or graph to grab their attention through visual attractiveness.

However, most dashboards are poorly designed displays and not useful despite the
sophisticated data management and graphical abilities of the Business Intelligence (BI)
systems that are used while developing them [50, 54, 106, 158]. Moreover, to impress
its users, plenty of visualizations are often combined in dashboards; in turn, it becomes
difficult for its users to concentrate on the essential information. Simply put, decorations
hinder the substance that is the key to making informed decisions. Hence, most dashboards
fail to communicate efficiently and effectively [42, 50, 54, 70, 97, 106, 158]. An example
dashboard1 for monitoring the performance of the incident management process in an
organization is depicted in Figure 6.1. Clearly, one can see that the dashboard goes against
the dashboard design principles in the literature [6, 106]. The dashboard has several
significant issues. For example, pie charts have many slices that make them unreadable.
Inconsistent and distracting colors cause misleading associations. More importantly, that
dashboard does not reflect the overall status of the related process because of the cluttered
design in which an overload of information is squeezed. Therefore, decision makers need
to spend substantial effort to identify the messages that the dashboard is designed to
convey. As a result, this dashboard is not “engaging” decision makers to make informed
decisions that can yield improvement [14, 50].

Much work has been conducted on developing engaging dashboards that can
communicate important information efficiently and effectively. Notably, numerous
researchers developed guidelines [1, 42, 51, 52, 54, 79, 91–93, 97, 132, 134, 158, 162].
Within these guidelines, principles for visualizing quantitative information in dashboards,
the so-called dashboard design principles are described. Specifically, what visual
representations (e.g., various graphs) should be used and how they should be used are
expressed in such dashboard design principles. Dashboards engage decision makers if the
available dashboard design principles are used when creating them. The main reason for

1The example dashboard is taken from https://adniasolutions.com/dashboard-design-principles/
introduction-to-dashboards/, Last accessed Aug. 2021

https://adniasolutions.com/dashboard-design-principles/introduction-to-dashboards/
https://adniasolutions.com/dashboard-design-principles/introduction-to-dashboards/
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Figure 6.1: An example of a non-engaging dashboard

that is that engaging dashboards enable decision makers to sense and process the
displayed information rapidly through visualization elements. Moreover, performance
indicators on engaging dashboards are visualized in such a way that it inspires actions
without overloaded information that causes distractions. Furthermore, “Are we on track?”
and “How well is our organization performing its business?” are such questions in
organizations to which complete answers can be obtained intuitively in engaging
dashboards. Simply put, engaging dashboards do not require any investigation, analysis,
or aggregation of the information, which is a must for informed decisions.

Although the literature on dashboard design principles is broad and comprehensive, in
the field of dashboard development, mostly dashboards are either created from scratch
for each organization or a dashboard template is tailored to the needs of organizations.
Software vendors or their client organizations often carry out this customization process.
However, it requires a significant effort both from software vendors and organizations [42,
50–52, 54]. To deal with that, several approaches in the literature [31, 66, 75, 76, 78, 82–
84, 100, 135, 147–150] focus on developing dashboards automatically. Reusing parts of
existing dashboards and expressing the structure of a dashboard or a dashboard template
using an introduced notation (i.e., model-driven) are the two prominent ways in these
approaches. Due to the limited coverage of state-of-the-art dashboard design principles or
not completely addressing the relevance of visualized indicators for decision makers, the
dashboards created using these approaches have shortcomings [50, 106]. For example,
the approach intended to visualize performance indicators on BPMN models will generate
a complicated view when multiple performance indicators are related to a single task in a
BPMN model. Hence, decision makers will be distracted.

In this context, we propose a novel approach for the interactive generation of engaging
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Figure 6.2: Our approach for interactive process performance dashboard generation

process performance dashboards. As shown in 6.2, The approach employs a chatbot to
generate dashboards. For a given set of PPIs, the chatbot determines what visualizations
are appropriate to engage decision makers. To do so, it uses a decision model that we
previously developed based on the dashboard design principles in the literature. To
provide automated support for the management of PPIs, del-Río-Ortega et al. proposed a
well-established solution, i.e., the PPINOT metamodel [37]. Accordingly, we integrate the
PPINOT metamodel into our approach for the automated analysis of PPIs and computing
their values automatically. Hence, for an interacting decision maker, the chatbot can
generate engaging dashboards by means of the automatically visualized PPIs together
with their values. Thus, the approach enables decision makers to focus on the relevant
messages conveyed via engaging dashboards without needing substantial knowledge to
develop such dashboards.

In the evaluation of the approach, first, we check the common usability of the decision
model in a case study in an organization. It is important to note that the decision model
was evaluated in two organizations in our previous work [6]. Apart from the scenarios
in which the decision model was evaluated in that work, we used here a different case
from a different domain, and also evaluated the decision model in this context. Then, we
execute the approach, and together with experts in that organization, we compare the
newly created dashboards with existing dashboards to see how our approach helps them
at making informed decisions. The results that we obtained indicate that our approach is
useful and valuable to assist organizations in improving their business.

In Section 6.2, we provide the background on both organizational performance
measurement and the PPINOT metamodel. We present our approach for the interactive
generation of engaging process performance dashboards in Section 6.3. Section 6.4 is
devoted to the evaluation of both our approach and the decision model, which is
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employed by our approach for visualizing PPIs. In the same section, we present the results
obtained while evaluating the process performance dashboards that we created. In
Section 6.5, we discuss the obtained results. An overview of the related work on
developing process performance dashboards for organizations is given in Section 6.6.
Finally, in Section 6.7, we present our conclusions and directions for future work.

6.2 Theoretical Background

In this section, first, we provide a summary of the terminology often used in organizational
performance measurement and monitoring. After that, we explain the PPINOT metamodel
that we integrate into our approach.

6.2.1 Performance Measurement in Organizations

Organizations measure their performance to determine how well they are doing to attain
their goals. To figure out what changes, if any, to make, it is vital for organizations to
know their actual performance. Furthermore, it is mostly not possible to know whether
there is any improvement without measurement [133]. Metrics, process performance
indicators, and key performance indicators are the common means for performance
measurement [40]. Often, they are considered synonyms and used interchangeably.
However, each has a specific meaning and purpose. Therefore, their proper use is essential
to avoid ambiguity and to establish clear communication within organizations. In this
regard, we explain these common performance measurement means below.

• Metric: A metric is a quantifiable measure to gauge performance or progress [12].
For example, the count of items (e.g., number of incidents) or the end time of an
event (e.g., when the order is delivered). It is important to note that metrics do not
provide complete information to establish a basis for a decision. To support decision
making, additional information is required. With additional information, metrics
can provide a clear indication that can be interpreted to make a decision.

• Process Performance Indicator (PPI): A PPI is a metric that provides a reflection
of a business process [37] to evaluate its performance based on its critical success
factors, e.g., efficiency and effectiveness. For example, the percentage of solved
incidents within a month in comparison to the performance target defined in the
related business process is a common PPI of the incident management process. The
exclusive focus of PPIs is the performance of business processes. PPIs can give a clear
indication of what extent a business process achieves its goals. Thus, PPIs enable
decision makers to make informed decisions.

• Key Performance Indicator (KPI): A KPI is a metric that embeds performance
targets so organizations can chart progress toward organizational strategic goals [42,
101]. For instance, the average duration of delivery is an essential KPI for an
organization that operates in the logistics domain because that KPI shows to what
extent the organization attains its strategic goal, i.e., fast delivery. KPIs have a broad
focus on capturing the performance of the overall organization. In general, KPIs
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provide an aggregated overview of multiple business processes that are performed
to reach a particular strategic goal in an organization. Accordingly, decisions that are
made based on KPIs can affect the entire organization or parts of it. It is important
to mention that a single process can solely be the contributor to a strategic goal in an
organization. Thus, the PPIs used for monitoring that single process are also KPIs for
such an organization. Simply put, it is likely to have overlapping PPIs and KPIs in
organizations [12, 89]. Thus, PPIs can be considered as a particular case of KPIs,
e.g., aggregation of some PPIs.

6.2.2 Performance Monitoring in Organizations

Dashboards provide organizations visibility into the performance of their business by
consolidating and integrating required information to monitor the performance and
make decisions [42, 54, 158]. To display such information on dashboards, performance
indicators are visualized using graphs or tables. With this, the aim is to exploit visual
elements for supporting decision makers in accessing, analyzing, and acting on the
information needed to achieve organizational goals. Hence, appropriate visualizations are
necessary to convey suitable messages that will engage decision makers. In this regard,
what properties [42, 54, 97, 106, 134, 158] should a dashboard have to be considered
“engaging” are listed below.

• Consistent view: Visual aspects of the dashboard (e.g., visualizations, colors, fonts,
alerts, naming conventions, etc.) should be consistent and free from conflicts and
ambiguity.

• Contain what is important: The dashboard should only contain relevant and
timely information. Redundant information should be eliminated.

• Deliver actionable information: The messages conveyed via the dashboard should
be suitable to its users for making decisions. The dashboard should provide clear
signals about the monitored performance, e.g., proper alerts based on the predefined
targets.

• Content over decoration: Visual attractiveness should not be the main concern in
a dashboard. It should be adjusted to the content not to cause any distraction.

6.2.3 PPINOT metamodel

PPIs are commonly described as natural language texts in organizations. Such informal and
ad-hoc way of defining them often causes ambiguity and coherence issues. Furthermore,
the traceability between these textual expressions and processes disappears over time due
to the dynamic nature of processes. The level of granularity that is chosen expressing PPIs
affects their correct interpretation. For instance, PPIs defined from a technical perspective
are less comprehensible for managers to figure out what is actually measured in the related
process at a glance. To deal with these issues and provide automated support for the
management of PPIs, del-Río-Ortega et al. proposed a well-established solution, namely
the PPINOT metamodel [37]. Using the constructs proposed as part of the metamodel,
one can easily define PPIs. Moreover, with the support of a visual notation [38], PPIs can
be attached to process models independently from the process modeling standard used.
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Furthermore, PPINOT enables the design-time analysis of the relationships between PPIs
and process elements. Such analysis establishes the basis for the run-time analysis of PPIs,
i.e., the values of PPIs can be automatically calculated from the execution logs of processes.
With conditions that are linked to a business process model, traceability is established. In
particular, using the linked process model elements, measurement is done. Figure 6.3
shows the details of the PPINOT metamodel.

Figure 6.3: Excerpt of the PPINOT metamodel

What information is necessary to define PPIs using the PPINOT metamodel is given in
Table 6.1.

PPINOT allows defining an extensive range of measures. For example, base measures,
aggregated measures, and derived measures. A base measure represents a single-instance
measure that is used for measuring the values of time, count, condition, or data. By
aggregating base measures using an aggregation function, an aggregated measure is
created that measures multiple process instances. Derived measures employ a
mathematical function and use it over other measures, i.e., base measures and aggregated
measures. Thus, a derived measure may represent either a single-instance or
multi-instance measure. Each type of Base Measures is described in Table 6.2.

Considering the aforementioned strengths of the PPINOT metamodel, we integrated it
into our approach. In particular, the chatbot employed in the approach exploits an
implementation of the PPINOT metamodel to analyze PPIs and determine appropriate
visualizations for them. Moreover, that implementation enables the chatbot to
automatically compute PPI values. The implementation that we use in our approach is the
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Table 6.1: PPI attributes in PPINOT

Attribute Definition
Identifier The unique identifier of the PPI.
Name The name that describes the PPI.
Goals The goals (e.g., strategic, operational, process) that the PPI is related to.
Comments Additional information that cannot fit in other attributes.
RelatedTo For which process the PPI is defined.
Scope Limits the subset of instances of the process that must be considered to compute the value of the PPI.
Definition How the PPI is measured based on the linked measure definition.
Target The value or value range to be reached to indicate the accomplishment of defined goals. The target

(i.e., simple target) is defined using a lower and/or an upper bound. When only the upper bound
is set, a maximum is defined as the target, whereas a minimum is defined as the target if only the
lower bound is set. In case both bounds are set, a range becomes the target. If the PPI has multiple
values (e.g., value per incident type), several targets can be composed, i.e., the composed target.
It is possible to define a restriction on the PPI value using the custom target in which functions or
formulas denote the restriction.

Responsible The human resource (e.g., person, role, or organizational unit) who is in charge of the state of the
PPI.

Informed The human resource (e.g., person, role, or organizational unit) has an interest in the PPI and needs
to be informed about the state of the PPI.

Table 6.2: Sub-types of the base measure

Base
Measure

Purpose

Time
Measure

It measures the duration between two time instants, i.e., from the start time to the end
time. In the Linear Time Measure, the first occurrence of the from time instant and the last
occurrence of the to time instant condition are taken into account. The duration between
the two time instants is aggregated considering every iteration in more than one process
instance for the Cyclic Time Measure.

Count
Measure

It measures how many times the certain instant condition is met, e.g., the number of times
that the resolve incident activity happens.

Condition
Measure

It indicates the measured fulfillment of a certain condition.

Data
Measure

A certain part of a data object is measured.

Python implementation of the PPINOT metamodel, namely PPINot4Py2. In the following
section, we explain our approach.

6.3 Approach

The details of our approach for the interactive generation of process performance
dashboards are given in this section. Within the approach, a chatbot is used for handling
interactions. PPIs denoted using the PPINOT metamodel are provided as a

2PPINot4Py is available at: https://github.com/isa-group/ppinot4py

https://github.com/isa-group/ppinot4py
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“machine-readable” input to the chatbot. To compute the values of PPIs, event logs are
used. For determining what visualizations are appropriate for PPIs, a decision model is
implemented by the chatbot. Based on a dashboard split strategy, visualized PPIs are then
combined in the form of a dashboard, the so-called process performance dashboard. These
details are depicted in Figure 6.4 and explained below.
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Figure 6.4: Interactive generation of process performance dashboards

By carrying out three subsequent tasks, the approach creates a process performance
dashboard. These tasks are: (1) computing the values of each PPI, (2) interactive
visualization of PPIs based on a decision model, and (3) blending visualized PPIs together
to form a process performance dashboard. Each task is explained below.

6.3.1 Task 1-Compute PPI Values

The chatbot employed in the approach uses event logs as input to automatically compute
PPI values. Event logs contain process execution data, i.e., historical records that are
created during the execution of a process. As PPIs are defined using the PPINOT metamodel,
the relationships between process elements and PPIs are encoded in PPIs. After obtaining
these relationships, the chatbot determines corresponding records within event logs. Then,
the chatbot calculates PPI values with respect to the measure definition in each PPI.

6.3.2 Task 2-Visualize PPIs

Appropriate visualizations for PPIs are determined by the chatbot as the result of a
conversation with an interacting user. In the conversation, the chatbot supports the user to
decide on PPI visualizations. This is achieved using a particular input, namely a decision
model. Since PPIs are a particular case of KPIs (See Section 6.2.1), we provide the decision
model [6] that we previously developed for visualizing KPIs as input to the chatbot. The
decision model is shown in Figure 6.5. For the development of the decision model, we
refer to Subsection 5.3.1 Developing the Decision Model for Visualizing KPIs in Chapter 5.
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Figure 6.5: Decision model for visualizing KPIs

As can be seen in Figure 6.5, there are several decision points that require certain inputs,
i.e., KPI attributes. Based on the provided KPI attributes, the decision model is traversed,
and the appropriate visualization is determined for a given KPI. Similarly, appropriate
visualizations for PPIs can be determined using the decision model when those attributes
are present in PPIs. In this context, we made a mapping between the PPINOT metamodel
elements and our decision model. More specifically, we checked the purpose and definition
of each PPINOT metamodel element to identify which of them can provide the required
information for KPI attributes. The mapping is given in Table 6.3 below. In the table, for
each KPI attribute, mapped PPINOT metamodel elements are indicated together with the
degree of the mapping.

Clearly, not all attributes required by the decision model can be obtained from PPIs, as
indicated in the table. Therefore, the missing attributes in PPIs need to be provided to the
chatbot via human interaction. To obtain such information via human interaction, we
add a loop into the conversation flow (see Figure 6.6) of the chatbot. In particular, the
chatbot will determine and collect required additional information by asking questions
to the interacting user. Until the chatbot obtains the complete information required for
visualizing a particular PPI, the interaction will continue with the user. After the loop, the
chatbot creates visualizations for each PPI. Important to note that, in the loop, the chatbot
can suggest visualizations using three basic heuristics:

1. Time dimension: If the scope of the PPI contains time information, the chatbot
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checks the existence of a regular interval in the previous values of the PPI. A Line
Graph will be suggested when a regular interval is detected.

2. Dependency: In case the PPI is an Aggregated Measure and its values comprise two
categories, a Scatter Plot will be suggested additionally.

3. Location: When the PPI is an Aggregated Measure and the grouping is done based
on a geographical term (e.g., country, county, city, etc.), the chatbot will suggest a
Spatial Map as an additional visualization.

Building a visualization for a PPI consists of four steps: (i) creating the visualization
parts for the target thresholds of the PPI, (ii) creating the visualization parts for the values of
PPI, (iii) creating the visualization parts for the target of the PPI, and finally (iv) combining
all parts as a single visual element, e.g., graph or table. Based on the defined thresholds
for the target of a PPI, the approach creates bars and arranges them accordingly in the
first step. Then, bars, dots, or lines are used depending on the determined visualization
element for showing the values of a PPI in the second step. A visual sign, i.e., a noticeable
alert (a cross-mark, a check-mark, or a warning sign), is put on the generated visualization
element to indicate the achievement of the target of the PPI in the third step. In the last
step, the approach combines the parts as a single visualization element considering the
embedded coloring 3, orientation, and resizing rules for visualization in it. The reason
for that is to determine the best orientation (horizontal or vertical) for readability. For
example, a ranking relationship better reads when it is horizontal and has a maximum of
10 categories where the rest is grouped as “others.” All but one of the required attributes
for building a visualization element are available in the PPINOT metamodel. The only
missing attribute is the target threshold. Since this attribute is not mandatory in our
approach, we can conclude that the PPINOT metamodel provides the required minimum
for building a visual element for a PPI.

To provide a relevant set of visualizations for an interacting user, the chatbot then asks
for feedback on each visualization generated for every PPI. Thus, we ensure that the
chatbot creates engaging visualizations for its users. Moreover, the obtained feedback
is stored in a database for later use. For example, for users that have a similar profile,
relevant visualizations can be determined using that database. How the visualized PPIs are
combined in a process performance dashboard is explained in the following subsection.

6.3.3 Task 3-Create Process Performance Dashboard

To determine how visualized PPIs will be placed on a dashboard, the approach employs a
particular strategy, namely the Dashboard Split Strategy. This strategy is used for creating
a flow through a combination of visual weight and visual direction to take advantage of
how people read through a design. More specifically, the created flow splits a dashboard
into two areas: top and bottom. By applying the most common layout pattern (the
Z-diagram layout [10]), which is recommended for simple designs, the approach defines
the route that the human eye travels on these areas: left to right and top to bottom. The
PPI attributes “responsible” and “informed” provide the information for determining the
order of the PPIs that the human eye should read in this travel. The PPIs that are the

3http://colorbrewer2.org is used as the source for color selection.

http://colorbrewer2.org
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Table 6.3: Mapping between the decision model and the PPINOT metamodel

KPI Attribute Definition
PPINOT Mapping
(3: Fully, 3: Partially,
7: None)

Relationship type
of values

Describes how the values of the KPI are related. For
example, time series, correlation, ranking, part-to-
whole, nominal comparison, or distribution.

3 Time series via scope:
Process Instance Filter and
Measure Definition: Time
Measure.

Purpose Whether the KPI is about looking up its values or
revealing the relationship between its values.

7 Chatbot collects it from the
user during interaction

Focus Describes what is the focus of the KPI with respect
to its purpose attribute. Example values: look up-
changes, look up-values, relationship-changes in a
time series, relationship-values in a distribution.

7 Chatbot collects it from the
user during interaction

Time interval Whether the KPI needs to be displayed over time. 3 scope: Process Instance
Filter and Measure Definition:
Time Measure.

KPI values Describe the quantitative information of the KPI. 3 Measure Definition: Base
Measure, Aggregated
Measure, or Derived Measure

Categories The discrete groups in which one or more values
exist. For example, the total revenue is a KPI that
has a single category, which contains a single value.
However, the revenue per department is a KPI that
will have a category for each department.

3 Measure Definition:
Aggregated Measure, i.e.,
Collection of Base Measure
with isGroupedBy

Sort direction Describes how the categories or the values in
a category will be ordered, e.g., ascending or
descending. This is especially important in ranking
and distribution relationships.

7 Chatbot collects it from the
user during interaction

Multi-level
hierarchy

Whether there is a hierarchy or main-sub grouping
in the categories attribute of the KPI. For example,
main group: region and sub-group: county.

3 Measure Definition:
Multi-level Aggregated
Measure, i.e., Collection of
Base Measure with
isGroupedBy

Regular interval
between values

This will be determined using the attribute time
interval. If there is any missing value in the values
of the KPI based on its time interval, the branch
“No” will be selected in the related decision point
of the decision model.

3 scope: Process Instance
Filter and Measure Definition:
Time Measure or not

Subtle difference
threshold for the
values of the KPI

Describes the limit of the difference between the
values of the KPI that should be clearly detectable
at a nominal comparison.

7 Chatbot collects it from the
user during interaction
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responsibility of the interacting user with the chatbot will be placed in the top area of
dashboards. The bottom area of dashboards is reserved for the PPIs that the user is simply
informed about. In which order PPIs will be placed on the dashboard is determined based
on the interaction sequence of users, i.e., in the order that a user starts visualizing PPIs.
For interacting with users, the chatbot exploits a conversation flow. This is depicted in
Figure 6.6. The flow starts with the retrieval of the user profile of an interacting user.
Based on the user profile, the chatbot obtains and shows the processes that the user is
involved in with either a responsible or an informed role. For this, the chatbot checks the
following attributes of PPIs: “responsible” and “informed”. Then, the chatbot retrieves the
PPIs that are defined for the selected process using the “relatedTo” attribute of PPIs. Within
a loop, the chatbot interacts with the user to generate the visualizations for each PPI that
is relevant for the user. When all PPIs are handled, the chatbot blends all visualizations
together and creates a process performance dashboard. The created dashboard is then
shown to the user. This interaction loop can be repeated depending on the remaining
processes or the reactions of the user. For the sake of simplicity, we exclude exceptional
paths, such as going back to a prior point in an interaction or exiting at any time.
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Figure 6.6: Chatbot conversation flow

We implemented our approach in Python. Our implementation4 is comprised of two
parts. The first part is the chatbot core. For this, we used Microsoft Bot Framework
software development kit (SDK)5. The second part of our implementation is devoted to
the visualization of PPIs and placing them on a performance dashboard. To accommodate
this, we exploit two Python libraries: Plotly is for visualizing KPIs and Dash is for creating
dashboards.

In the next section, we apply our approach in a case study and evaluate its usefulness.

4The implementation of our approach is available at http://amuse-project.org/software/
5Microsoft Bot Framework SDK is available at https://dev.botframework.com/

http://amuse-project.org/software/
https://dev.botframework.com/
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6.4 Evaluation

In this section, first, we explain how we evaluated the decision model that our approach
exploits to visualize PPIs. Then, we elaborate on the evaluation of the proposed approach
in a case study.

6.4.1 Case Study Organization

One of the biggest educational institutions in the Netherlands expressed its interest to us in
learning from the data recorded about its IT Service Management (ITSM) processes. ITSM
encompasses all processes that are essential for the planning and management of products
and IT services offered to its customers in any organization [11]. Incident Management
(IM), Change Management (CM), and Problem Management (PM) are typical processes
within ITSM. Such processes are performed by the IT department of the institution. As
there is a wide range of products and services offered to more than 25K customers (20K
students, 5K employees), multiple organizational units are involved in these processes. For
instance, printing and workplace equipment (e.g., software and hardware) management
are two separate services, which are managed by different organizational units.

To actively manage and monitor the performance of the aforementioned three processes,
the IT department has eight essential PPIs. The description, target, and scope of those
PPIs are shown in Table 6.4. The performance of the IM process is monitored using three
PPIs that show the progress in managing questions, requests, and, most importantly,
malfunctions about the offered products and services. Similarly, there are three PPIs
to monitor the CM process, which is established to reduce or minimize the risk that
modifications could affect the offered products and services. The last two PPIs shown in the
table are used for monitoring the PM process of which purpose is to determine and analyze
root causes to prevent issues from happening in the future. Due to privacy regulations, we
adjusted the description and target values of those PPIs. Likewise, hereafter, organization
O refers to the IT department of the institution because of confidentiality reasons.

Table 6.4: PPIs of organization O

PPI Description Target Scope
IMPPI1 Percentage of type-1 incidents solved on-time ≥ 80% Monthly
IMPPI2 Percentage of type-2 incidents solved on-time ≥ 80% Monthly
IMPPI3 Percentage of type-2 incidents solved on-time per

organizational unit
≥ 80% Monthly

CMPPI1 Percentage of standard RFCs completed on-time ≥ 80% Monthly
CMPPI2 Received standard RFCs compared to total changes ≥ 50% Monthly
CMPPI3 Received urgent RFCs compared to total changes ≤ 10% Monthly
PMPPI1 Percentage of problems resolved on-time ≥ 80% Monthly
PMPPI2 Percentage of problems resolved with a workaround ≤ 20% Monthly

To accomplish a data-driven service delivery, organization O has the initiative to improve
the dashboards used for monitoring its ITSM processes. As part of that initiative, one of
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the authors of this work has been in close collaboration with experts in the organization
for more than a year. Since the setting and needs of the organization are highly related
to the approach that we propose in this chapter, its application in this context is highly
relevant to determine its applicability and value.

Before applying our approach, we evaluate the decision model for visualizing KPIs, which
is an input to the chatbot employed in our approach. This decision model was previously
developed by us as part of our previous work on automated dashboard generation [6]. It is
important to note that the decision model is evaluated in two organizations in that previous
work. Since the institution operates in a different domain than the two organizations
mentioned in that work, it is relevant to evaluate the decision model before using it in a
different setting.

6.4.2 Evaluation of the Decision Model

The evaluation of the decision model is done by discussing our considerations and walking
through each decision point and element in the decision model together with experts in
organization O. The details on the background of the experts involved in the evaluation
of the decision model are shown in Table 6.5. In particular, we worked together with
three experts: one BI consultant and two process workers. The reason why we chose these
experts is as follows: both of the process workers are involved in the development of the
dashboards for the IM, CM, and PM processes, and moreover, they worked together with
that particular BI consultant for dashboard development.

We collected the opinions of these experts about the decision model using the three-
points Likert-type scale (agree, somewhat agree, and disagree). The opinion collection is
done with a semi-structured discussion meeting. In the meeting, the experts shared their
thoughts on the usefulness of the decision model based on their overall involvement in
dashboard development. In doing so, we aimed not to limit the evaluation scope with the
three ITSM processes. For each decision point and visualization element shown in the
decision model, we gathered opinions.

The collected expert opinions are displayed in Table 6.5. From the table, one can observe
to what extent the decision model is useful to the needs of organization O at visualizing
KPIs. In particular, the experts agreed on average more than 80% of the decision points
and also the visualization elements in the decision model.

6.4.3 Evaluation of the Approach

Data Collection

As explained in the previous section, there are three inputs required by our approach
for interactively generating engaging process performance dashboards. These are: (1)
PPIs denoted using the PPINOT metamodel, (2) event logs, and (3) a decision model for
visualizing KPIs.

As for the first input, we use the PPIs listed in Table 6.4. Since these PPIs are defined as
natural language texts, we collected the corresponding process models for them. Together
with the aforementioned three experts in the evaluation of the decision model, we adjusted
the process models based on the privacy restrictions in the organization. Moreover, the
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Table 6.5: Evaluation of the decision model in organization O

Expert Area of
expertise

Years of
expertise

Meeting
duration
(hours)

To what extent
agree on the
decision points
in the decision
model

To what extent
agree on the
visualization
elements in the
decision model

BI Consultant Dashboard
development

>15 1.5 Agree:13(87%)
Somewhat agree:2
Not agree:0

Agree:20(91%)
Somewhat agree:2
Not agree:0

Process
Worker-1

Change
management
and Problem
management

>10 1.5 Agree:13(87%)
Somewhat agree:2
Not agree:0

Agree:21(95%)
Somewhat agree:1
Not agree:0

Process
Worker-2

Incident
management
and Change
management

>10 1.5 Agree:13(87%)
Somewhat agree:2
Not agree:0

Agree:21(95%)
Somewhat agree:1
Not agree:0

experts explained to us the way each PPI is calculated by referring to the related elements
in the process models. Using that information, we expressed the PPIs using the Python
implementation6 of the PPINOT metamodel. We plan to further develop our approach
such that this input can be automatically extracted from process models annotated with
PPIs, e.g., using Visual PPINOT.

For the second input, we obtained event logs for the three processes (i.e., IM, CM, and
PM) from organization O. The collected event logs contain the execution history of these
processes in 2020. Specifically, the number of events and cases that each event log consists
of are as follows: IM, 100K events and 8K cases; CM, 12K events and 2K cases; and PM,
2K events and 130 cases.

Lastly, as the third input, we use the decision model for visualizing KPIs that we shared
its details in this section.

Applying our Approach

The proposed approach was evaluated in organization O. A dashboard for each process is
created by the same three experts. We collected the opinions of experts about the usefulness
of the approach using the ten-points Likert-type scale (from strongly disagree-1 to strongly
agree-10. For the assessment of usefulness, we adapted the work by Bhattacherjee in [16]
and created a questionnaire, which is shown below.

a. Overall, the approach is useful for generating engaging process performance
dashboards interactively.

b. The interaction points increase my productivity in identifying what matters to have
in a process performance dashboard.

6The PPINOT metamodel Python implementation: https://github.com/isa-group/ppinot4py

https://github.com/isa-group/ppinot4py
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c. Seeing the generated visualizations in real-time enhances my effectiveness in
interpreting visualized information.

d. The generated dashboards improve my performance to make informed decisions.

Based on the feedback of the experts, we calculated the average score for each item in
the questionnaire. Specifically, 9, 8.7, 9.3, and 8.7 are the averages for the questionnaire
items, respectively.

Figures 6.7 and 6.8 show how a conversation evolves in a typical interaction with the
chatbot for creating an engaging process performance dashboard. As can be seen in the first
figure, the chatbot lists the processes in which the interacting user is involved. Then, based
on the user’s process selection, the chatbot lists the available PPIs. Once the user selects a
PPI, the chatbot generates and shows the visualizations for the selected PPI. As indicated
in the figure, depending on the PPIs‘ attributes, the chatbot can suggest visualizations.
To place only the relevant visualizations in a dashboard that the interacting user will be
engaged in, the chatbot collects feedback on the relevance of visualizations. As depicted in
Figure 6.8, as soon as the visualizations for each PPI are generated and evaluated, the
chatbot prepares the process performance dashboard and displays it. After that point, the
user can continue creating process performance dashboards for other processes if needed.

To determine the implications of the differences between the existing dashboards and the
newly generated dashboards for the three processes, we had a semi-structured discussion
meeting with the same three experts. The newly generated three dashboards are shown
in Figures 6.9, 6.10, and 6.11. Each visualization in the dashboards is surrounded by a
rectangle. An orange rectangle indicates that the surrounded PPI is the responsibility of
the interacting process worker. Whether a PPI is on target is indicated in each visualization
using a cross-mark or a check-mark. Moreover, the warning sign where it is placed implies
what to focus on reaching the target of a PPI.

For the three PPIs of the IM process (see Table 6.4), the generated dashboard is shown
in Figure 6.9. As depicted in the figure, there are four visualizations for these three PPIs.
In the top two visualizations, IMPPI1 and IMPPI2 are displayed as a Bullet graph (see À in
Figure 6.5) as these PPIs have a single value based on their defined scope, i.e., a percentage
value for the current month. On the bottom left, multiple Bullet graphs are shown as the
interacting user (Process Worker-2) was interested in the ranking of organizational units
with respect to the achievement of the target defined in the PPI. The chatbot determined
this visualization by following the following path in the decision model: À, PPI has a set of
values; Á, purpose is to reveal relationships, and Æ, the selected relationship is ranking
but not over time in Figure 6.5. The last visualization, on the bottom right, is a suggested
visualization and placed on the dashboard as the interacting user mentioned that it is
relevant. IMPPI2 is displayed from a time perspective in that visualization.

Figure 6.10 depicts the three PPIs for the CM process, namely CMPPI1, CMPPI2, and
CMPPI3. As each of these PPIs has a single value based on their scope attribute, they are
visualized as Bullet graphs (see À in Figure 6.5). Although the chatbot suggested showing
these PPIs over time, the interacting user (Process Worker-1) mentioned that the view on a
time perspective for those PPIs is irrelevant. Therefore, no additional visualizations are
placed on the CM process performance dashboard.

The created PM process performance dashboard for the interacting user (Process
Worker-2) is displayed in Figure 6.11. As there are only two PPIs for this process and both
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Figure 6.7: Chatbot can suggest additional visualizations based on PPI attributes
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Figure 6.8: Evolution of conversation while interacting with the chatbot



Section 6.4 . Evaluation 109

Figure 6.9: Generated process performance dashboard for incident management

Figure 6.10: Generated process performance dashboard for change management

have a single value based on their scope, they are visualized in the form of Bullet graphs
(see À in Figure 6.5). Separate visual indicators are used due to the difference in the
target type of each PPI (IMPPI1: achievement, IMPPI2:reduction).
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Figure 6.11: Generated process performance dashboard for problem management

The existing dashboards for the CM, PM, and IM processes in the case study organization
are displayed in Figures 6.12, 6.13, and 6.14, respectively. As can be seen in these figures,
a highlighted table with a smiley is the common means used for visualizing seven out of
the eight PPIs. For the PPI IMPPI3, Bar graphs are used. In the visualization for that PPI,
bars represent the organizational units that are stated in the PPI. Moreover, organizational
units are placed alphabetically into the visualization. Besides, there is no target indicator
on that visualization. The remaining seven PPIs are visualized using a highlighted table in
which the value of each PPI is painted red or green. A PPI painted red means it is not on
target, whereas on target, PPI is painted green. To show whether PPIs are on target in a
different way, highlighted tables are supported with smileys, i.e., a happy face for on target
and an unhappy face for not on target.

Figure 6.12: Current process performance dashboard for change management

Figure 6.13: Current process performance dashboard for problem management

In the discussion meeting we had with the same three experts, we collected their
opinions. In particular, the experts shared their findings by comparing the newly generated
dashboards with the existing dashboards for the three processes. For all the generated
dashboards, the experts agreed on the value of using a consistent style, i.e., selected
visualization elements, indicators, signs, and colors. The experts also mentioned that the
displayed target thresholds (e.g., perfect, good) are useful for determining the severity of
taking actions in case a PPI is not on target. Moreover, the experts emphasized that alerts
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Figure 6.14: Current process performance dashboard for incident management

(cross-mark, check-mark, and warning signs) help them to detect what to focus on when
monitoring the performance of processes.

Furthermore, the experts pointed out several benefits of using each newly created
dashboard. Visualizing IMPPI3 to reveal the ranking relationships of organizational units
is considered as highly relevant as the organizational units that could not attain their goals
become noticeable. Similarly, best performing organizational units are now more visible.
The experts noted that this distinction could assist them in revealing the best practices
within organizational units. The experts confirmed that the additional visualization for
IMPPI2 is very useful to observe changes over time. As the PPIs for the CM and PM
processes are visualized as Bullet graphs, the experts indicated that this type of graph is
clean, simple, and very powerful to capture the information that is needed for making to
the point decisions. Moreover, the experts noticed that having tidy visualizations avoids
cluttered views.

In the following section, we discuss the results that we obtained in the evaluation of
both the decision model and the approach.

6.5 Discussion

In the evaluation of the decision model, for all but two decision points, we received full
agreement feedback. The experts noted that the decision model provides a broad coverage
of both decision points and visualization elements. These results show high similarity (i.e.,
overall more than 80% full agreement for both decision points and visualization elements)
with the results we obtained in the prior two evaluations of the decision model—for the
prior evaluations, we refer to our work on dashboard generation [6]. As each case study
organization in these evaluations operates in a different domain, it is reasonable to infer
that the decision model can be generalized to other domains.
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As listed in Table 6.5, for two visualization elements in the decision model, the experts
shared their partial agreements. These two are: the Bullet graph after the decision point

1© and the Box Plot that is identified for visualizing a distribution relationship over time
at the decision point 11©. It is important to note that this feedback is aligned with our
observations in the prior evaluations of the decision model. There are two reasons for
this occurrence. First, although it is not a very new visualization [53, in 2013], experts in
organizations are not very familiar with the Bullet graph visualization, which is often due
to the lack of support for that particular visualization in BI software products. Second, the
correct interpretation of Box Plots requires decision makers to have sufficient knowledge
on statistics as that visualization is an advanced one.

Despite the partial agreements mentioned above, the Bullet graph visualization is
considered rather useful by the experts. This attests that the decision model raises the
awareness of various means on visualizing performance indicators.

The proposed approach enables decision makers to interactively create process
performance dashboards in a few steps. In these steps, the employed chatbot provides
real-time visualizations of PPIs and guides decision makers in creating tailored dashboards
to their needs. Furthermore, by suggesting visualizations for PPIs, the chatbot assists
decision makers in determining the needs for visualizing PPIs from different perspectives.
Moreover, without requiring any substantial knowledge on information visualization and
dashboard development, decision makers can generate dashboards tailored to their needs.
Thus, organizations can avoid having outdated and inert dashboards.

With the interactively created engaging visualizations for PPIs, the approach enables
organizations to focus on the messages conveyed via dashboards. Instead of placing
all possible visualizations of PPIs on a dashboard, the approach puts only the relevant
visualizations for decision makers on a dashboard. Thus, the approach can prevent
misleading communications that often lead to unwise decisions in organizations.

The achievement of the aforementioned goals was measured through a questionnaire.
In particular, the overall usefulness of the approach is checked in terms of productivity,
effectiveness, and performance. The average scores obtained for these criteria are above
8.5 out of 10. This indicates that the approach is useful and can assist experts in making
informed decisions.

The approach has the following limitation: denoting the PPIs using the PPINOT
metamodel is not automated. However, del-Río-Ortega et al. developed a graphical
notation, namely Visual PPINOT [38], to annotate business process models with PPIs
expressed using the PPINOT metamodel. For this purpose, Visual PPINOT provides a set of
diagramming conventions as a PPI extension to the BPMN standard. This extension is in
our consideration to add the capability to our approach for automatically extracting PPIs
from process models.

As the approach takes PPIs denoted using the PPINOT metamodel as input, organizations
can reduce their management efforts on PPIs by leveraging such a formal notation.
Moreover, that formal notation helps organizations to establish enduring traceability
between PPIs and processes.

Organizations that focus on automatically generating dashboards tailored to their
needs can apply our approach. To do so, the required inputs by the approach must be
available. Since the decision model for visualizing KPIs is employed in our approach,
the only particular input organizations need to collect is PPIs denoted using the PPINOT
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metamodel and the event logs to compute the PPI values. Similarly, software vendors
can adapt our approach to provide automated dashboard generation features in their BI
software products. In this way, they can focus on more intelligent activities regarding
dashboards by reducing the burden of customizing dashboards for each client.

Threats to Validity In the context of the conducted case study and obtained results, the
following types of validity threats can be considered: reliability, construct validity, internal
validity, and external validity.

• Construct validity: To mitigate the threats to the construct validity, relevant measures
from the related literature are chosen. Specifically, we used the three-points Likert-
type scale to collect the opinions of experts on the generated dashboards and
developed the questionnaire based on a commonly applied expectation model [16]
to assess the usefulness of the approach. Moreover, with the long-term cooperation
with the case study organization, the threats to the construct validity were lowered.

• Reliability: Regarding reliability, the size of the data used to perform the case study
is considerably large. Moreover, the collected event logs contain cases handled in a
year. With this, seasonal changes in processes are covered.

• Internal validity: This aspect of validity is about whether a third factor affects the
studied causal relation and is caused by the researcher or another unknown source.
Regarding internal validity, we looked for experts who have substantial knowledge of
dashboards and processes inside the case study organization. With this, we identified
the experts who can make a valid judgment on the decision model and unbiased
comparisons between existing and generated dashboards.

• External validity: This aspect is concerned with to what extent the findings can
be generalized. Important to note that the decision model evaluated in this work
was previously evaluated in different scenarios in different domains. With this, we
show that it is possible to generalize the use of the decision model in other real-life
settings. In addition, the used PPIs are common PPIs in the ITSM area [11] and can
be observed in most organizations. Despite the fact that a limited number of experts
are involved, we believe that majority of the opinions of experts are generic and can
be observed in many organizations performing ITSM processes. Apart from that, the
two process workers work as the backup of each other. Therefore, one can assume
that the opinions of experts represent a wider perspective. Finally, by taking the
well-established and commonly applied solution on providing automated support for
the management of PPIs, PPINOT, we minimize the threats to the external validity of
our findings.

6.6 Related Work

The literature in the field of organizational performance measurement is quite extensive as
there is a great interest in both academia and industry for this topic. Accordingly, much
work has been conducted on visualizing information about organizational performance
in the form of dashboards. Notably, researchers proposed various approaches that focus
on visualizing performance indicators (e.g., KPI or PPI) and generating dashboards. In
this section, we list some of the works that relate to the approach we proposed for the
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interactive generation of engaging process performance dashboards.
Heidema et al. present an approach in [66] that focuses on the visualization of KPIs on

a BPMN model. What visualizations should be used in the context of BPMN is identified
based on the dashboard design principles defined in [52]. The approach is tested using
a set of KPIs for the manufacturing domain, which is listed in ISO 22400. However, the
visualization elements that are supported by the approach are limited. For example,
the values in a time series relationship cannot be seen since only sparklines are used,
which do not contain values. Moreover, some relationship types are not covered, such as
part-to-whole, distribution, correlation, and geospatial. Importantly, as the approach is
dependent on BPMN models, visualizing multiple KPIs for a process that has a relatively
large or a very small corresponding BPMN model will result in a cluttered view and distract
decision makers.

To enable organizations to model their KPIs by annotating business process models,
Koetter and Kochanowski [78] proposed a modeling language, namely ProGoalML. A
process-oriented dashboard design methodology that can transform ProGoalML documents
to formal KPI definitions, which are then used to automatically derive dashboards is
proposed by Kintz [75]. That transformation is made possible with the semantic dashboard
description language that is employed by the dashboard engine—a component of the
proposed methodology. To enable the creation of user specific dashboards, by Kintz
et al. [76] the methodology is extended. How KPIs are visualized is determined using
the defined four mappings between data types and visual elements. However, what is
encompassed by data types remains unclear. For instance, there is an apparent lack of
explanation on how the data type of a KPI can be determined. Furthermore, some important
relationships that are often observed in quantitative information, e.g., correlation and
ranking, are left uncovered. In addition, the ambiguity that is led by the mapping from a
data type to two visual elements needs to be addressed.

In a study, Vashisht and Dharia [147] proposed an approach that deals with the
integration of a chatbot into BI software. In particular, a chatbot is developed to provide
responses to its users regarding KPIs and their values, which are retrieved from the
integrated BI software. Since the approach requires pre-developed dashboards, it does not
go beyond implementation to retrieve KPIs and their values from a data source. More
importantly, the dashboard design principles in the literature are not considered within
the approach. Additionally, the approach is limited to only one representation to visualize
KPIs: simple textual responses.

Chowdhary et al. [31] proposed an approach to generate dashboards together with
the code required for their deployment. A dashboard user models a dashboard with its
KPIs using a dashboard model editor. Then, the model is transformed into a metamodel
representation and sent to an engine that executes it and creates a dashboard with its code.
The approach is enriched with observers [100] to perform the maintenance of dashboards.
However, the approach requires organizations to have substantial knowledge on both
visualizing KPIs and dashboard design principles. Besides, the dashboard model creation
is not automatic, and the notation used for it has to be internalized to apply the approach
in an effective way.

To create customized dashboards automatically considering the requirements of
different users, Vázquez-Ingelmo et al. leverage the Software Product Line (SPL)
paradigm in their approach [148, 150]. What similarities and differences users have in
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using existing dashboards are determined using domain engineering practices. Then, a
feature model [149] is constructed specifying what visualizations will be created within a
dashboard. Based on a given user’s goals, characteristics, and data access rights, a custom
dashboard is provided to the user. Since the approach uses existing dashboards as a base,
to what extent the dashboard design principles available in the literature were applied in
these dashboards is not considered in the approach. Moreover, the meaning of indicators
placed on existing dashboards and the way that their values are computed need to be
incorporated into the feature model construction step of the approach.

Aimed at helping non-expert users in decision making by means of semi-automated
visualizations, a methodology is proposed by Lavalle et al. [84]. Such users can generate
dashboards to monitor their goals by following the steps described in the methodology.
In particular, a User Requirements Model [83] is created considering the needs of users.
Then, this model is combined with another model that captures the characteristics of
data sources (i.e., Data Profiling Model [82]) to determine what type of visualization will
be created. For determining visualizations, the SkyViz approach introduced in [60] is
employed. With a Visualization Model [82], users are allowed to fine tune the visualization
that is selected as suitable. Finally, all visualizations are grouped in a dashboard. Despite
the usefulness of the methodology, some challenges are not completely addressed in it. For
example, the link between user needs and data sources has to be constructed manually.
Due to missing indicators (i.e., only measures used), to what extent a process attains its
goals cannot be observed at a glance. This means that the message that a visualization
conveys is subjective to its users. Therefore, the interpretation of the same visualization
may differ between its users.

Apart from the aforementioned works, Van de Wiel et al. [135] studied several
techniques to discover usage patterns of dashboard users such that a personalized
dashboard for a given user can be built. Usage logs of the web pages of an ERP software,
each of which contains a particular dashboard, are taken as the data source. Then, usage
statistics of the components (e.g., various visualizations) contained in each dashboard are
analyzed. By applying some pattern discovery techniques (e.g., process mining, clustering,
and association rule mining), a model is developed that can suggest a dashboard tailored
to the profile of a given user. However, it is not analyzed whether the components in
existing dashboards are visualized using the dashboard design principles in the literature.
Therefore, it is unlikely that the tailored dashboards will be engaging. Moreover, the
mixed visualizations of metrics and indicators may cause a cluttered view that generally
hinders the substance that is needed for making informed decisions.

With the approach that we proposed in this work, we provide a solution to the issues
explained above.

6.7 Conclusion and Future Work

In this chapter, we presented our approach for the interactive generation of engaging
process performance dashboards. This approach is developed by extending the automated
dashboard generation approach that we previously proposed. The extended approach
employs a chatbot that interacts with its users to build process performance dashboards by
collecting their interests on Process Performance Indicators (PPIs). The chatbot provides
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real-time visualizations of PPIs for its users to view and decide on what visualizations
should be included in a dashboard, which then becomes an engaging dashboard. How
appropriate visualizations for PPIs are determined by the chatbot is through the employed
decision model, which we previously developed. Based on the attributes of PPIs, that
decision model is traversed by the chatbot, PPI values are computed, and then embedded
into the chosen visualization. For the automated analysis of PPIs and computing their
values automatically, the approach leverages the PPINOT metamodel, which is a powerful
formal notation and allows advanced definition and instrumentation of PPIs.

We evaluated our approach by conducting two tasks: an evaluation of the previously
developed decision model before using it in a different organizational setting and the
evaluation of the interactively created dashboards using our approach. The two tasks
were carried out in an educational institution. In both tasks, we conducted the evaluation
by semi-structured interviews with experts who are actively involved in managing and
monitoring process performance dashboards in the ITSM area. Moreover, through a
questionnaire, we showed the usefulness of our approach.

As a result, we showed that the approach enables organizations to interactively generate
dashboards tailored to their needs without requiring any substantial knowledge on
information visualization and dashboard development. With suggested visualizations
for PPIs, the approach increases the awareness in organizations on various means for
visualizing information. Importantly, the approach can assist experts in making informed
decisions by taking the focus on the messages conveyed via engaging visualizations. As
no other approach available in the literature that enables the generation of engaging
dashboards interactively, we conclude that our approach sets itself apart from the state-of-
the-art in helping both software vendors and organizations to lower the significant efforts
for developing engaging dashboards.

In future work, we want to extend our approach in two ways. First, we will add support
for automatically extracting PPIs from process models. For this, we plan to incorporate
Visual PPINOT into our approach. Second, we want to include predictive technologies
such that decision makers can take preventive actions instead of rather costly corrective
actions. Apart from that, we want to incorporate a qualitative analyses of transcriptions of
interviews into the future case studies. Finally, user experience (UX) in dashboards [26, 86]
is an interesting avenue for future work.
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Abstract
The recurring but mutually distinct ways of executing a business process are referred
to as process variants. There are approaches available in the literature aimed at
finding such process variants and determining how they differ from each other.
However, organizations are more interested in understanding the effect of these
differences in terms of the performance of a business process. In this context, we
propose a novel approach to enable organizations to learn from each other through
business process benchmarks. To do so, the approach bins organizations based
on what extent they achieve their performance targets in relation to their Key
Performance Indicators (KPIs). Within each bin, process variants are identified using
trace clustering. Then, significant differences among process variants are determined
and highlighted. These differences help organizations to improve the performance
of their processes. We implemented our approach, evaluated its performance, and
applied it in a case study.

keywords- process variants, trace clustering, benchmarking, key performance
indicators, process mining
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7.1 Introduction

The way a business process is executed may differ across organizations, or in some branches
of the same organization, or for certain products or services offered to customers, or
even across organizational units. The term process variant is used for the subset of the
executions of a business process that distinguishes it from others due to various reasons.
Identifying the similarities in and differences between process variants helps organizations
to determine improvement opportunities and also actions to prevent undesired changes
in the performance of the process. Furthermore, understanding the root causes of
differences between process variants enables managers to make informed decisions for
improving business processes. For example, one organizational unit may deliver very good
performance by applying a best practice. An organization may want to disseminate that
best practice across other units as well.

To determine and explain the similarities in and differences between two or more process
variants, numerous techniques are available in the literature —in a recent survey [130]
such techniques are discussed. In most of these techniques, the event logs that are
produced during the execution of a process and corresponding to two or more variants of
that process are compared. For this comparison, trace clustering methods are primarily
preferred since they are devised to determine homogeneous groups of process instances
from the executions of a given process. To do so, process instances, i.e., traces, are grouped
based on their similarities. Such similarity is computed either using the alignment between
the sequences of traces [19, 47, 48, 67, 90, 151] or from the feature vectors in each a
trace is located and represented using its characteristics, e.g., frequency of activities [36,
64, 69, 125, 156]. However, these methods are complex and computationally expensive,
especially when longer substrings are used for alignment. Similarly, feature vector-based
methods have some limitations: either they only focus on the attributes of activities
rather than the relations between activities or consider only proceed and succeed relations.
Avoiding false positives while determining similar sequences in length-insensitive sequence
problems is a challenge for some approaches, e.g., n-gram based [112]. Another challenge
for some other approaches is dealing with noise in the given sequences [69, 90].

In this chapter, we propose a novel approach to enable organizations to learn from each
other by means of business process benchmarks. A business process benchmark shows how
the same business process is performed among the organizations that are in the same
context. The approach takes the process performance of organizations in terms of the KPIs
that are relevant to them. Organizations that have similar goals in terms of their KPIs,
i.e., interested in the same set of KPIs, are grouped. Then, they are distributed into KPI
bins based on what extent they achieve their process performance targets. The motivation
for this is that organizations that have differences in their process performance are more
likely to learn much from each other rather than from the organizations, which perform
similarly with them.
Trace clustering is employed to identify the similarities in and differences between the
process executions that yield better or worse performance. To address the aforementioned
deficiencies of trace clustering methods, the approach adapts a sequence feature extraction
technique (called SGT [111, 112]). By identifying and highlighting the significant
differences between the obtained clusters in the previous step, the approach provides
business process benchmarks. Organizations can use these benchmarks as the basis to
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identify both opportunities for improvement and actions to prevent undesired changes in
the performance of their business processes. We implemented our approach and applied it
in a real-life setting after evaluating its performance.

In Section 7.2, we provide the background on Sequence Graph Transform (SGT), which
is the feature extraction technique that we employ in our approach for trace clustering. The
approach is elaborated in Section 7.3. Implementation details of the approach are given in
Section 7.4. Afterwards, in Section 7.5, we evaluate the performance of our approach,
and then we apply it in a case study and discuss the obtained results in Section 7.6. In
Section 7.7, we provide an overview of related work on trace clustering and organizational
benchmarking. Finally, we present our conclusions and potential directions for future
work in Section 7.8.

7.2 Theoretical Background

In the subsection below, we explain the feature extraction technique, Sequence Graph
Transform (SGT), which we adapted from the area of data mining, and employ in our
approach while determining trace clusters to create process benchmarks.

Sequence Graph Transform (SGT)
Depending on the associations between events, a sequence can be either feed-forward

or undirected. In the former case, in a forward direction, events follow one another. In
the latter, the order of events does not depend on each other. In this research, we focus
on feed-forward sequences since the order of activities depends on one another in most
business processes. In other words, the decisions that are made in a step determine
the succeeding steps. For example, how an incident will be handled depends on all the
decisions made regarding its categorization, prioritization, and severity determination
that happens in the earlier steps of a typical incident management process.

R E NW NUQ N WUF
1         2         3         4           5       6       7         8          9       10     11

Figure 7.1: SGT: showing effects on events on each other.

An example of a feed-forward sequence is shown in Figure 7.1. The predecessors of
Event U at positions 6 and 10 can be seen in the figure. The relative positions of one event
at a time are taken to extract the sequence features. The relative positions for the event
pair (N,U) are {(3,5),6} and {(3,5,8),10}. From these positions, sequence features will
be extracted. Note that only “N leading to U” can be interpreted using these positions. “U
leading to N” requires a different set of relative positions, i.e., where N is preceded by U.
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Let V denote a set of events in a given sequence. The associations between all events
can be extracted to obtain sequence features in a | V |2 dimensional feature space. On the
one hand, the similarity in sequences can be measured based on these features. On the
other hand, these features can be used to visualize the sequence as a directed graph. For
the sake of simplicity, we only give the definitions for SGT below. We refer to the original
study on SGT done by Ranjan et al. [111] in which the step by step derivation of these
definitions and graph generation are explained.

Let S denote a set of sequences, s ∈ S denotes a sequence that consists of events in
V . A sequence can be built using one or more instances of an event from V . For instance,
S ={ABABCED,ABBE,ACEDD, . . .} is built using the events in V ={A,B,C,D,E}. L s

denotes the length of a sequence, s is equal to the number of events it contains. The event
at position l in the sequence is denoted by sl, where l = 1, . . . ,L s and sl ∈ V .

Let l and m be the positions of two events and d(l,m) a distance measure. φ(d(l,m))
denotes the quantification of the effect of the preceding event on the latter. Given that
events u and v are at positions l and m, ψs

uv denotes the extraction of features of the
sequence s in the form of associations between events, where u,v ∈ V and ψ is a function
of an auxiliary function φ. A distance d and a tuning hyper-parameter κ are taken as the
inputs by the function φκ(d).

Based on the assumptions above, the derived feature extraction formulas both for length-
sensitive (7.1) and insensitive sequence (7.2) analysis problems are taken from [111, 112]
and listed below.

ψuv (s)=
Σ∀(l,m)∈Luv(s)e

−κ|m−l|

|Luv (s) |
(7.1)

=
Σ∀(l,m)∈Luv(s)e

−κ|m−l|

|Luv (s) |/L (s)
(7.2)

whereΨ(s)=[ψuv (s)],u,v ∈ V is the SGT feature representation of sequence s.

The SGT feature for the event pair (N,U) in the sequence in Figure 7.1 can be computed
as (for κ=1 in length-sensitive SGT):

LNU ={(3,6) ;(5,6) ;(3,10) ;(5,10) ;(8,10)}and

ψNU =
Σ∀(l,m)∈LNU e−|m−l|

|LNU |

=
e−|6−3| e−|6−5| e−|10−3| e−|10−5| e−|10−8|

5
=0.112

As shown above, one can obtain each sequence’s SGT features for a given set of sequences.
Vector representations can be used for these features to determine similar sequences, i.e.,
clustering.

Since SGT is good at capturing short and long-term dependencies in sequences, it
enables avoiding increasing computation when extracting long-term similarity patterns.



122 Chapter 7. Performance Improvement through Process Benchmarks

Another advantage of SGT is related to the accurate comparison of sequences that have
different lengths. Most subsequence matching techniques often lead to false positives for
the given sequences, sq1:REN, sq2: RENWRENREN, and sq3: RENWNUNQ. In particular, in
these techniques, sq1 will be consider similar to sq2 and sq3, which is due to the local
alignment. To deal with, SGT considers mismatches inherently.

Moreover, SGT is robust to noise that is often observed in sequence problems. For the
sake of simplicity, we will refer to the examples related to noise and discussed in [112].
Consider these sequences: a) RENWFRE and b) RENWFRXE. In b), a noise X appears
between R and E. The Markov model transition probability for R and E in the two sequences
will be as the following: 1.0 is for a) and 0.5 for b). However, SGT will handle the noise
and calculate 0.5 for a) and 0.45 for b) when κ 5. Thus, the effect of stochasticity can be
managed.

Considering the aforementioned strengths of SGT, we use it in our approach for trace
clustering. In the following section, we explain how we use SGT at the clustering task of
our approach.

7.3 Approach

In this section, we give the details of our approach for providing business process
benchmarks to enable organizations to learn from each other. Our approach consists of
four tasks: (1) selecting organizations and KPIs, (2) binning organizations, (3) clustering
traces, and (4) benchmarking. Each task is detailed below in a separate subsection.

7.3.1 Selecting Organizations and KPIs

In order to determine which organizations may learn from each other, we need to identify
whether they share the same context. To do so, we focus on Key Performance Indicators
(KPIs) that organizations use to monitor whether they attain their performance goals. Our
main motivation at this point is that the KPIs that are relevant for organizations indicate
that these organizations have similar goals with respect to their business processes. In one
of our previous works [7], we showed that organizations that have a similar goal indeed
have a shared interest in certain KPIs. As such, we select organizations with respect to
the KPIs that are relevant to them. From a set of assessments of the relevance of certain
KPIs for organizations, the approach determines for which organizations business process
benchmarks can be created and based on which KPIs. The selected organizations and KPIs
will be taken as inputs by the next task, i.e., binning organizations.

7.3.2 Binning Organizations

Organizations that have a difference in their process performance are more likely to
learn much from each other rather than from the organizations, which perform similarly.
In addition, the similarities in the business processes of the organizations that perform
similarly can be interpreted as the reasons for their similar process performance. Therefore,
in this task, the organizations that are selected in the previous task are distributed into KPI
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bins. These bins are determined using the KPIs, which are also selected in the previous
task. More specifically, the organizations are grouped based on what extent they achieve
their process performance target, which is set in their KPIs.

To determine KPI bins, target thresholds of KPIs are used as input in this task. Target
thresholds are defined as value-range scales. They are used to interpret to what extent the
target of a KPI is achieved [6]. Each threshold has a lower and upper bound value that is
used for building the value-range set of a KPI. For example, good: [KPI target-10K, KPI
target-30K], bad:[KPI target-30K, KPI target-50K]. Target thresholds of KPIs may vary
from one organization to another. Therefore, in this task, KPI bins are determined from the
perspective of the organization, which is benchmarking its process performance against
others. Thus, our approach deals with the subjectivity of the target thresholds of KPIs.

Furthermore, the approach can handle the variation among the target thresholds of
multiple KPIs. For instance, one KPI may have three target thresholds, whereas another
may have five. In this situation, the approach creates a KPI bin for each threshold
combination. We will indeed involve end-users to select the threshold combinations
that are relevant to them. If there are KPIs that are affected by multiple processes, it is
required to combine these multiple processes as a meta-process considering their inter-
dependencies. Thus, the selected process discovery algorithms can deal with the event
logs of multiple processes. Aside from that, case attributes of process models can be
incorporated into binning organizations. However, a scaling strategy is necessary in that
case to interpret the meaning of smaller or higher values regarding case attributes.

Figure 7.2 depicts an example of binning organizations based on the target thresholds of
a given KPI. In the figure, there are 4 KPI bins: perfect, good, bad, and worse. These bins are
created based on the defined target thresholds for the given KPI. For example, for the bin
perfect, 90 is the lower bound threshold value, and 100 is the upper bound value, which is
the maximum for this KPI. Similarly, the lower and upper bound values for each target
threshold are shown in the figure. The organizations that will be put into each bin are
depicted in the figure as well. For example, Org 02 and Org 10 belong to the bin Bad.

PerfectBad GoodWorse

Organizations

KPI Bins

Target 
Thresholds

KPI 
Target

Org 01

Org 02

Org 03

Org 04

Org 05

Org 06

Org 07

Org 08

Org 09

Org 10

Org 11

Org 12

Figure 7.2: Binning organizations using KPI target thresholds



124 Chapter 7. Performance Improvement through Process Benchmarks

7.3.3 Clustering Traces

In the third task of our approach, the focus is on identifying the similarities in and
differences between the business process executions of the organizations in each KPI
bin. These bins were determined in the task we described earlier. A sequence feature
extraction technique (SGT, see in Section 6.2) is adapted and applied on the business
process executions, i.e., event log of the organizations in each KPI bin. In particular, the
event log for the process that is monitored by the previously selected KPIs is used while
clustering.

An essential decision in clustering is the number of clusters to choose. In the literature,
several approaches are available to propose the optimal number of clusters for a given
clustering problem. However, the quality of the process models that will be discovered for
the clusters from a given event log is not taken into consideration in these approaches [156].
Therefore, we opt for using a range for the number of clusters. In our approach, we rely on
process owners to determine that range.

Traces are compared by locating each unique trace in a feature space using the k-means
clustering algorithm. Due to its simplicity, we opted for this algorithm. SGT extracts the
short and long-term sequence features in the traces and embeds them in a
finite-dimensional feature space. To facilitate the feature extraction, our approach
shortens the activity names in the given event log. To do so, the approach employs a label
encoder. Note that the approach does not convert activity names to numeric values: a
string prefix is combined with the numeric value created by the label encoder, e.g., Assign
is shortened as T0.

Although SGT promises [111] no increase in the computation to reduce the size of the
clustering problem, we remove duplicate traces in the given event log. Thus, the approach
assigns equal weight to all unique traces. Assigning equal weights on traces enables our
approach to handle the varying absolute frequency of a trace that may be seen in the event
logs of multiple organizations. Aside from that, without any domain knowledge on a given
process, one cannot easily assign a weight based on the frequencies of traces, which mostly
varies per organization.

Since the curse of dimensionality is a known phenomenon when analyzing data that have
a high-dimensional space, for this clustering task, a dimensionality reduction technique is
applied on the generated feature space by SGT. Hence, the essential parts that have more
variation of the data are preserved.

The gap between clustering and evaluation is the main challenge of clustering techniques,
as noted in [156]. In this context, there exist two ways to address this gap. The first way
is evaluating the discovered process model for each cluster while clustering. However,
this way is computationally expensive, especially for large event logs. Therefore, in our
approach, the quality of the discovered process models is checked after clustering. This is
done by using the common process mining metrics [139], namely replay fitness, precision,
generalizability, and simplicity.

As a result of this task, we obtain the clusters for each KPI bin that best represent the
variance in the behavior captured in a given event log. In the next and the last task of our
approach, we focus on spotting significant differences between the discovered process
models for these clusters.



Section 7.4 . Implementation 125

7.3.4 Benchmarking

Organizations can benefit from determining the differences between and the similarities
in their business processes that yield better or worse performance. For instance, what
yields better performance in a business process can be interpreted as opportunities for
improvement. Similarly, what yields a worse performance in a business process can
become the basis for finding the actions to prevent any decline in the performance. In
this context, the last task of our approach is devoted to identifying relevant differences
between process models. They will be discovered from the event log of the clusters, which
are created in the previous task.

In a recent survey on process variant analysis [130], approaches on determining
differences between process executions are studied. We checked the applicability of these
approaches for detecting statistically significant differences between process executions
within our approach. Aligned with our goal, the approach proposed by Bolt et al. came
forward since it provides an extensible basis for process specific metrics in addition to
KPIs. Moreover, that approach is available as a plugin (called Process Comparator) in the
process mining framework, ProM [145], which offers built-in features for handling event
logs. As such, in this task, we execute that plugin for the event logs of each cluster pair.
The cluster pairs are formed by picking the best performing cluster of two KPI bins based
on fitness, precision, and generalizability. For the balancing of these process model metrics,
we used the order in which they are listed here. This forming step ends when all KPI bin
combinations are checked. Then, the event logs for a selected cluster pair are analyzed
by the plugin, and the statistical differences between these event logs are projected onto
a transition system. In the transition system, states and transitions are colored to spot
those differences. Moreover, the thickness of each node’s borders and arcs in the same
transition system indicate the frequencies of the states and transitions for each cluster
in the selected cluster pair. In addition, a set of metrics for highlighting the differences
from the control-flow (frequency) and time perspective (elapsed time, remaining time)
provided by the plugin are used for the selected cluster pairs.

Figure 7.3 illustrates how the significant differences between the event logs of a selected
cluster pair are highlighted. The nodes in the figure represent activities, whereas arcs
reflect the sequence of these activities in a process. The thickness of the arcs and nodes is
determined based on the value of the selected process metric. Similarly, opposite colors,
i.e., red and blue, are used to indicate significant differences between two event logs in
terms of the selected process metric. For example, T5 is a significant activity in one cluster,
whereas the activities T15 and T23 are significant in another cluster as the opposite colors
are used for each (red vs. blue colors). In the next section, we give the details of the
implementation of the approach.

7.4 Implementation

To demonstrate the feasibility of our approach and evaluate it in practice, we implemented
it1. The implementation of the approach consists of two components. The first component
covers the first three tasks of the approach (Selecting Organizations and KPIs, Binning

1The implementation of our approach is available at http://amuse-project.org/software/

http://amuse-project.org/software/
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Process Metric: jtrace frequency 
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Figure 7.3: Detecting statistically significant differences between the event logs of a cluster pair for
benchmarking

Organizations, and Clustering Traces). This component is developed in Python as a script
that can be directly executed. The second component implements the last task of the
approach, i.e., benchmarking. It is developed in the form of a plugin of the ProM process
mining framework [145].

In the first component, we reused the SGT implementation in Python that is publicly
available2. In the reused code, we configure two parameters that are relevant for our
approach: kappa and length-sensitivity. The first parameter adjusts to what extent the
long-term dependency will be captured while embedding the extracted sequence features
in a finite-dimensional feature space. 5 is chosen as the value for this parameter to have a
medium level dependency capture in the embedding. The second parameter is used to
determine whether the length of sequences will be considered in embedding. The value of
this parameter is set to true to capture the effects of trace lengths.

To deal with high dimensionality at feature extraction, we used the Principal
Component Analysis (PCA) algorithm implementation in the scikit-learn Python machine
learning library. We set the minimum variance coverage rate as 95% at dimensionality
reduction since it is a commonly used value in similar problems.

2The SGT implementation in Python is available at https://github.com/cran2367/sgt

https://github.com/cran2367/sgt
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As mentioned, the second component of the implementation is devoted to the
benchmarking task. The component calls the Flexible Heuristics Miner (FHM)
plugin [157] of the ProM framework with default parameters. The reason for using FHM
is that it is mostly used in other trace clustering methods [47, 156], and recommended as
a robust discovery algorithm. The plugin reads the event log of each cluster and creates a
heuristics net for each. Each heuristics net is converted to a Petri net to replay [116] them
on the log and compute fitness using the PNetReplayer plugin [143]. Similarly, the
PNetAlignmentAnalysis plugin [2] is employed to compute precision and generalizability.
Based on these computed metrics, our approach determines the clusters for each KPI bin
that best represent the variance in the behavior captured in a given event log.

In the next section, we evaluate the performance of the approach by comparing it with
state-of-the-art trace clustering approaches. Then, in Section 6.6, we apply our approach
in a case study.

7.5 Performance Evaluation

In this section, we explain how we evaluate the performance of our approach. Specifically,
we compare the performance of the trace clustering task of our approach with state-of-the-
art trace clustering methods. This is relevant because this task adapts an existing clustering
method. For the performance evaluation, we followed the same scenario (Evaluation
Scenario 2) described by Evermann et al. in the study [47] as it serves the same purpose:
the method proposed in that study is compared with state-of-the-art trace clustering
methods. The steps of that scenario are listed below.

1. Identify a set of configurations for the adapted trace clustering method based on the
cluster range used in state-of-the-art trace clustering methods:

2. For each identified configuration:

(a) Apply the configuration to the adapted trace clustering method

(b) Perform clustering on the given event log

(c) Apply Flexible Heuristic Miner (FHM) to discover a heuristics net

(d) Convert the heuristics net to a Petri net

(e) Compute performance metrics: simplicity (CN, CNC, and delta)

(f) Replay the event log on the Petri net using PNetReplayer
(g) Compute performance metrics: fitness

(h) Replay the event log on the Petri net using PNetAlignmentAnalysis
(i) Compute performance metrics: precision and generalizability

3. Compare the performance of the adapted trace clustering method with the
performance of state-of-the-art trace clustering methods

We use the same set of performance metrics as well as the event log, which is taken
from a loan application process and publicly available3. We compare the obtained results

3The event log is available at https://joerg.evermann.ca/software.html

https://joerg.evermann.ca/software.html
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with the performance measurements for state-of-the-art trace clustering methods, which
are available in the aforementioned study. In Table 7.1, the abbreviations used in the
column Conf refer to the following clustering methods respectively, Active Trace Clustering
(ActiTraC) [156], Disjunctive Workflow Schema Mining [36], Trace Clustering [125],
Sequence Clustering [151], and AlignCluster [47].

In these three configurations, we used several values for the number of clusters. The
values that we used as the number of clusters are taken from the aforementioned study.
Specifically, we used 3, 6, and 9 as the number of clusters. The results that we obtained are
shown in Table 7.1. In the table, the best values for each quality criterion are shaded; the
worst values are italicized.

As can be seen in the table, 4 out of the 6 criteria (CNC, CN, Fit, Prec), the last
configuration that we used in our trace clustering method outperformed state-of-the-art
trace clustering methods. In particular, our approach provides simpler process models with
better precision and fitness. Moreover, for the remaining 2 criteria (Delta and Gen), in that
configuration, we obtained values that are very close to the best value. However, the first
configuration that we used has a lower precision but very good fitness and generalizability.
In addition, in this configuration, our approach provides somewhat simpler process models.
Although we used a limited set of configurations, this evaluation shows that our approach
generally achieves a better performance than state-of-the-art trace clustering methods.

In the following section, we apply the technique in a real-life setting.

7.6 Case Study

In this section, first, we introduce the case study organization where we applied and
evaluated our approach for creating process benchmarks. Second, we explain how we
collect the data that are used in the evaluation. Third, we list the experts who interpreted
the results that we obtained in the application of our approach. Fourth, we elaborate on
the application of our approach to the collected data. Finally, we discuss the relevance of
the results to the case study organization.

7.6.1 Case Study Organization

One of the biggest educational institutions in the Netherlands expressed its interest to us in
learning from the data recorded about its IT Service Management (ITSM) processes. One
of the vital processes among them is the Incident Management (IM) process. That process
defines the way of managing questions, requests, and, most importantly, malfunctions
about the products and services offered by the institution. Moreover, the process is
executed through a third-party software. Since the institution offers a wide range of
products and services to more than 25K customers (20K students, 5K employees), multiple
organizational units are involved in this IM process. Each organizational unit is devoted to
ensuring the quality of a particular set of offered products and services. For example, cloud-
based email and printing are two services that are managed by separate organizational
units.
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Table 7.1: Performance of state-of-the-art trace clustering methods vs. our approach

Conf CNC CN Delta Fit Prec Gen
AT-3 1.1670 33.7120 0.0240 0.7000 0.4737 0.7322
AT-6 1.1198 26.196 0.0326 0.6670 0.5663 0.6011
AT-6-ICS95 1.1709 27.3087 0.0072 0.8529 0.3751 0.9661
DWS-Std 1.2275 30.8013 0.0103 0.8783 0.3219 0.9586
DWS-55510 1.1579 17.396 0.0208 0.7721 0.5459 0.9581
TC 1.1773 31.6533 0.0270 0.7823 0.4062 0.7419
TC-W1-H3 1.2434 46.1867 0.0129 0.8213 0.3232 0.8937
TC-W2-H3 1.1792 35.1787 0.0217 0.7235 0.4413 0.8037
TC-W3-H3 1.1542 31.6587 0.0279 0.6991 0.4686 0.7309
TC-W4-H3 1.1542 31.6587 0.0279 0.6991 0.4840 0.7332
SC-3 1.1976 32.9653 0.0071 0.8475 0.3631 0.9598
SC-6 1.1346 20.5973 0.0071 0.8644 0.5103 0.9905
SC-9 1.1273 17.7667 0.0078 0.8623 0.5408 0.9335
SC-12 1.1048 13.6540 0.0083 0.8607 0.5502 0.9628
SC-15 1.0974 12.0793 0.0104 0.8919 0.5760 0.9793
AC-maxPrec [mmP=-
0.5, cGO=0.5, cGE=1,
useSim=F, dim=log,
c=9]

1.1201 15 0.0094 0.8036 0.5992 0.9957

AC-maxGen [mmP=-0.5,
cGO=0.5, cGE=0.5,
useSim=F, dim=log,
c=3]

1.1507 22 0.0073 0.7775 0.5158 0.9988

AC-maxFit [mmP=-0.5,
cGO=0.5, cGE=0.5,
useSim=F, dim=log,
c=9]

1.1209 14 0.0104 0.854 0.5679 0.9965

AC-minCNC [mmP=-
1, cGO=1, cGE=1,
useSim=F, dim=log,
c=9]

1.1164 13 0.0108 0.8502 0.5872 0.9969

AC-minCN [mmP=-
1, cGO=1, cGE=1,
useSim=F, dim=log,
c=9]

1.1164 13 0.0108 0.8502 0.5872 0.9969

AC-minDelta [mmP=-0.5,
cGO=0.5, cGE=0.5,
useSim=F, dim=sqrt,
c=3]

1.1840 30 0.0072 0.7888 0.4767 0.9941

Our Approach
[SGT_kappa=5,
SGT_length-sensitive=T,
c=3]

1.1765 20 0.0100 0.9823 0.3339 0.9860

Our Approach
[SGT_kappa=5,
SGT_length-sensitive=T,
c=6]

1.1220 19 0.0069 0.9678 0.5213 0.9985

Our Approach
[SGT_kappa=5,
SGT_length-sensitive=T,
c=9]

1.0909 11 0.0083 0.9837 0.6292 0.9968
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To monitor customer satisfaction and provide the same level of quality for each product
and service, the institution has a set of KPIs. These KPIs have the same target for every
organizational unit that is involved in the same ITSM processes. Specifically, there are some
KPIs for the IM process, and all of them are used to determine whether each organizational
unit attains the shared goal of the IM process. Performance is tracked by monthly reports.
In 2019, a few of the organizational units were not able to achieve their objectives about
dealing with the malfunctioning of a number of products and services. Therefore, the
institution wanted to investigate what the differences and similarities are in the execution
of the IM process. Moreover, the managers involved in the IM process assumed that some
organizational units may follow best practices, which would explain why they would
provide a better performance.

Since both the setting and needs in the educational institution are highly related to the
approach that we propose in this chapter, its application in this context is highly relevant
to determine its applicability and value.

7.6.2 Data Collection

In accordance with the problem that the case study organization faced in 2019, we
extracted the event log for the malfunctions processed in that year. Specifically, the event
log consists of 150K events and 12K cases in which 26 unique activity and 40 unique
organizational units exist. The time frame of the event log is one year. In addition to the
required minimum attributes, the event log contains to what extent the resolution time of
a malfunction adheres to the defined target of the single KPI for malfunctions. The KPI has
a defined target value, which is 80% and there are four target thresholds: [0−69] worst,
[70−79] borderline, [80−89] sufficient, and [90−100] best.

Before applying our approach to the collected data, together with the experts listed,
we checked the number of cases per organizational unit. At this check, we found out
some outliers. In other words, a very small number of malfunctions are received and
handled by some organizational units that are specialized in occasionally used services
and products. The experts suggested to filter out the organizational units that handled
less than 50 malfunctions in a year to eliminate the potential bias that may be caused
by these infrequent malfunctions. This filtering out cannot be considered as an issue for
the applicability of our approach since more than 75% of the filtered out organizations
received less than 10 malfunctions in a year. Moreover, such a low number of malfunctions
is not adequate to determine relevant patterns in the process executions from which other
organizational units can benefit and learn much. As a result of the filtering, in total, 24
organizational units remained for our analysis purposes.

7.6.3 Applying the Approach

We applied our approach using the collected data in the case study organization. As
explained in the approach, in the first task, the organizations that may learn from each
other will be selected based on the KPIs that are relevant to them. Accordingly, we
selected the remained 24 organizational units since there is only one particular KPI used
for monitoring the IM process for malfunctions.
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Table 7.2: Experts involvement in the evaluation of the obtained results

Expert Area of expertise Years of
expertise

Meeting
duration
(hours)

Process manager Incident management >10 3
Process manager-2 Incident management and

Change management
>10 2

First-line support manager Incident management >20 2.5
Product and service manager Educational services >15 1.5

In the second task, our approach created 4 KPI bins based on the given 4 target thresholds
for the given KPI. These are: KPI bin-worst, KPI bin-borderline, KPI bin-sufficient, and KPI
bin-best. The selected 24 organizational units are distributed to these KPI bins based on
what extent they achieved their process performance. The number of organizational units
put into the created each bin is 12, 6, 5, and 1, respectively.

In the third task, trace clustering was performed. As the number of clusters, together
with the experts in Table 7.2, we determined the value range from 3 to 9. Considering this
input, for each KPI bin, clusters are created. Afterwards, for each KPI bin-cluster, a process
model is discovered and replayed on the corresponding event log to compute the three
process mining metrics, namely precision, fitness, and generalizability.

Finally, in the last task, the clusters that best capture the observed behavior in each
KPI-bin are selected. This is done using the process mining metrics mentioned. Thus,
we obtained all the cluster pairs that are relevant for checking the significant differences
between them. Accordingly, we imported the event logs of each cluster pair separately into
the Process Comparator plugin, and then obtained the highlighted transition system that is
the projection of the differences between the event logs as the final results (i.e., business
process benchmarks) of our approach. We interviewed with experts and asked each one to
explain whether they see any performance improvement opportunities. As a result of their
combined feedback, in 4 out of the 6 business process benchmarks, we observed relevant
points that can enable the organizational units in the case study organization to learn from
each other for improving the performance. In the remainder of this section, we discuss
these.

7.6.4 Discussion

Together with the experts (see Table 7.2) in the case study organization, we analyzed the
differences that are highlighted in the selected business process benchmarks. The business
process benchmarks are determined by the experts as the ones that have the most potential
to learn from for improving the IM process. In the first three figures, red colors are used to
indicate the greater value in the frequency of the activity in the KPI bin-cluster that has a
lower process performance achievement than the paired one with a bigger cluster value.
Similarly, blue colors are used to indicate the greater value in the frequency of the activity
in the KPI bin cluster that has a better process performance achievement than the paired
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one with a smaller cluster value. In the last figure, the colors serve similar purposes for the
KPI bins but indicate duration values.

Figure 7.4: Borderline vs. Worst

Figure 7.4 depicts the highlighted statistically significant differences between the process
execution of the organizational units (KPI bin-worst and KPI bin-borderline) that could
not attain their KPI goals for the IM process. In the IM process, T0 and T1 are the activities
that are related to hand-overs, whereas T22 and T23 correspond to interactions with
callers. As shown in the figure, while T0 and T1 have red colors, T22 and T23 have blue
colors. The experts interpreted this difference as the following: the organizational units
in the KPI bin-borderline tend to add more information to the received malfunctions in
terms of comments or questions. Then, they stop the SLA timer by moving malfunctions
to the callers. However, the organizational units in the KPI bin-worst do hand-over the
malfunctions either to other operators or organizational units. Therefore, the time spent in
handovers increase and yield lower process performance. The experts suggest that these
organizational units should use the comments area so that other operators will get notified
and involved in the malfunction.
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Figure 7.5: Sufficient vs. Borderline

Figure 7.5 shows the differences between the organizational units that were close to
achieving the process performance and the organizational units that have already achieved
it. With this, we aimed to find out what may be the quick wins to improve the process
performance of the organizational units in the KPI bin-borderline. As depicted, T2 and
T5 are the two red-colored activities. In the IM process, while activity T2 is related to
supplier involvement, T5 is about send backs between the second-line support and the
first-line support. The significant frequency of these activities grabbed the interest of
experts. The experts interpret this situation as a ping-pong behavior for the malfunctions
in which suppliers are involved. Moreover, this is mentioned as an unexpected situation
since several big suppliers are already integrated into the IM software to avoid such send
backs. To deal with this situation and identify new supplier integration needs, together
with experts, we carry out the cluster analysis of the malfunctions in which suppliers are
involved

The differences between the organizational units that have attained their KPI goals are
shown in Figure 7.6. As can be seen in the figure, the light-blue colored activities happen
less frequently in the best performing organizational units. The experts mentioned that T23
is a specific activity that is about the confirmation from callers for resolved malfunctions. We
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Figure 7.6: Best vs. Sufficient

checked that there is only one organizational unit in the KPI bin-best. This organizational
unit has a face-to-face interface with callers. Therefore, the organizational unit gets
confirmation from callers, meanwhile resolving malfunctions. Thus, the confirmation
activity is mostly not necessary for this organizational unit. Moreover, the experts
mentioned that although there is a confirmation collection step in the process, this activity
is not frequent in the discovered process models as expected. Currently, the experts
redesign the IM process to remove the necessity of a caller confirmation for resolved
malfunctions in certain situations.

In Figure 7.7, a time perspective (i.e., duration) is chosen: the differences between
the organizational units that were close to achieving the process performance and the
organizational units that have already achieved it are highlighted. The experts indicated
two important points based on the figure. Firstly, activity T5 shows the delay due to the
send backs between the first-line support and the second-line support. Secondly, the
organizational units that perform sufficiently spend more time (from T0 to T13) on the
discussions for determining operators for resolving malfunctions. To find the reason
behind the second point, together with experts, we analyzed the malfunctions of the KPI
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Figure 7.7: Sufficient vs. Borderline (time perspective)

bin-sufficient organizational units. In particular, we checked the organizational units that
are involved in commenting on malfunctions for determining resolving operators. From
these, we observed that some of the organizational units prefer face-to-face discussion if
the involved operators are in their neighbor organizational units. The experts interpret
this as a strategy to avoid send backs and potential delays. Based on this observation,
together with experts, we investigate the correlation between non-neighbor organizational
unit involvements and process performance achievement.

Based on the discussions and the results, the case study clearly confirms that the
approach proposed in this chapter can enable different parts of an organization to learn
from each other. Moreover, software vendors that offer software products to their client
organizations may benefit by applying our approach. In particular, those clients can be
benchmarked based on their process performances since they use the same software
product offered by the same vendor. In addition, governmental bodies can learn much
from each other through process benchmarks since the majority of the processes they
perform often overlap.

Domain expert involvement is a key element in identifying improvement opportunities
and prevention actions from process benchmarks. While clustering traces, equal weights
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are assigned on traces to capture all behaviors in the events logs of all organizations.
Assigning varying weights on traces may reduce the dependency on domain experts.
For example, building a drill-down mechanism on process benchmarks and focusing on
mainstream behavior may help non-business users to interpret the significant differences
between the mainstream behavior of organizations.

It is important to note that the labels and meanings of the activities in a business process,
which is performed in several organizations may vary. This is an important challenge
in addition to gathering and pre-processing the data of such a process from different
information systems in those organizations. In our previous works [4, 5], we discussed
such challenges by introducing the approaches, which we proposed to meet them. The
proposed approach in this chapter concludes our framework introduced in [4]. Therefore,
our approach relies on the internal outputs of our framework that is aimed at meeting the
aforementioned challenges.

7.7 Related Work

In this section, we list some of the works that relate to the approach we proposed for
enabling organizations to learn from each other using process benchmarks. The most
recent survey [130] on process variant analysis served as the basis for the snowball search
method that we used for finding the works.

An analytical approach proposed by Buijs and Reijers [22] compares the variants of a
process based on the alignments between the executions and the model of that process,
which is performed by multiple governmental bodies. Partington et al. [103] compared
patient pathways across four hospitals to visually detect the differences in process variants
from which the hospitals can learn from each other. Trace clustering is combined with data
and text mining in [155] to find the patterns that drive certain control-flow behavior in
process variants.

Furthermore, some works [9, 33, 65, 159] focused on advancing visualizations to ease
the identification of differences between process variants.

Ballambettu et al. [13] annotated the process models of process variants with a set of
metrics to detect the key differences between these variants. Nguyen et al. [96] introduced
Perspective Graphs that are graph abstractions of event logs using a set of relations between
entities (e.g., resource, location, etc.) in the event logs. These perspective graphs are then
employed to compare process variants and identify the differences between them. Similarly,
event logs for process variants are projected onto transition systems by Bolt et al. in [17].
After that, these transition systems are compared to detect the significant differences in
their states and transitions in terms of commonly used metrics (i.e., frequency, duration,
etc.). However, in these works, the main focus mostly is on where process variants differ
and how. Which differences matter is only determined based on a limited set of metrics
rather than relevant KPIs for organizations. Moreover, domain experts need to go through
each process variant pair. The first two tasks in our approach aim to cope with these
challenges.
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7.8 Conclusion and Future Work

In this chapter, we presented a novel approach aimed at enabling organizations or
organizational units to learn from each other through business process benchmarks.
As the organizations that are in the same context will learn much from each other, for
benchmarking, we used the KPIs that are relevant for them.

To identify which variations in the process executions among organizations yield a
better or worse performance, trace clustering is employed in our approach. As the order of
tasks mostly depends on one another in business processes, a sequence feature extraction
technique proposed to address this challenge is used within the clustering traces task of
the approach. Then, significant differences between the process variants in the obtained
clusters are determined as benchmarks.

The evaluation of our approach consists of two steps. First, we tested the performance
of the trace clustering method in our approach by comparing it with state-of-the-art trace
clustering methods. The result of this test showed that our trace clustering method has
a better performance than other methods. Secondly, we applied our approach in a case
study in an educational institution. We discussed the results that we obtained in that case
study. This discussion showed that our approach is very helpful in revealing useful insights
for organizational units to learn from each other. As the proposed approach is generic
in the way it is developed, there is no limitation for applying it across organizations. By
doing so, organizations can learn from each other to improve their performance.

In future work, we want to extend our approach by making it goal-driven. For example,
an organization may be interested in learning from other organizations to identify only
preventive actions to eliminate the risk of performing badly. As such, that organization
will want to observe what similarities are present in the process variants of inefficient
organizations. Moreover, we would like to incorporate decision mining technologies in our
approach since the decision points in a business process are very likely to be associated with
its process variants. Analyzing the organizations that achieve similar performance with
different process models is also an interesting future work direction. Lastly, the approach
can be extended to capture dependencies between business processes in organizations to
provide cross-benchmarks for organizations.





Chapter 8

Conclusion

This chapter concludes this dissertation research in which we developed a theoretical
cross-organizational process mining framework. The ultimate goal of the framework
is to provide relevant insights for organizations to improve performance. The
framework orchestrates three components, each of which is devoted to providing
solutions to the issues introduced in Chapter 1. First, we summarize the contributions
of this dissertation research by reflecting on the way how they address the research
questions, which are defined in the introduction chapter (see Section 1.1). After
that, the implications of the presented framework for research and practice are
summarized. We list some open issues and limitations of the presented approaches.
Finally, an outlook on future research directions is provided.
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8.1 Contributions

In this dissertation, the cross-organizational process mining framework that we developed
is presented. The framework orchestrates three components that provide solutions to
the three main issues (unfairness, inaccuracy, and inadequacy) in cross-organizational
process mining applications. The main contributions of this thesis are on the basis of
the developed five novel approaches that are employed by the three components. How
each contribution provides answers to the research questions specified in the introduction
chapter is elaborated below.

• The theoretical cross-organizational process mining framework: This contribution
provides answers to the main research question, i.e., MRQ (How can
cross-organizational process mining be performed in a fair, accurate, and adequate fashion
to provide relevant insights for organizations to improve their performance?).
To perform cross-organizational process mining in a fair, accurate, and adequate
fashion, we introduced the theoretical cross-organizational process mining framework.
The framework consists of three components: (1) Metric Comparison Catalog, (2)
Metric-Based Improvement Catalog, and (3) Cross-Organizational Process Mining
Techniques. Each component aims to address a particular issue. More specifically, the
Metric Comparison Catalog deals with the unfairness issue. Similarly, the Metric-Based
Improvement Catalog focuses on addressing the inadequacy issue. The inaccuracy issue
was addressed by the Cross-Organizational Process Mining Techniques component.

• The approach for automatically deriving KPIs from Ontological Enterprise Models: This
contribution provides answers to research question RQ 1 (How can organizations be
selected for fair cross-organizational process mining?).
How organizations that are in the same context can be identified is the main focus of
this approach. Thus, a fair comparison can be performed via cross-organizational
process mining. An Ontological Enterprise Model (OEM) is the input that the approach
requires to automatically obtain knowledge on the context of organizations.
Furthermore, the approach employs KPI derivation patterns to derive tailored KPIs for
organizations. With this, the approach ensures the fair comparison of organizations by
determining the ones that share enterprise concepts.

• The approach for the automated prediction of relevant KPIs for organizations: This
contribution finds answers to research question RQ 2 (How can organizations be
compared for accurate cross-organizational process mining?).
To enable an accurate comparison of organizations, this approach focuses on the
automated selection of KPIs for organizations. Thus, the organizations that have a
shared interest in the same set of KPIs can be compared. To automate the selection, the
approach employs prediction models that are trained on predicting relevant KPIs.
Moreover, these models are able to determine the factors that make certain KPIs
relevant for specific organizations.

• The approach for the automated generation of dashboards: This contribution provides
answers to research question RQ 3 (How can adequate perspectives be determined for
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cross-organizational process mining?).
By generating the dashboards that organizations will be engaged in, the approach
identifies what perspectives can be adequate for providing relevant insights for
organizations. A decision model for visualizing KPIs is employed by the approach to
find the best means to visualize KPIs. Using this knowledge, the Metric-Based
Improvement Catalog of the framework can detect how differences in and
commonalities between organizations should be converted to benchmarks.

• The approach for the interactive generation of process performance dashboards: As this
approach is developed by extending the previous approach, similarly, it provides
answers to research question RQ 3. In particular, the approach focuses on generating
dashboards at the process level (i.e., process performance dashboards), unlike the
previous approach, which focuses on the dashboards at the organization level. To
interactively generate process performance dashboards by collecting the interests of
decision makers on Process Performance Indicators (PPIs), a chatbot is devised. The
chatbot enables decision makers to view visualizations in real-time and decide on which
ones should be included in a dashboard. Thus, the approach assists experts in making
informed decisions by taking the focus on the messages conveyed via engaging
visualizations.

• The approach aimed at enabling organizations to learn from each other by means of
business process benchmarks: This contribution finds answers to research question RQ
4 (How can relevant insights for organizations be provided using cross-organizational
process mining?).
The goal of this approach is to enable organizations to learn from each other. In
particular, the approach is devoted to providing relevant insights for organizations in
the form of process benchmarks. In these benchmarks, the significant differences in the
executions of processes in multiple organizations are highlighted based on the relevant
KPIs. These are automatically derived, predicted, and visualized by the approaches
explained above. What practices yield better or worse performance in organizations can
be obtained from the highlights on process benchmarks. Thus, this approach ensures
that relevant insights will be provided for organizations.

To perform a fair comparison of organizations through cross-organizational process
mining, we developed the approach for automatically deriving KPIs from Ontological
Enterprise Models. That approach focuses on identifying organizations in the same
context to tackle unfairness. Another approach that we developed (Predicting relevant
KPIs for organizations) focuses on determining the set of KPIs in which organizations
have a shared interest, i.e., relevant. With this, one can achieve an accurate comparison
of organizations using their relevant KPIs. This approach employs machine learning
techniques to predict the relevance of KPIs for organizations and deals with the inaccuracy
issue. What perspectives are adequate for providing relevant insights for them are
determined by generating the dashboards that organizations will be engaged in. In this
regard, our third approach employs a decision model to find the best means to visualize
KPIs and generate engaging dashboards automatically. Furthermore, we extended this
approach using chatbot technologies. In particular, we integrated a state-of-the-art
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performance indicator meta-model framework (called PPINOT) into our approach such
that process performance dashboards can be created interactively by decision-makers. Our
last approach (Building process benchmarks for performance improvement) is devoted
to providing relevant insights for organizations in the form of process benchmarks. In
these benchmarks, the significant differences in the executions of processes in multiple
organizations are highlighted based on the relevant KPIs, which are automatically derived,
predicted, and visualized by the approaches explained above. What practices yield better
or worse performance in organizations can be obtained from the highlights on process
benchmarks. Thus, it becomes possible to provide relevant insights for organizations into
improving performance.

8.2 Implications

In this section, we list the implications of this dissertation research for practice and
research, respectively.

8.2.1 Implications for Practice

The framework presented in this dissertation has several implications both for
organizations that strive to improve their performance and for software vendors that focus
on understanding how their client organizations use the offered products and services.

Organizations that aim to improve their performance can obtain insights and benefit
in many ways from the presented cross-organizational process mining framework. For
instance, organizations can find answers to the following question, “What best practices
present in other organizations that perform better than our organization and have a shared
interest in the same set of KPIs?” This question can also be phrased to identify certain
worse practices to avoid. Moreover, the framework can encourage organizations that
perform similar processes to establish process standardization. For example, municipalities
can learn from each other since the processes that they perform have much the same
purpose. Similarly, organizations in the healthcare domain, e.g., hospitals and laboratories,
can benefit from the known best practices as they play an important role in the public
good. The exchange of best practices between legal bodies, e.g., police departments and
courthouses, even can save lives.

Similarly, software vendors can benefit from the framework by exploiting the
differences in and commonalities between the processes of their client organizations. Such
commonalities and differences may be used by a software vendor to determine the
features that would increase the intended and correct use of its products and services by
the client organizations. Furthermore, software vendors can use these commonalities and
differences to deduce potential product improvements. In addition, the capabilities of the
framework can be incorporated into software products as novel features by software
vendors. Thus, software vendors gain a competitive advantage and become more resilient
in their operational context.

The approach for predicting relevant KPIs for organizations has great potential for
applying it in various domains. Since the features that we used for prediction model
development are generic and can be observed in many organizations, the developed
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predictions model can be beneficial for organizations in other domains to identify relevant
KPIs. Moreover, with specific features from a certain domain, prediction models specifics
to that domain can be easily developed using our approach. Related to that, Netherlands
Organization for Applied Scientific Research (TNO) has recently contacted us to adapt our
approach in the safety domain.

Aside from that, the decision model we presented for visualizing KPIs can be integrated
into BI software products to guide users in determining appropriate visualizations for
indicators. Thus, the knowledge required for developing engaging dashboards using
state-of-the-art dashboard design principles in each organization can become transparent
to multiple organizations in a more convenient way.

8.2.2 Implications for Research

The framework presented in this dissertation has some implications for research in the
following fields: Information Systems (IS), Business Process Management (BPM), and
Business Intelligence (BI).

The components of the framework are extensible. Due to the nature of each component,
new techniques can be added. For example, researchers develop techniques to enrich
process benchmarks and include these techniques in the Metric-Based Improvement
Catalog. A technique for the feasibility check of best practices can be very useful for
organizations for identifying the required changes with their potential costs. The effects
of information systems in best practices can be analyzed to provide insights for the
organizations that use the same information systems. Developing techniques that blend
dynamic process redesign and process automation to improve performance is a relevant
direction for the BPM field. Similarly, the Metric Comparison Catalog can be extended in
a way that process benchmarks can be tailored to particular performance improvement
directions. For instance, reducing costs or improving quality can be the strategic goals of an
organization. Accordingly, that organization may want to learn from other organizations
that achieve better performance from one of these dimensions. Furthermore, the last
component, i.e., the Cross-Organizational Process Mining Techniques, can contain new
and novel process discovery techniques as state-of-the-art process discovery techniques
still have some limitations in capturing process reality. Since processes in organizations are
interdependent, the performance issue in a process can diffuse into other processes. In this
regard, techniques that are able to discover the reality of multiple processes simultaneously
can be very useful to spot the weak links in process chains in organizations. Once such
techniques become readily available, organizations can be benchmarked considering
multiple processes at a glance.

In Chapter 4, we presented the approach aimed at the automated prediction of relevant
KPIs for organizations. Simply put, the approach employs machine learning algorithms
to solve a multi-class classification problem. To this end, it uses the characteristics of
organizations as features. In this way, our approach provides a basis for the development
of new techniques that can be drilled down to a role-level or even a user-level relevant
KPI prediction. For example, considering the characteristics and responsibilities of a role,
relevant KPIs for the role can be determined to detailed process performance measurement
and monitoring. Similarly, how users interact with dashboards can be analyzed to
understand the interest of users in KPIs for building user specific dashboards.
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Furthermore, this approach also shows the potential value of the data generated by BI
applications to develop further automated techniques. For example, the relevance of KPIs
may change over time. Using such input, techniques that dynamically adjust dashboards
to the needs of decision-makers can be developed in the future.

We presented a decision model for visualizing KPIs in Chapter 5. This decision model is
derived from the dashboard design principles available in the literature. With this decision
model, we transformed the knowledge on dashboard design to a reusable and visible
form. Thus, researchers in the BI field can benefit from it while developing end-to-end
automated BI techniques. In addition, the automated dashboard generation approach
presented in the same chapter also shows potential to further enhance it considering User
Experience (UX) principles such as coloring or shapes.

8.3 Limitations and Open Issues

In this section, we discuss the limitations and open issues of the approaches presented in
this dissertation.

The KPI derivation approach that is presented in Chapter 4 uses KPI derivation patterns
to generate KPIs from a given OEM. The patterns employed in this approach are determined
by analyzing a set of KPIs manually. However, this can be improved by leveraging natural
language processing techniques.

As there is no other study that we can take as reference to compare the quality of our
automated KPI prediction approach (see Chapter 5), this approach is open for further
evaluation by applying it in different operation domains.

While developing the decision model for visualizing KPIs (see Chapter 5), we excluded
the dashboard design principles that deal with combining multiple visual elements, e.g.,
small multiple, which is a set of similar graphs that use the same scale and axes to
easily compare them. The reason for that is building a single visual element using tables
and graphs is highly dependent on the needs of roles and even end-users rather than
organizational level needs. For example, a top manager may want to have a particular KPI
visualized based on a certain dimension, e.g., location. However, a team leader may have
no right to see the aggregated data that is visible to the top manager. Therefore, for the
sake of simplicity, we opted for excluding the principles focus on combined visualizations.

It is important to note that in the proposed framework, we mostly focused on the
challenges that are related to vertical cross-organizational process mining. Although
multiple organizations are involved in the execution of processes that cross the boundaries
of those organizations, not every organization may be interested in obtaining insights into
understanding such processes. The main reason for that is each organization only executes
a fragment of the process. Therefore, it is very unlikely that such distinct organizations can
determine relevant improvement actions for other organizations.

8.4 Future Work

In each of the chapters, we included ideas for future research. On top of these, in this
section, we sketch some of the interesting and promising directions for future research.
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One of the future research directions that is interesting is to apply predictive
techniques [55, 153] to predict the future values of KPIs such that decision makers can
take preventive actions rather than corrective actions.

Another future research direction is to extend the approach that is aimed at the
prediction of relevant KPIs such that relevant KPIs for roles or end-users can be selected
automatically. Taking this extension as a basis, dashboards for roles and end-users can also
be automatically generated by further developing the approach, which we presented in
Chapter 5.

Semantic Business Process Management (SBPM) aims to combine BPM with semantic
technologies such that automation capabilities in processes can be increased to provide
more convenient features to process workers through information systems. Ontologies and
semantic web services are the two common examples of such technologies. Incorporating
such technologies into process mining in cross-organizational settings may be an enabler
to automatically obtain and compare the enterprise concepts of organizations in terms of
their performance.

Apart from that, decision mining techniques [15, 85, 122, 131] can be used to enrich
the approach that provides business process benchmarks by analyzing the differences and
commonalities between process variants. In addition, dependencies between processes in
organizations can be considered for in-depth process benchmarks.

Furthermore, as a promising research field, Artificial Intelligence (AI) can be used for
automated identification of the visual differences between the dashboards of organizations.
Such differences may then be checked with state-of-the-art dashboard design principles and
recommendations can be generated for improving the visual means used for monitoring
the performance in organizations. Similarly, AI technologies can be used to train and spot
the similarities and differences between the process models of organizations. This can
be further advanced with the employment of semantic technologies to diagnose what
(activities, fragment of the process, or decisions) yields in better or worse performance in
executing similar processes in various organizations.
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