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ABSTRACT

A great amount of fake news are propagated in online social media,
with the aim, usually, to deceive users and formulate specific opin-
ions. The threat is even greater when the purpose is political or
ideological and they are used during electoral campaigns. Bots play
a key role in disseminating these false claims. False information is
intentionally written to trigger emotions to the readers in an at-
tempt to be believed and be disseminated in social media. Therefore,
in order to discriminate credible from non credible information, we
believe that it is important to take into account these emotional
signals. In this paper we describe the way that emotional features
have been integrated in deep learning models in order to detect if
and when emotions are evoked in fake news.
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1 INTRODUCTION

Emotions play an important role in our life and taking them into
account may help also when processing texts. For instance, the
authors of [20] studied the impact of emotions on author profiling,
concretely identifying age and gender. The proposed emotion-based
graph model obtained state-of-the-art results. Despite the large va-
riety of models proposed in the literature, the impact that emotions
could have on the detection of false claims and false information in
general, has not been explored much [27]. In this paper our objec-
tive is to investigate whether emotions may be effective or not in
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Did you vote for Hillary even though she is the criminal
mastermind behind a child sex ring?

Figure 1: A fake news tweet that may potentially spread emo-
tions such as disgust, anger, and surprise.

detecting fake news. Concretely, we aim at answering the follow-
ing research question: Do emotional features help detecting false
information and profiling fake news spreaders?

In figure 1, we show an example of a fake news tweet that went
viral during the US 2016 elections. The tweet talks about a well-
known false claim whose target was Hillary Clinton. As can be
noticed, the author of this tweet tries to affect her reputation nega-
tively by making her a criminal because behind a child sex ring.

The rest of the paper is structured as follows. In Section 2 we
describe the related work. Section 3 summarises how we addressed
the problem of verifying the credibility of claims in news taking
into account emotions signals. Section 4 describes our emotionally-
infused model that is used to detect false information both in online
news articles as well as in Twitter. In Section 5 we propose a model
that takes into account how affective information changes in fake
news. In Section 6 we present some preliminary results address-
ing fake news detection from an author profile perspective with
one of the models presented. Finally, in Section 7 we draw some
conclusions and discuss future work.

2 RELATED WORK

In this section we cite some of the previous works that addressed
the problem of the detection of false information. In [29] false in-
formation was categorized into eight different types: fabricated
information, hoaxes, rumors, clickbaits, propaganda, conspiracy
theories, biased or one-sided information, and satire. In [1] clickbait
detection was addressed employing several features, among them
the existence of hyperbolic words: i.e., words with a high positive
or negative sentiment (e.g. terrifying, awe-inspiring, etc). The ap-
proach achieved an F1 of 0.93. In [10] the authors proposed a set
of content-based features, including readability features, stylistic
features, etc. These features were fed to a Support Vector Machine
(SVM) obtaining 91% of accuracy on differentiating satire from real
news. A lower accuracy of 78% was instead obtained for discrimi-
natind between fake and real news. In [16], the authors proposed
FakeNews-Detector, a model whose representation was based on
word unigrams and bigrams, psycholinguistic, readability, punctua-
tion (e.g. existence of special chars), and syntax features (features
based on rules from the dependency tree). These features were fed
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Figure 2: EmoCred neural network architecture for credibil-
ity assessment.

to a SVM obtaining weighted F1 values of 0.74 and 0.73 on two
different datasets.

3 CREDIBILITY OF CLAIMS IN NEWS

In [6] we proposed the EmoCred model which incorporated emo-
tional signals into a Long Short Term Memory (LSTM) deep learning
architecture in order to differentiate between credible and non-
credible claims. The hypothesis behind is that credible and non-
credible claims trigger different emotions to the readers.

3.1 Dataset

For the dataset we use data from PolitiFact! that is a fact checking
website where the credibility of different claims is investigated.
We use two different Politifact datasets presented in two different
studies. The first dataset® (Politifact- 1) was presented by Popat
et al. [17] and contains 3,568 claims of which 1,867 are credible
and 1,701 are not credible claims. The second dataset (Politifact-2)
was presented by Rashkin et al. [23] and consists of 2,575 training,
712 development and 1,074 test statements. There are six different
credibility ratings: true, mostly true, half true, mostly false, false and
pants-on-fire. As it was previously done in [17, 23], we combined
true, mostly true and half true labels into the true class label, and
the rest as false, addressing the problem as a binary classification.

3.2 Model

EmoCred is a model based on an LSTM architecture whose input
are word embeddings from the text of the claims together with
a vector of emotional signals. Three are the approaches that we
considered for generating the emotional signals from the claims:
(i) emoLexi, a lexicon-based approach that considers the number of
emotional words that appear in the claim, (ii) emolnt, an approach
that uses an emotional intensity lexicon to calculate the emotional
intensity expressed in the claim, and (iii) emoReact, a deep learning-
based approach that predicts the level of emotional intensity that
can be triggered to the users. Figure 2 gives an overview of the
architecture of our model.

!https://www.politifact.com/
https://www.mpi-inf.mpg.de/dl-cred-analysis/
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Table 1: Performance results of EmoCred approach when us-
ing different approaches for generating the emotional sig-
nals. A star (*) indicates statistically significant improve-
ment over the LSTM-text approach.

Dataset Method Accuracy  Fl-score
LSTM-text 0.551 0.549

Politifact-1 EmoCred-emoLexi 0.608 0.602*
EmoCred-emolnt 0.604 0.602*
EmoCred-emoReact 0.617 0.617*
LSTM-text 0.597 0.567

Politifact-2 EmoCred-emoLexi 0.621 0.606*
EmoCred-emolnt 0.628 0.586
EmoCred-emoReact 0.619 0.601%

3.3 Experiments and Results

In order to calculate the emotional signals in the claims with
the emoLexi approach, we use the following emotional lexicons:
EmolLex [14], SentiSense [2] and EmoSenticNet [18], whereas for
the emolnt approach, we use the NRC Affect Intensity Lexicon [12].
emoReact detects the emotional reactions signals using a dataset
crawled by Facebook as explained in [7]. The dataset was aimed
for determining the emotional triggers of news posts and contains
26,560 news posts that span from April 2016 to September 2017
crawled from New York Time Facebook page together with the
actual number of emotional reactions that they triggered. For each
of the claims, we predict the probability to trigger any of the five
different intensities (very low, low, average, high, very high) of five
different emotional reactions (love, joy, sadness, surprise, anger).
We use the pre-trained GloVe Wikipedia 6B word embeddings [15]
to initialise the word embeddings.

Table 1 summarises the results of our experiments. From the re-
sults, we observe that EmoCred outperforms the LSTM baseline by
a large margin, that is, incorporating emotional signals into LSTM
allows for significantly improving the results. On Politifact-1, the
best performance was achieved considering the emotional reactions:
emoReact significantly outperformed LSTM-text by 12.39% in terms
of F1-score. This is quite interesting because emoReact was trained
on different data (crawled from Facebook). Although the model was
trained on data from a different domain, it seems that still the emo-
tional features are very helpful for the credibility assessment task.
In case of emolnt and emoLexi, we observe that the two approaches
obtain a similar performance. Both emoLexi and emoInt manage
to significantly outperform LSTM-text by 9.65%. On Politifact-2, a
simlar behaviour could be observed: EmoCred obtained the best
results with emoLexi, that significantly outperformed the LSTM
baseline by 6.5%. Our results show that the emotional signals are
effective for the credibility assessment task.

4 FALSE INFORMATION IN NEWS AND
TWITTER
In [5] we study the different types of false information in news

articles and Twitter. Following, we describe the two datasets and
the emotionally-infused model that we proposed.


https://www.politifact.com/
https://www.mpi-inf.mpg.de/dl-cred-analysis/

On the Impact of Emotions on the Detection of False Information

Word Embeddings

. A S
Emotions Frequency L) H L {1}
\.r k.r \T- ‘-T'

R Yt NS 1 A s L,

LSTM

Attention

pense, (DO OO~ 0O0 00
Softmax ®®® ©

Figure 3: Emotionally-infused neural network architecture
for false information detection. RHSCP in the softmax layer
stands for real, hoax, satire, clickbait, and propaganda re-
spectively.

4.1 Dataset

News Articles. Our dataset of news articles was used in [23]. This
dataset was built from two different sources, for the trusted news
(real news) the authors sampled news articles from the English
Gigaword corpus; for the false news, they collected articles from
seven different unreliable news sites. These articles include hoaxes,
propagandas, and satires but not clickbaits. In order to be able
to analyse also clickbaits, we included part of the Stop- Clickbait
dataset [1], that was originally collected from the following two
sources: Wikinews articles” headlines and other online sites that
are known to publish clickbaits. The satire, hoax, and propaganda
news articles are considerably long (some of them reach the length
of 5,000 words). In total we have 31,550 news articles.

Twitter. For this dataset, we rely on a list of several Twitter
accounts for each type of false information [26], where tweets were
collected from suspicious Twitter accounts that were previously
annotated. For the real news, we considered also other 32 Twitter
accounts from [11]. The final Twitter dataset is composed of 152,026
tweets.

4.2 Model

We choose an LSTM [9] in order to take the sequence of words as in-
put and predict the false information type. The input of our network
is based on word embedding (content-based) and emotional fea-
tures. See Figure 3 for the architecture of the Emotionally-Infused
Neural (EIN) network.

Regarding the emotional features, we consider several emotion
resources to increase the coverage of the emotion words in texts as
well to have a wider range of emotions in the analysis. Concretely,
we use EmoSenticNet [18], EmoLex [13], SentiSense [2], LIWC [25]
and Empath [4].
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Table 2: Results of the proposed model (EIN) vs. the base-
lines.

Method Precisionmacro Recallmacro Flmacro
News Articles
BOW+SVM 0.72 0.71 0.71
W2V+LR 0.70 0.70 0.70
LSTM 0.77 0.74 0.74
EIN 0.79 0.80 0.79
Twitter
BOW+SVM 0.60 0.56 0.57
W2V+LR 0.49 0.35 0.36
LSTM 0.65 0.54 0.56
EIN 0.61 0.59 0.60
: disgust despair
—&— News Articles calmness
o Twitter fear
anticipation
hate
anger
hope
ambiguous

trust
like

surprise

love

sadness
pos_emo

neg_emo

Figure 4: Best ranked features according to Information
Gain.

4.3 Experiments and Results

To validate the performance of our proposed model, we compared
it to a set of baselines: (i) BOW-SVM. It is based on a bag-of-words
representation with a SVM classifier. We test different classifiers,
and we choose SVM since it gives the highest result in the 10-fold-
Cross validation;

(if) W2V-LR. It is based on word embeddings where for each
input document we extract an average word embedding vector
by taking the mean of the embeddings for the document’s words.
Similarly, we test different classifiers and the Logistic Regression
classifier shows the best performance;

(iii) LSTM. The last baseline is the same as our neural architec-
ture but without emotional features: an LSTM layer followed by
attention and dense layers.

Table 2 summarises the performance of the proposed model and
compares it to those obtained by the several baselines. We report
macro-precision, recall, and F1. LSTM obtained the best perfor-
mance on the news articles dataset, whereas in Twitter there is a
different scenario: the BOW-SVM base- line shows a higher perfor-
mance with respect to LSTM. EIN results outperform the baselines
with a large margin, especially in the news articles dataset (around
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3% in Twitter and 5% in news articles). On Twitter the difference
between EIN and the best baseline is lower. Comparing the results
obtained by both EIN and LSTM, it is possible to appreciate that
emotional features allows for an improvement.

In Figure 4, we show the importance of the emotions in each
dataset. The figure shows that the emotion "joy” is the important
emotion to discriminate true from false information in both datasets,
followed by ”sadness” in Twitter data.

5 FAKE NEWS AT FRAGMENT LEVEL

We hypothesise that fake news articles may evoke more exaggerated
emotions at the beginning of their text than in the rest. Based on
that, we propose a fake news detection system that takes into
account the way emotional information flows in news articles. To
evaluate the performance of our model, we compare our model to
several state-of-the-art models.

5.1 Dataset

We built our dataset in two parts, training and test. For the training
part, we built a list of fake news Websites using a set of news Web-
sites’ lists that were annotated from a factuality perspective (fake or
real content): 560 domains from OpenSources.co (OS), 548 domains
from MediaBiasFactCheck.com (MBFC), and 227 domains from Poli-
tiFact? lists. We use Websites’ domains that were annotated in a
consistent way across the three lists; e.g. we discard domains that
are annotated as fake in OS list but real in MBFC list. The final list
contains 85 domains. Our approach is to project the domain-level
label onto the content of those domains. Thus, we sample randomly
a maximum of 100 articles per domain. On the other hand, for
the test part, we use leadstories.com, a fact checking Website in
which expert journalists annotated online news at article-level. We
scrape all the available articles in the Website, and in total we ob-
tain around 700 fake articles. For the real class, we sample around
1000 articles from the training part. Finally, we postprocess all the
articles by discarding very short articles (less than 30 words).

5.2 Model

Giving a news article, we split it into N segments based on equal
number of words. We extract a vector of length 23 features out
of each segment. These features are emotions [13], sentiment [13],
morality [8], imageability*, and hyperbolic words [1]. We feed the
article’s vectors to a Bidi- rectional Gated Recurrent Unit (Bi-GRU)
neural network to learn the flow of these features in the article.
The topic of a news article is important to be associated with the
extracted emotional information: e.g. a fake news article about
Islam or Black people likely triggers fear and a negative sentiment.
On the other hand, a fake news that is in favor of a politician will
trigger more positive emotions and some overstatements. We use a
Convolutional Neural Network (CNN) to extract important topic
words from the text fragments. After applying CNN on the text
fragments, we concatenate the output of each text fragment with
its emotional feature vector to learn their joint interaction. After
this, we feed them to a dense layer and then we apply a dot product

Shttps://www.politifact.com/article/2017/apr/20/politifactsguide- fake-news-
websites-and-what-they/
4https://github.com/ytsvetko/metaphor/imageability
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Table 3: Results on the collected dataset. A star (*) indicates
a statistically significant improvement of FakeFlow over the
referred model using the Mc- Nemar test.

Method Precision Recall Filmacro
Majority Class 0.35 0.59 0.37
Horne & Adali, 2017 [10] 0.75 0.78 0.80
BERT CLS 0.84 0.82 0.82
FakeNewsDetector 0.86 0.86 0.86
BERT LSTM 0.89 0.89 0.89
LSTM 0.86 0.91 0.90
CNN 0.89 0.89 0.91
Rashkin et el., 2017 [23] 0.92 0.92 0.92
EIN 0.94 0.93 0.93*
HAN 0.94 0.94 0.93*
FakeFlow 0.93 0.97 0.96
10 Fear

2 4 6 8 10

Figure 5: The flow of Fear emotion in fake (») and real (o)
news articles in a percentage.

operation between the output of this step with the output of the
Bi-GRU layer. Finally, we apply dense and softmax layers.

5.3 Experiments and Results

Baselines. To evaluate our model, we propose different baselines:
(i) LSTM and CNN; (ii) two BERT-based [3] baselines, one using the
CLS BERT token and the other using the output of the BERT layer of
each token in another LSTM; (iii) state-of-the-art models: [10], Fak-
eNewsDetector, [23], and our model that was proposed in Section
4; (iv) HAN [28] which is a Hierarchical Attention Networks model
that has two levels of attention mechanisms: word and sentence-
level attentions. The model splits a document into sentences (splits
on dots), and starts learning the sentences’ representation from
words.

Results. Table 3 presents the results of our model comparing
them with those obtained by the baselines. For the N parameter of
our model, we tested several numbers of fragments on the valida-
tion set and it turns out that 10 gives the highest macro F1 value.
The results demonstrate the effectiveness of our proposed model
comparing to the rest of the baselines. Anyway, it has to be said that
the dataset has been compiled from multiple sources, sampling pos-
itive class instances from different data sources than the negative
class instances. As future work, it will be important to investigate
if the resulting classifiers recognise the class label or merely the
source distribution.

Finally, in order to illustrate the emotions distribution across the
documents segments, in Figure 5 we show how emotions such as
fear flow in real and fake news articles. The figure shows that fake
news start with a higher average value of fear that finally decreases.
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Table 4: Statistics of the PAN-AP-20 dataset for the shared
task on profiling fake news spreaders on Twitter.

Language Training Test Total
English 300 200 500
Spanish 300 200 500

6 PROFILING FAKE NEWS SPREADERS ON
TWITTER

In 2020 we addressed the problem of fake news detection from
the author profiling perspective, with the aim of profiling those
users that have shared some fake news in the past. In order to
prevent fake news from being propagated among online users, it is
important to identify possible fake news spreaders on Twitter. This
should help for their early detection and, therefore, for preventing
their further dissemination. A shared task on Profiling fake news
spreaders on Twitter was organised at the PAN lab.

6.1 Dataset

In order to discriminate authors that have shared some fake news
in the past from those that, to the best of our knowledge, have
never done it, we built a dataset of fake and real news spreaders.
The dataset consists of 500 authors for each of the two languages
(English and Spanish). The dataset for each language is balanced,
with 250 fake news spreaders and 250 real news spreaders. For each
author we retrieved her last 100 tweets via the Twitter API. Table 4
presents the statistics of the dataset.

6.2 Models

We compared the Emotionally-Infused Neural (EIN) net- work®
described in Sec. 4 with: (i) an LSTM that uses fast-Text” embeddings
to represent texts; (ii) a Support Vector Machine (SVM) with char
n-grams (size 2-6); (iii) an SVM with Low Dimensionality Statistical
Embeddings (LDSE)[22] to represent texts; (iv) a Neural Network
(NN) with word-grams (size 1-3); and (v) a Random prediction. We
represent each author in the dataset by concatenating her tweets
into one document and then we feed this document to the above
models.

6.3 Experiments and Results

In Table 5 we present the results. Whereas for the task of false infor-
mation detection the EIN model obtained better results than those
of the baselines (see Section 4), for profiling fake news spreaders
its performance, although better than the one of a simple LSTM
without emotional features, was not better than those obtained by
classical classifiers based on n-grams. Therefore, apart from the
tweets containing fake news (and that have been removed from the
dataset), the rest of tweets of fake news spreaders do not seem to
use emotions differently than the other authors. The lower perfor-
mance of EIN and LSTM is also likely due to the small size of the

Shttps://pan.webis.de/clef20/pan20-web/author-profiling.

®For Spanish, we use the Spanish Emotion Lexicon [24] to extract emotions from
tweets.

"https://fasttext.cc/docs/en/crawl-vectors.html
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training data that does not allow deep neural models to generalise,
and in line with in previous author profiling shared tasks [21]. The
results of Table 5 will be also compared with the state-of-the-art
results of the teams that participated in the shared task [19].

7 CONCLUSIONS AND FUTURE WORK

In this paper we showed how effective emotion-based deep learning
models may be for discriminating credible from non credible claims,
and for detecting false information, in news (also at fragment level)
and in Twitter. Finally, we applied one of the proposed models,
the emotionally-infused neural network, to address the problem
of profiling fake news spreaders in Twitter. As future work, we
aim at investigating a more effective way to consider emotional
information also for detecting fake news from the author profile
perspective.
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