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ABSTRACT

In this article, we introduce how eye-tracking technology might
become a promising tool to teach programming skills, such as de-
bugging with ‘Eye Movement Modeling Examples’ (EMME). EMME
are tutorial videos that visualize an expert’s (e.g., a programming
teacher’s) eye movements during task performance to guide stu-
dents’ attention, e.g., as a moving dot or circle. We first introduce
the general idea behind the EMME method and present studies that
showed first promising results regarding the benefits of EMME to
support programming education. However, we argue that the in-
structional design of EMME varies notably across them, as evidence-
based guidelines on how to create effective EMME are often lacking.
As an example, we present our ongoing research on the effects of
different ways to instruct the EMME model prior to video creation.
Finally, we highlight open questions for future investigations that
could help improving the design of EMME for (programming) edu-
cation.
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1 INTRODUCING THE CONCEPT OF EMME

Nowadays, online tutorials in which programmers show how to
perform a task (e.g., how to use a debugger) are rapidly spread-
ing on platforms such as YouTube, Coursera or Khahn Academy.
These videos traditionally consist of screencasts with voice-overs
of the model’s (e.g., an expert teacher’s) narration that explain how
they perform the task [Kefalas and Stamatopoulou 2018]. From
educational research, we know that learning by observing a knowl-
edgeable model is a powerful way of learning [Renkl 2014]; [van
Gog et al. 2019].

New technological advances have the potential to enrich screen-
cast tutorial videos and foster learning. Eye trackers can detect
and display where people look over the course of time and have
recently become more affordable and easy to use. Eye Movement
Modeling Examples (EMME) make use of this technology to create
learning videos that display the teacher’s eye movements during
exemplary task performance to the learners [van Gog et al. 2009].
To create these videos, a programmer records his or her activities
on the screen, usually along with verbal explanations. Additionally,
an eye-tracking device continuously captures where the program-
mer looks on the screen at each moment in time. These two are
then combined to create the EMME: the screen-recording video
with a superimposed visualization of the recorded eye movements
(e.g., e.g., as moving dot, circle, or spotlight [Jarodzka et al. 2012];
[Jarodzka et al. 2013]. Figure 1 shows an exemplary screenshot of
an EMME that visualizes a programmer’s focus of visual attention
(fixations and saccades) during code debugging as a grey, moving
dot. In the subsequent section, we present the basic idea behind
using these eye-movement visualizations to foster learning and
outline empirical studies about the effectiveness of EMME in the
specific domain of programming research.
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Figure 1: Screenshot of an EMME video in which the model’s focus of visual attention during code debugging is displayed as

gray, moving dot (see red arrow).

2 WHY EMME MIGHT FOSTER LEARNING

While observing modeling examples is a powerful way of learn-
ing, it is important that both, the teacher and the learner attend to
the same objects at the same time and thereby establish a state
of so-called ‘joint attention’ (see e.g., [Butterworth and Jarrett
1991]], [Tomasello and Farrar 1986]). For instance, [Sharma et al.
2019] recently showed that when watching learning video about
programming in Massive Open Online Courses , higher levels of
student-teacher co-attention were associated with higher student
performance and motivation.

However, establishing joint attention between an expert acting
as the teacher and the inexperienced students can be challenging.
Various studies from expertise research reveal that experts pro-
cess information faster and more globally and can, hence, naturally
attend faster to more relevant task elements than novices (for exem-
plary reviews see [Reingold and Sheridan 2011] or [Sheridan and
Reingold 2017]). In line with this, eye-tracking studies from pro-
gramming research found that programmers with different levels
of expertise look at other code elements [Aschwanden and Crosby
2006]. For instance, more experienced programmers focus more on
complex statements [Crosby et al. 2002] but less on code comments
than less experienced programmers [Crosby and Stelovsky 1990]. In
a similar manner, expert teachers and novice learners might often
attend to different task elements in learning videos - especially
when the task contains a lot of complex, visual information (e.g.,
long, pre-written computer code that needs to be debugged).

In order to foster joint attention, expert models might try to
bridge the discrepancy in (visual) attention allocation through
verbal explanations. However, experts’ problem-solving processes
might often be automatized and therefore difficult to verbalize and
their actual explanations might not always be sufficient to guide
their students’ attention to the relevant task elements. In some
cases, for instance, the learners might not understand all terms

that an expert naturally uses (e.g., referring to an empty list when
referring to the ‘[ ]’-symbol in Python). Additionally, experts tend
to automatize some of their task-solving processes, often with-
out awareness [Samuels and Flor 1997]. This makes it difficult to
communicate these processes to beginners. In such cases, novice
learners might still experience severe difficulties trying to ‘catch
up’ with the expert model in the video.

Displaying the expert model’s eye movements in EMME might
help to guide the learners’ attention to the relevant task elements
and can clarify what the model is referring to in tutorial videos. In
the case in which an expert programmer talks about an empty list,
learners would additionally see that they look at the [ ]-symbol in
an EMME.

First findings from programming research reveal promising ef-
fects of displaying a task performer’s eye-movements to foster
learning and understanding. In the study of [Bednarik et al. 2018],
students saw a video in which an advanced programmer performed
a source-code comprehension task in a successful manner. The
videos displayed the programmer’s eye movements during task-
performance and included verbal explanations of another person.
These verbalizations didactically highlighted beneficial strategic
aspects of the programmer’s code reading behavior (based on the
block model of code comprehension of [Schulte 2008]). Learners
who watched these videos later showed better code comprehension
performance than learners who did not watch a video with eye-
movement displays and explanations. In another study by [Stein
and Brennan 2004], observing displays of a professional program-
mer’s eye movement - this time without any (didactic) verbaliza-
tions - helped other professional programmers to more efficiently
solve the same debugging tasks later. While these findings suggest
that displays of another task performer’s (here programmer’s) eye
movements can foster understanding, there are many unanswered
questions about how to design the most effective EMME tutorials.



Introducing Eye Movement Modeling Examples for Programming Education and the Role of Teacher’s Didactic

Guidance

3 DESIGN GUIDELINES TO CREATE
EFFECTIVE EMME: THE EXAMPLE OF
MODEL INSTRUCTIONS

Until now, the creation process of EMME videos varies notably
across studies - often with unknown effects on learning. We there-
fore argue that there is a need for empirical studies that investigate
ways to design effective EMME for (programming) education. As an
example, we now present our research on the effects of instructing
EMME models in different manners prior to their video creation:
When comparing different EMME studies, it is striking that the in-
structions that the models receive prior to creating the videos differ
substantially. In some studies, models received specific instructions
to explain their performance in a ‘didactic’ manner that is under-
standable for an audience with little prior knowledge [Jarodzka et
al. 2012]; [Jarodzka et al. 2013]. In contrast, models in other studies
received no instructions and therefore simply solved tasks in their
regular manner, i.e., naturally (e.g., [Litchfield et al. 2010; Stein and
Brennan 2004]). However, it was yet unknown whether and how
these different instructions affect EMME displays and students’
learning outcomes.

We recently conducted two empirical studies to investigate the
effects of using different model instructions (i.e., natural vs. didac-
tic) on EMME displays and learning. In our first study [Emhardt et
al. submitted], we explored whether and how programming experts
would alter their natural debugging behavior (i.e., eye-movements
and mouse clicks that are displayed in EMME) when being in-
structed to behave didactically. Additionally, we compared experts’
and novices’ regular debugging behavior to be able to draw con-
clusions about the direction of experts’ changes when behaving
didactically (becoming more or less similar to novices).

First, programming novices and experts debugged unknown,
short Python code snippets without any instruction (natural) while
verbalizing their thoughts. After solving each task, the group of
experts was additionally instructed to explain their solution in a
more didactic manner to a group of fictitious programming begin-
ners (instructions based on [Jucks et al. 2007]). We first compared
the eye and mouse movements of naturally behaving experts with
novices’ behavior and then investigated experts’ behavioral changes
when being instructed to behave didactically. Our results (details
described in Emhardt et al. [submitted]) showed that the behavior of
naturally behaving experts during debugging differed substantially
from that of novices. For instance, naturally behaving experts had
shorter fixations in the code area, made fewer transitions between
the code and the output area when updating the output informa-
tion, ran the code less frequently and showed significantly more
linear (approximately line-wise) code processing in comparison to
novices.

In a next step, we aimed to answer the question of whether ex-
perts’ non-verbal behavior becomes more similar to novices’ behav-
ior when behaving didactically. Indeed, experts’ eye movements and
mouse clicks substantially changed when they performed the task
didactically compared to naturally. Experts became more similar to
novices on measures that we associated with experts’ automatized
processes (i.e., having longer fixations in the code area, more tran-
sitions between code and output per click on the run button when
behaving didactically). One explanation might be that adaptation
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makes it easier for novices to follow or imitate the expert behavior.
In contrast, experts became less similar to novices for measures
associated with more strategic behavior when behaving didacti-
cally (i.e., even more linear code reading, even fewer clicks on run
button). We concluded that model behavior (natural vs. didactic)
strongly influences the characteristics of the EMME displays with
unknown effects on learning.

In a second study, we are currently investigating the effects of
displaying natural and didactic model behavior in EMME about
code debugging on student learning [Emhardt et al. in preparation].
Unexpectedly, preliminary analysis do not find effects of display-
ing these different kinds of model behavior on students’ video
understanding and later debugging performance. One possible ex-
planation for these findings is that the videos in both conditions
affect learners’ understanding to a similar extent, but presumably
through different mechanisms. While natural model behavior might
stimulate deeper reflection and insights into authentic expert behav-
ior, didactic EMME could ease understanding and could leave more
cognitive capacities to process relevant information. It is important
to note, though, that even thought we did not compare the general
effects EMME on learning (i.e., comparing learning with EMME
vs. regular tutorial videos) within our own studies as these effects
were already shown elsewhere (e.g., [Bednarik et al. 2018]). Our
preliminary finding that using different model instructions (natural
vs. didactic) did not to affect students’ learning with EMME videos
would provide researchers and practitioners with freedom to design
their tutorial videos with different kinds of model instructions.

4 CONCLUSION AND FUTURE RESEARCH
QUESTIONS FOR EMME RESEARCH

In this article, we introduced the concept of EMME and provided
a brief overview on why EMME are assumed to foster learning.
First studies have found promising results regarding the benefits of
learning with EMME, for instance in the domain of programming
education (e.g., [Bednarik et al. 2018]). However, we argue that
guidelines on how to create an effective EMME are often missing
and, therefore, EMME characteristics differ substantially across
studies. The effects of different EMME designs on learning are until
now mostly unknown. We argued that systematic investigations
on how to create effective design guidelines to create EMME are
therefore of high importance. To provide examples of such inves-
tigations, we outlined two of our recent empirical studies. These
studies focused on the effects of instructing EMME models to be-
have in a didactic, learner-focused manner on EMME displays and
learning [Emhardt et al. submitted]; [Emhardt et al. in prepara-
tion]. We found that the characteristics of EMME displays (i.e., the
displayed mouse and eye movements) change substantially with
model instruction. However, preliminary results of our subsequent
study indicate that the displayed model behavior (natural vs. didac-
tic) does not affect programming learning. Future studies should
generalize these findings to a broader variety of task materials
and situations. In this context, they could investigate the effects
of learners’ prior knowledge levels on learning with EMME that
display natural or didactic model behavior. In addition, future stud-
ies could explore the effects of other design choices when creating
EMME, such as the type of eye movement visualizations (i.e., the
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effects of using a moving dot, circle, heat map or spotlight that blurs
out the rest of the screen, see e.g., [Jarodzka et al. 2012]). Finally,
future studies could aim to adopt the EMME method in more au-
thentic educational practices. Could EMME, for instance, be useful
for self-study purposes at home, as addition to students’ regular
programming classes or could they even enrich programming lec-
tures? We hope that this overview article inspires programmers
and programming teachers to consider eye-tracking technology,
and EMME in particular, as promising educational tool and topic
of future investigations.
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