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S U M M A R Y
We present a novel approach for imaging global mantle discontinuities based on full-waveform
inversion (FWI). Over the past decades, extensive research has been done on imaging mantle
discontinuities at approximately 400 and 670 km depth. Accurate knowledge of their topogra-
phy can put strong constraints on thermal and compositional variations and hence geodynamic
modelling. So far, however, there is little consensus on their topography. We present an ap-
proach based on adjoint tomography, which has the advantage that Fréchet derivatives for
discontinuities and measurements, to be inverted for, are fully consistent. Rather than working
with real data, we focus on synthetic tests, where the answer is known in order to be able to
evaluate the performance of the developed method. All calculations are based on the commu-
nity code SPECFEM3D GLOBE. We generate data in fixed 1-D or 3-D elastic background
models of mantle velocity. Our ‘data’ to be inverted contain topography along the 400 and
670 km mantle discontinuities. To investigate the approach, we perform several tests: (i) In
a situation where we know the elastic background model 1-D or 3-D, we recover the target
topography fast and accurately; (ii) The exact misfit is not of great importance here, except
in terms of convergence speed, similar to a different inverse algorithm and (iii) In a situation
where the background model is not known, the convergence is markedly slower, but there is
reasonable convergence towards the correct target model of discontinuity topography. It has to
be noted that our synthetic test is idealized and in a real data situation, the convergence to and
uncertainty of the inferred model is bound to be larger. However, the use of data consistent
with Fréchet kernels seems to pay off and might improve our consensus on the nature of
mantle discontinuities. Our workflow could be incorporated in future FWI mantle models to
adequately infer boundary interface topography.

Key words: Computational seismology; Global seismology; Mantle discontinuities; Fréchet
derivatives; Inverse problem.

1 I N T RO D U C T I O N

The Earth’s mantle has extensively been studied using seismolog-
ical and mineral physics data as well as geodynamic modelling.
Comprehending mantle processes is central to our understanding
of planetary evolution. Seismology has clearly played a key role
in imaging mantle structure using body and surface waves, normal
modes as well as ambient noise (e.g. Dziewoński & Anderson 1981;
Ritsema et al. 2011). Mantle processes are strongly influenced by
global discontinuities (e.g. Tackley et al. 1994), which are observed
consistently in seismic data. Their importance is paramount as
they determine how mantle evolution develops. Many seismological

studies try to infer clear images of these discontinuities, but broad
consensus is still lacking (e.g. Meier et al. 2009). In this study, we
propose a new approach based on full-waveform inversion (FWI),
which may improve the consensus on the nature of mantle discon-
tinuities.

Images of seismic wave speeds and density show that the mantle
can be separated into two major parts. The boundary between upper
and lower mantle is a complex transition zone whose boundaries
are identified as global discontinuities at depths around 410 and
660 km (e.g. Shearer 2000; Deuss 2009). The reference depths of
the discontinuities are hereinafter denoted as 400 and 670 km, since
these correspond to PREM (Dziewoński & Anderson 1981), which
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is our chosen reference model. The discontinuities are identified by
abrupt (instead of gradual) increases in wave speeds in the radial
direction and density.

Mineral physics predicts major phase changes in mantle min-
eralogy, which roughly correspond to these depths. The transition
from olivine to wadsleyite takes place at a depth of approximately
400 km (Akaogi et al. 1989; Katsura & Ito 1989), coinciding
with the observed seismic discontinuity. The discontinuity around
670 km depth coincides with a transformation from ringwoodite
to perovskite and magnesiowüstite (e.g. Shearer 1990; Helffrich
1999; Frost 2008). Ringwoodite results from a transformation of
wadsleyite at about 520 km depth. A seismic discontinuity has
also been reported at this depth (e.g. Shearer 1990, 1996), al-
though its existence as a global feature is not unequivocal (Bock
1994).

Topographic changes of individual discontinuities is their most
interesting feature because it is a manifestation of lateral changes in
temperature and composition that forces mineralogical transforma-
tions to happen at varying depths (e.g. Helffrich 1999). To access
this information, it is necessary to resolve the discontinuity struc-
ture with sufficient accuracy in order to establish connections with
localized thermal and compositional variations.

Much effort has been put into imaging the topography of mantle
discontinuities by using seismic body waves such as SS, PP and P’P’
precursors at long periods (usually between 15 and 75 s, e.g. Shearer
1991; Shearer & Masters 1992; Benz & Vidale 1993; Shearer 1993;
Estabrook & Kind 1996; Flanagan & Shearer 1998; Xu et al. 1998;
Gu & Dziewonski 1998; Flanagan & Shearer 1999; Shearer et al.
1999; Gu & Dziewonski 2002; Gu et al. 2003; Chambers et al. 2005;
Schmerr & Garnero 2006; Houser et al. 2008; Lawrence & Shearer
2008). Near surface conversions of compressional and shear waves
have been used to infer the local discontinuity depth using receiver
functions. P-to-S conversions have been used in many studies (e.g.
Vinnik 1977; Paulssen 1988; van der Lee et al. 1994; Chevrot et al.
1999; Lebedev et al. 2003; Lawrence & Shearer 2006; Andrews
& Deuss 2008; Tauzin et al. 2013; Bonatto et al. 2013; Gao &
Liu 2014; Jenkins et al. 2016), as well as S-to-P conversions (e.g.
Lawrence & Shearer 2006; Tauzin et al. 2008). ScS reverberations,
higher order surface waves and ambient noise are other data types
used for imaging mantle discontinuities (e.g. Revenaugh & Jor-
dan 1991c; Meier et al. 2009; Poli et al. 2012; Haugland et al.
2019).

The most commonly used and convenient data type for global
studies are the precursors to once surface reflected S waves. They
precede the SS wave, travelling similar paths, but instead of reflect-
ing at the earth’s surface, SS precursors bounce from the under-
side of the 400 and 670 km discontinuities. The bounce points are
thought to concentrate most of the sensitivity and cover many areas
on the globe, including large oceanic regions, which are otherwise
difficult to sample. When it comes to data selection, despite their
suitability due to good global data coverage, a major issue with SS
precursory phases is their low amplitudes, often found to be below
noise levels. To enhance signal-to-noise ratio stacking and geo-
graphical cap averaging, based on midpoints location, is employed
(e.g. Flanagan & Shearer 1998, 1999; Deuss 2009). Bounce points
are roughly located half-way between source and receiver along the
great circle path. Due to the similarity of the two reflection legs of
SS and its precursors, it is generally assumed that their traveltime
differences are mainly sensitive to the depth variation of the corre-
sponding discontinuity at this particular bounce point. In reality the
traveltime difference between SS and its precursors also depends on
the wave speed along the predicted ray paths. To account for this,

researchers correct for the velocity structure using an existing shear
velocity model along the ray paths and the inference of discontinuity
variations beneath each bounce point is made using linearized ray
theoretical expressions. There have been studies (e.g. Gu et al. 2003;
Lawrence & Shearer 2008; Kustowski et al. 2008) that performed
joint inversions for both, namely wave speeds and discontinuities,
simultaneously. However, the joint inversions in these studies were
based on using ray theoretical sensitivity kernels instead of finite-
frequency ones, or by linearly correcting for wave speed structure.
This has been shown to decrease resolution of the resulting images,
due to complex wave effects which are non-negligible.

A comparison of different global topography maps using this
linearized methodology shows considerable discrepancies. Some
pictorial examples of observed dissimilarities can be found in Meier
et al. (2009) and Deuss (2009), which probably are due to different
model choices for traveltime corrections and limitations to seismic
ray theory itself.

In an effort to explain this, theoretical and modelling studies
showed that traveltimes of underside reflections, such as SS or PP
precursors, present considerable sensitivity off the ray path (Neele
et al. 1997; Chaljub & Tarantola 1997; Zhao & Chevrot 2003;
Dahlen 2005; Lawrence & Shearer 2008; Liu & Tromp 2006; Deuss
2009; Bai et al. 2012; Koroni et al. 2017, 2019). Ray theory is
therefore not suitable for mapping discontinuity topography with
such data. Additionally, effects of topography and shear wave speed
are non-additive for traveltime residuals of SS precursors (Koroni
& Trampert 2016).

In a different approach, Meier et al. (2009) derived maps of
the 400 and 670 km topography using a data set of higher mode
surface waves together with neural networks in a joint inversion
for discontinuity topography and a three-layered, averaged shear
velocity model. Their non-linear Bayesian inversion scheme allowed
them to properly account for the trade-off between the parameters
and obtain error bars for the derived models.

In this study, a new methodology, based on FWI, is investigated
for imaging topography. The main objective of the current paper is to
establish whether FWI is suitable for imaging global discontinuities,
and under which conditions. We focus on the mantle transition zone
boundaries and conduct synthetic experiments based on a gradient
descent optimization method. To the best of our knowledge, this
method has so far not explicitly been developed or applied to mantle
discontinuities. The essential ingredient of the presented approach is
using Fréchet sensitivity kernels with respect to internal boundaries
(e.g. Tromp et al. 2005; Dahlen 2005; Liu & Tromp 2008) computed
using the adjoint method (e.g. Patera 1984; Talagrand & Courtier
1987; Tromp et al. 2005; Fichtner et al. 2009; Fichtner 2010).
These sensitivity kernels have been used in the past for sensitivity
analysis by Liu & Tromp (2008) and Koroni et al. (2017, 2019),
but, to date and to our knowledge, they have never been used for
inversions of discontinuity structure. FWI allows us to extract much
more accurate information from the waveforms leading to a better
treatment of the inherent non-linearity between observed data and
model parameters and, hence, better models.

The methodology aims to improve resolution imaging of mantle
transition zone boundaries, using waves interacting with internal
interfaces. This approach can be incorporated in future FWI models
for mantle and discontinuity structure and/or can be used to improve
current high resolution models of earth’s mantle on global and/or
continental scales (e.g. Fichtner et al. 2013, 2018; Bozdağ et al.
2016).

The following sections give a description of the synthetic data
generated, the methods adopted for FWI for mantle discontinuities,
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our results regarding the various tests and, finally, the main con-
clusions drawn from the experiments. The results are discussed in
the context of global FWI and comments on the selected iterative
optimization method are made with some suggestions for future
work.

2 M E T H O D S

2.1 Forward modelling and synthetic data

We use a spectral-element method for simulating numerical wave
propagation to obtain exact, noise-free seismograms for various
earth models. The experiments presented require ‘observed’ and
‘synthetic’ data sets for comparison. These data sets are created
by using an open-source, community developed spectral-element
code, that is SPECFEM3D GLOBE (Komatitsch & Vilotte 1998;
Komatitsch & Tromp 1999, 2002a,b,c). We use two earth mod-
els: the 1-D velocity model PREM (Dziewoński & Anderson 1981)
and the 3-D velocity model S20RTS (Ritsema et al. 1999) plus
CRUST2.0 (Bassin et al. 2000) to obtain the starting ‘synthetic’
data in 1-D and 3-D, respectively. By adding topography models
of the 400 and 670 km discontinuities (Meier et al. 2009) to these
models, the ‘observed’ data set with lateral variations along the
discontinuities is created. The topographic models have a lateral
resolution of spherical harmonic degree eight and are scaled to
±30 km peak to peak. This peak-to-peak amplitude is chosen by
reported uncertainty existing in current models. Mostly both dis-
continuities are varying in depth by ±20 km, however, sometimes
the reported variation can reach ±40 km, as mentioned by (Meier
et al. 2009).

The experimental setup is equal to that in Koroni & Trampert
(2016), consisting of twelve equally spaced events along the equa-
tor and 6211 randomly chosen stations in a distance range of
110◦−160◦, leading to a set of well distributed 6211 SS bounce
points. It should be kept in mind that this is an unusually even data
distribution and a realistic, much sparser data coverage will plague
real data applications. The earthquake source is a pure shear strike
slip of a moment magnitude equal to 7.9. The source time function
has a duration equal to 60 s, which is chosen as pre-smoothing
for the sensitivity kernels. The dominant period of the synthetics
is between 25 and 150 s, a range chosen in conventional studies
using the SS precursors for discontinuity topography inference (e.g.
Deuss 2009). Both ‘observed’ and ‘synthetic’ data are filtered using
a bandpass between 4 and 45.4 mHz. The same filter is applied to the
adjoint sources. To further idealize forward modelling, certain earth
properties that in general affect seismograms, are switched off dur-
ing the simulations. Attenuation, self-gravitation, earth’s ellipticity
and rotation, as implemented in the spectral-element code (Ko-
matitsch & Tromp 2002b), are not taken into account here as they
will affect ‘observed’ and ‘synthetic’ data differently. Therefore,
obtained seismograms for models with and without topographic
variations differ only due to topography and the observed misfit can
directly be interpreted as a result of it.

2.2 Misfit functionals and adjoint sensitivity kernels

To measure differences between ‘observed’ and ‘synthetic’ data,
two misfit functions are used, namely a classical waveform L2 norm
misfit (WF) and a cross-correlation traveltime least-squares mis-
fit (CC). The misfit functional chosen for calculating differences
between real and synthetic data determines the adjoint kernels and

Figure 1. Right-hand panel: CC misfit kernel for the 400 km discontinuity
for a given event and all stations. The kernel has units of s−2·km−2. Left-
hand panel: for the same event and station, now using the WF misfit. The
units of this sensitivity kernel are seconds. Note the overall difference in
pattern as well as the different units.

hence the way in which model parameters are sensed by the data. By
calculating the gradient of the misfit functions using adjoint meth-
ods with respect to boundary parameters (Dahlen 2005; Tromp et al.
2005; Liu & Tromp 2006), the initial models can be updated within
an iterative optimization scheme.

The misfit between ‘observed’ and ‘synthetic’ data is done over
narrow time windows around the predicted arrivals of SS precursors.
They are centered at predicted arrival times which are obtained using
the TauP software Crotwell et al. (1999) and PREM as a background
model. The width of time windows is set to 40 s, 20 s at either side
of the predicted precursor arrival. A cosine taper of 20 per cent is
utilized to isolate the phases.

The cross-correlation misfit is expressed as (Luo & Schuster
1991; Marquering et al. 1999; Dahlen et al. 2000; Tromp et al.
2005; Fichtner 2010):

χCC (m) = 1

2

N∑
r=1

[T r
obs − T r

syn]2, (1)

where ‘obs’ and ‘syn’ denote the observed and synthetic data (with
and without topography, respectively), r denotes the single receiver
where each measurement is made, m stands for the model, N is the
total number of stations and CC denotes a cross-correlation travel-
time misfit. The gradient of the misfit function due to a traveltime
perturbation is given by:

δχCC (m) =
N∑

r=1

[T r
obs − T r

syn]δT r
syn, (2)

The cross-correlation traveltime perturbation measurement is given
by the expression:

δT r
syn = 1

Nr

T∫

0

wr (t)∂t ui (xr, t)δui (xr, t)dt, (3)

where wr(t) denotes the time window around the selected precursor
phase and u represents the displacement field. The normalization
factor Nr is given by:

Nr =
T∫

0

wr (t)ui (xr, t)∂2
t ui (xr, t)dt. (4)

The corresponding CC misfit adjoint source per component i is then
given by:

f †
i (xr, t) = 1

Nr
wr (T − t)∂t ui (xr, t)δ(x − xr ). (5)
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Figure 2. This flowchart describes the basic steps taken for each of the iterations shown here, in order to obtain a single model update for the mantle
discontinuities. The last step of the workflow where one should decide whether there is sufficient convergence has two options: stop inversion or recalculate
adjoint forces based on the new model update and initial model new misfit measurements.

The waveform misfit is given by the expression (Tromp et al. 2005):

χW F (m) = 1

2

N∑
r=1

∫ T

0
||usyn(xr , t, m) − dobs(xr , t)||2dt. (6)

The gradient of this misfit function is then:

δχW F (m) =
N∑

r=1

∫ T

0
[usyn(xr , t, m) − dobs(xr , t)]

× δu(xr , t, m)dt. (7)

The adjoint source vector for the WF misfit in the time window
around the selected SS precursor is then:

f†(t) = usyn(xr , t, m) − dobs(xr , t). (8)

The above expressions relate to a single earthquake and are called
event kernels. They are summed over all events to obtain the total
misfit kernel (Tape et al. 2007).

The expression relating the gradient of the total misfit to boundary
changes is given by:

δχ =
∫

�SS

Khδ ln h(x)d2x, (9)

where �SS denotes internal solid-solid 400 or 670 km discontinuity
surface and h is the radius of the discontinuity.

Various definitions of misfit lead to sensitivity kernels which are
sensing the model quite differently. An example of how sensitivity
kernels differ due to various misfits is shown in Fig. 1. The example
shows a single station event kernel for the S400S precursor window.
The reader will note that not only are the units different, the overall
kernels are in fact incomparable. Comparisons of various misfit
functionals and their corresponding kernels have been shown by
Bozdağ et al. (2011). Despite the overall differences, the final model
updates for either misfit should lead to models that can explain the
data equally well.

It is essential that the misfit kernels are smoothed prior to using
them for a model update. This is done in order to reduce high am-
plitude contributions at the locations of sources and receivers and
to filter small-scale structural changes that are not resolvable by our
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data. Not performing smoothing could introduce artefacts in the
models. Usually a Gaussian smoothing is applied, but in this study,
smoothing is performed by projecting the boundary misfit kernels
onto a low degree spherical harmonics expansion up to degree 20.
The target model is also expanded to degree 20, but has an effective
resolution of degree eight (Meier et al. 2009). Since our synthetic
data set consists of global and evenly distributed sample points (SS
precursor bounce points), smoothing by a low degree spherical har-
monic expansion should be adequate without introducing spatial
bias. It should be kept in mind however that in real data applications
uneven data layout may bias this approach (Trampert & Snieder
1996). Another advantage of an expansion based smoothing func-
tion is a reduced size of the gradient that is more manageable for
numerical optimization and resolution analysis as described in (e.g.
Fichtner & Trampert 2011a,b).

2.3 Iterative optimization using a steepest descent
algorithm

We have chosen the steepest descent algorithm (referred to as SD
hereinafter) to iteratively update the discontinuity structure. The
starting models for upper-mantle discontinuity topography are set
to zero, meaning that the 400 and 670 km discontinuities are flat at
the beginning of the imaging process.

The step length α required at every iteration is chosen based on
trial and error. We performed spectral comparisons between po-
tential new models and target models and chose the value of α

corresponding to the highest correlation and amplitude ratio, in
order to speed up convergence. We note that techniques for esti-
mating the optimal step length are needed when using real data
or even more elaborate optimization schemes (Nocedal & Wright
2000). In the Appendix, we provide details on how the model is
updated for SPECFEM3D GLOBE based on the generic algorithm
below.

Algorithm 1 Steepest descent

1: k ← 0
◦ Initial topography model is:
m0 = 0 (flat discontinuities with zero depth variations)
◦ Compute the search direction:
pk = - δm χ (mk)
(the search is on the negative gradient direction)
◦ Update the model:
mk+1 = mk + αk pk

where αk is a real constant and must ensure that:
χmk+1 < χmk

k ← k+1

In all experiments, the 1-D (PREM) or 3-D (S20RTS+
CRUST2.0) elastic background models remain unmodified and only
the 400 or 670 km topography is updated. Therefore, the are no up-
dates of the model for the velocity or density variations.

Five iterations are performed for experiments using the cross-
correlation misfit, while four iterations are performed for the wave-
form misfit, which seems to converge faster.

The number of adjoint simulations depends on the number of
events. Each misfit gradient requires twelve forward and adjoint
simulations per misfit function (CC or WF) and per precursor win-
dow (S400S or S670S). The misfit is calculated on transverse compo-
nents only, as the signal-to-noise ratio of the precursors is too low

on radial and vertical components. The adjoint forces are calcu-
lated for all displacement components. All computations are done
using 600 CPUs. A brief flowchart of our workflow is shown in
Fig. 2.

3 R E S U LT S

3.1 Retrieval of topography in a fixed elastic 1-D
background model

The ‘observed’ data are calculated in PREM plus a target topog-
raphy, while ‘synthetic’ data are calculated in PREM plus the up-
dated topography. The starting model for the iterations is PREM
only with no discontinuity topography. We present visual com-
parisons of the models for a qualitative assessment of the in-
version. For a more quantitative comparison, as our models are
parametrized on spherical harmonics, we evaluate the correlation
between target and update model as well as the RMS amplitude
ratio of target over updated model per spherical harmonic de-
gree.

3.1.1 Cross-correlation misfit

The left column of Fig. 3 displays the smoothed gradients using CC
misfits measured in S400S time windows. The first gradient calcu-
lation at iteration number zero (it #0) is in the PREM background
model and gives the first model update for the 400 km discontinuity,
as shown in the same figure, second column (m1).

Fig. 4 displays the updates of the 670 km topography model us-
ing misfits measured in S670S windows. Each iteration provides two
separate model updates, one for the 400 km and one for the 670 km
discontinuity, which are then used together for the calculation of
the new synthetics. The new synthetics are compared once again to
the ‘observed’ data, which of course remain unaltered. This proce-
dure is continued until no significant improvement is observed in
the model updates compared to the previous iteration. The misfit
reduction for this first experiment, for both time windows is shown
in Fig. 5. The total misfit reduction is approximately 71 per cent
for the 670 km topography model and 66 per cent for the 400 km
discontinuity.

For more quantitative comparisons, we show correlation coeffi-
cient and RMS amplitude ratios per spherical harmonic degree.
The plots for correlations are shown in Figs 6(a) and (b) and
the RMS amplitude ratios are displayed in Figs 7(a) and (b) for
the 400 and 670 km discontinuity, respectively. The correlations
per spherical harmonic degree increase as the iterations proceed.
Similarly, the amplitude ratios converge to the optimal value of
one.

We observe that the improvement from model m4 to m5 is modest.
This indicates that the algorithm has converged towards a model
that is close to minimizing the misfit in the selected data window.
Another observation is that the inference of 670 km topography
model, judging from the spectral comparisons, seems better than
that for the 400 km discontinuity topography.

3.1.2 Waveform misfit

We now repeat the previous experiment, but in this case a wave-
form misfit function is used, instead of a cross-correlation mis-
fit. The smoothed gradients corresponding to the waveform misfit
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FWI for global discontinuities 1503

Figure 3. Successive smoothed boundary misfit kernels (left-hand column) per iteration for a cross-correlation misfit in a 1-D elastic background model. The
misfit is measured in the S400S time windows. The units of the boundary misfit kernels are s−2·km−2. In the right-hand column, the five successive model
updates for the 400 km discontinuity are shown. The target model is shown to the right of the last update.

measurements are displayed in the left hand side of Figs A1 and A2
for the two data windows, respectively. The model updates derived
using these kernels are shown in the second column of the respec-
tive figures. While the gradients exhibit large differences compared
to those derived using cross-correlation misfits (Figs 3 and 4), the
updated models vary much less in the end. This stems from the
variable sensitivity of the different misfit functions. The inferred
target models, however, are encouragingly good for both misfit
functions.

The misfit reduction for the waveform misfit is shown in
Fig. 8. We see that the iterations converge, but do not signifi-
cantly improve during the last two iterations. The waveform mis-
fit seems to converge slightly faster than the cross-correlation
misfit. That is why one iteration less was performed. The total
misfit reduction for the 400 km topography updates is approx-
imately 81.8 per cent and that for the 670 km discontinuity is
around 74.6 per cent. The spectral comparisons are shown in Figs 9
and 10.

It is worth noting that the waveform information leads to a
faster reduction of the misfit, as it takes into account amplitude
and phase of the precursors. However, this may be challenging in
real data applications where the conditions are not as idealized
as here, since the non-linearities are larger for waveform misfits.
When comparing the misfit reduction for CC and WF misfits, we
note that the ‘400 km’ windows present larger misfit reductions
than the ‘670 km’ case, however the 670 km discontinuity is better
retrieved.

Already after the first update (m1), the correlation per spherical
harmonic degree is quite high. Until the last iteration, both topog-
raphy models remain very similar to the target models. The RMS
amplitude ratios per spherical harmonic degree also rapidly con-
verge towards one. Once again, the final update for the 670 km
topography is closer to the target model than the 400 km disconti-
nuity. This is despite the higher percentage value of the misfit re-
duction for the 400 km discontinuity. Remember that the synthetics
are calculated using both topography models and, thus, the misfits
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1504 M. Koroni and J. Trampert

Figure 4. The same as in Fig. (3) but for the 670 km discontinuity.

Figure 5. Misfit reduction for cross-correlation measurements in a 1-D
elastic background model. The misfit reduction per iteration shows that the
inversion converges towards the target models used to create the ‘observed’
waveforms. The misfit reduction is about 71 per cent for the 670 km and
66 per cent for the 400 km discontinuity. The units of the misfit values
are s2.

are influenced by both as well, since precursory waves interact with
both discontinuities on their way to the receivers.

3.2 Retrieval of topography in a fixed 3-D elastic
background model

We will now report on the retrieval of topography in a known 3-D
elastic background model, which is S20RTS+CRUST2.0. To cal-
culate the ‘observed’ data, S20RTS+CRUST2.0 plus our target
topography models are used. The ‘synthetic’ data are calculated
in S20RTS+CRUST2.0. Again, time shift misfit measurements
by cross-correlation are used. The models are updated using the
smoothed gradients shown on the left columns of Figs A3 and
A4. The model updates are shown on the right columns. The ini-
tial gradients (it #0) are obtained by measuring the misfit in the
same time windows as before, although now the elastic back-
ground model is characterized by 3-D lateral variations. Given
that the time windows around the precursors are 40 seconds
wide, it is assumed that the underside reflections are captured
correctly.

After five model updates, the target models of the 400 and 670 km
topography are successfully retrieved. The steepest descent algo-
rithm converges to a solution as shown by the misfit reduction
curves in Fig. 11. The percentage of misfit reduction is lower than
in the 1-D case. For S400S, the misfit reduction is 20.7 per cent,
while for S670S its value is 36.2 per cent. However, by looking at
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FWI for global discontinuities 1505

Figure 6. Correlation per spherical harmonic degree between the target
model and the retrieved models at a given iteration (m1, m2,..m5) using
cross-correlation measurements in a 1-D elastic background model for the
‘400’ discontinuity. Bottom plot is for the ‘670’ discontinuity.

Figure 7. Root-mean-square amplitude per spherical harmonic degree of
the target model over the retrieved models at a given iteration using cross-
correlation measurements in a 1-D elastic background model.

Figure 8. Misfit reduction for waveform measurements in a 1-D elas-
tic background model. The misfit reduction per iteration shows that the
inversion converges towards the target models used to create the ‘ob-
served’ waveforms. The misfit reduction is 74.6 per cent for the 670 km
and 8 1.8 per cent for 400 km discontinuity. The units of the misfit are
seconds.

Figure 9. Correlation per spherical harmonic degree between the target
model and the retrieved models at a given iteration using waveform misfit
measurements in a 1-D elastic background model.

Fig. 11, we see that the algorithm perhaps needs more iterations to
fully converge. This slower convergence compared to the 1-D case,
is clearly an imprint of the 3-D elastic structure. More complicated
wave scattering has an effect on the kernels, but because the 3-D
model is correct and the kernels are compatible with the structure,
eventually the non-linear optimization will converge towards the
correct target model.

The spectral correlations confirm this and are shown in Figs 12(a)
and (b). After each iteration the correlation progresses towards a
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Figure 10. Root-mean-square amplitude ratio per spherical harmonic de-
gree of the target model over the retrieved models at a given iteration using
waveform misfit measurements in a 1-D elastic background model.

Figure 11. Misfit reduction for cross-correlation measurements in a 3-D
elastic background model. The misfit reduction per iteration shows that the
inversion converges towards the target models used to create the ‘observed’
waveforms. The misfit reduction is about 36.2 per cent for the 670 km and
20.7 per cent for the 400 km discontinuity. The units of the misfit values
are s2.

high value close to one for all spherical harmonic degrees. The
RMS amplitude ratios are shown in Figs 13(a) and (b). The RMS-
amplitude ratios also slowly tend towards one.

3.3 Retrieval of topography in an unknown elastic
background model

This is probably the most realistic test: Can the topography models
be correctly inferred even though the background elastic struc-
ture is basically unknown? Thus far, our results suggest that

Figure 12. Correlation per spherical harmonic degree between the target
model and the retrieved models at a given iteration using cross-correlation
misfit measurements in a 3-D elastic background model.

Figure 13. Root-mean-square amplitude ratio per spherical harmonic de-
gree of the target model over the retrieved models at a given iteration
using cross-correlation misfit measurements in a 3-D elastic background
model.
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Figure 14. Misfit reduction for cross-correlation measurements in an un-
known elastic background model. The misfit reduction per iteration shows
that the inversion slowly converges towards the target models used to create
the ‘observed’ waveforms. The misfit reduction is about 28 per cent for the
670 km and 17 per cent for the 400 km discontinuity. The units of the misfit
values are s2.

Figure 15. Correlation per spherical harmonic degree between the target
model and the retrieved models at a given iteration using cross-correlation
measurements in an unknown elastic background model.

in a well-known background elastic model, either 1-D or 3-D,
SS precursor traveltimes lead to successful retrievals of 400 and
670 km topography models. However, it is usually the case that
the velocity model is inaccurate and does not fully represent the
data.

The whole experiment is once more performed and again based
on cross-correlation misfit measurements within the same time
windows around PREM arrivals of SS precursors. The ‘observed’
data are calculated in S20RTS+CRUST2.0 plus our target topog-
raphy. In the ‘synthetic’ data, we use PREM and keep it fixed.
This is probably quite a severe restriction, as in reality we would

Figure 16. Root-mean-square amplitude ratio per spherical harmonic de-
gree of the target model over the retrieved models at a given iteration
using cross-correlation measurements in an unknown elastic background
model.

know the earth model better than PREM. In this way, the gradi-
ents are based on measurements where the difference is not only
due to topography, but also contains the full 3-D elastic varia-
tions. Only boundary kernels are used for the updates. There-
fore, while topography models are introduced in the new syn-
thetic data at each iteration, the 3-D elastic variations remain
unmodelled.

Figs A5 and A6 show the smoothed kernels (left-hand side) and
corresponding model updates (right-hand side) at each iteration.
We observe that the steepest descent algorithm converges towards
the target topography model, albeit slower than in the cases of a
known background elastic model. The misfit evolution curves for
this test show indeed that there is convergence. However, the val-
ues of misfit reduction are much smaller than those in a known
1-D or 3-D elastic background (Fig. 14). The misfit reduction is
17.7 per cent for the 400 and 27.9 per cent for the 670 km discon-
tinuity data. We further see that the misfit values are also not close
to zero, despite that the inferred model resembles the target model
relatively well. This shows that the unmodelled 3-D elastic struc-
ture has a strong impact on the precursors, which is not properly
addressed.

The spectral comparison shows that, after five iterations, the
inferred models correlate quite well with the target topography
(Figs 15a and b). The correlation coefficient per spherical harmonic
degree is increasing towards one, however we see that it is slightly
lower than in the tests with known 1-D or 3-D background. In the
tests with a known background, we also noted that the 670 km dis-
continuity is better retrieved that the 400 km discontinuity. This
is only marginally true here, specifically, the overall correlation
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between target and model update m5 is 0.62 for the 670 km dis-
continuity, while it is 0.57 for the 400 km. The RMS amplitude
ratios shown in Figs 16(a) and (b) are revealing a similar picture.
The two discontinuity models perform equally well and the initial
updates were far from a good model in terms of amplitude. How-
ever, the overall amplitudes of model m5 are quite close to the
target model (RMS amplitude ratio of 1.13 for 670 km and 1.11 for
400 km).

The main result of this experiment is that SS precursors con-
tain sufficient information on the discontinuities and the topogra-
phy models can be obtained even without perfectly knowing the
background elastic model, provided we are using Fréchet boundary
kernels. These kernels capture essential sensitivity to the bound-
ary interfaces, although the unmodelled 3-D velocity effects have a
considerable impact on convergence.

4 C O N C LU D I N G R E M A R K S

We have shown that adjoint tomography is an appropriate tool for
imaging the topography of mantle discontinuities. Boundary sen-
sitivity kernels (e.g. Dahlen 2005; Tromp et al. 2005), just as the
volumetric ones are consistent with the measurements and therefore
will converge towards a less biased model (Valentine & Trampert
2015). Approximate kernels cannot deal with the non-linear trade-
off between elastic structure and topography (e.g. Bai et al. 2012;
Koroni & Trampert 2016). Our main conclusion, therefore, is that
SS precursors can retrieve depth variations of mantle discontinu-
ities using FWI. The reliability of this inference depends on several
factors specified below.

The main strength of adjoint tomography is that the kernels and
data are mutually consistent with the full physics of wave prop-
agation. The choice of measurements, therefore, has a profound
influence on the nature of the kernel (Bozdağ et al. 2011) as we
show as an illustration in Fig. 2. In a known background model,
the cross-correlation and waveform misfit kernels, both retrieve the
target topography model correctly, although the latter seems to con-
verge slightly faster. In the seismological community, in contrast
to the exploration one, the waveform misfit is not favoured due to
a higher non-linearity between model parameters and waveforms.
In a real data case, not as idealized as ours, waveform misfits are
therefore probably not ideal. It is very likely that a cross-correlation
misfit as a function of frequency or an instantaneous misfit are more
beneficial. The optimization scheme also has a big influence (No-
cedal & Wright 2000), but we have not explored this here. We only
used a basic and simple steepest descent method, where the strength
of the update is found by trial and error.

Many adjoint tomography practitioners favour a conjugate gra-
dient method (e.g. Fletcher & Reeves 1964) or a quasi-Newton
algorithm, with the most popular among them the limited memory
BFGS (Liu & Nocedal 1989). These methods exhibit faster conver-
gence because an optimal pre-conditioner is used. Examples of the
use of various numerical optimization techniques can be found in,
for example Fichtner et al. (2013), Afanasiev et al. (2016), Fichtner
et al. (2018), Bozdağ et al. (2016), Tape et al. (2010), Blom et al.
(2017), Simute et al. (2016) and Ermert et al. (2017).

In the case of a known elastic background model, 1-D or 3-D, the
non-linear optimization converges towards the correct target model,
although the convergence seems slower in the 3-D background.
Because kernels and data are mutually consistent and honour the
physics of the problem, the target model will always be retrieved.
When approximate kernels are used, due to the non-linearity of the

trade-off between 3-D structure and tomography, complete conver-
gence cannot be achieved (e.g. Bai et al. 2012; Koroni & Trampert
2016).

The most realistic case is probably the experiment where we
do not fully know the elastic background model. We have cho-
sen to look at the case where we know nothing about the 3-D
elastic structure, known to have large focusing and defocusing ef-
fects on the waveforms. We observe clear signs of convergence,
but the non-linear trade-offs between elastic structure and topog-
raphy cannot completely be compensated. Because kernels and
measurements are compatible, it seems that more information on
the topography is extracted than in the case of approximate ker-
nels (e.g. Bai et al. 2012; Koroni & Trampert 2016). The in-
ferred models, clearly have a strong resemblance to the target
model. A joint approach using data sensitive to elastic structure,
together with data more sensitive to topography, where one alter-
nates between 3-D structure and topography model updates, might
be worth considering, similar to joint inversions for source and
structure.

Although the convergence speed depends on the chosen misfit,
the 670 km discontinuity topography seems to be better recov-
ered than the 400 km one, using SS precursors. This is under-
standable when bearing in mind that for SS precursors, near the
bounce points, S670S is only strongly affected by the the 670 km
discontinuity, while S400S is affected by both. This has already
been noted before by just inspecting seismograms from direct cal-
culations in earth models with topography (Koroni & Trampert
2016).

For a real data inversion, where many factors can hinder the
experimental set-up, the situation is obviously not as clear-cut as
in our synthetic work here. First, the data coverage is bound to
be less ideal than assumed in this work, with vast areas remain-
ing unprobed by seismic data. Secondly, real data contain noise
and the precursors will probably be even less pronounced in the
waveforms. Many Earth properties we neglected will affect the
results presented here, such as attenuation and earthquake source
uncertainties. Incorporating processing techniques, which could en-
hance the precursor data, will surely be essential. Another option
will be to use data which have a strong sensitivity to the discon-
tinuities and are more easily observable, such as SSS, SSSS as
already noted by Koroni et al. (2017). A judicial choice of the
misfit function will also be essential. On the other hand, our knowl-
edge on the 3-D earth structure is evolving rapidly (e.g. Bozdağ
et al. 2016; Fichtner et al. 2018), meaning that we are probably
closer to the situation where the background elastic structure is
well known (and seismic sources are usually relocated in those
models as well). In that case, our topography modelling experi-
ments indicate that we should be able to extract robust informa-
tion on the topography from precursor or other data. This is pro-
vided that we combine high quality measurements with an optimal
numerical optimization algorithm and appropriate kernel smooth-
ing.
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Bozdağ, E., Peter, D., Komatitsch, M.L.D., Tromp, J., Hill, J., Podhorszki, N.
& Pugmire, D., 2016. Global adjoint tomography: first generation model,
Geophys. J. Int., 207, 1739–1766.

Chaljub, E. & Tarantola, A., 1997. Sensitivity of SS precursors to topography
on the upper-mantle 660-km discontinuity, Geophys. Res. Lett., 24(21),
2613–2616.

Chambers, K., Deuss, A. & Woodhouse, J.H., 2005. Reflectivity of the
410-km discontinuity from PP and SS precursors, J. geophys. Res., 110,
doi:10.1029/2004JB003345

Chevrot, S., Vinnik, L. & Montagner, J.-P., 1999. Global-scale analysis of
the mantle Pds phases, J. geophys. Res., 104(B9), 20 203–20 219.

Crotwell, H.P., Owens, T.J. & Ritsema, J., 1999. The TauP ToolKit: flex-
ible seismic travel-time and raypath utilities, Seismol. Res. Lett., 70,
154–160.

Dahlen, F., 2005. Finite-frequency sensitivity kernels for boundary topog-
raphy perturbations, Geophys. J. Int., 162, 525–540.

Dahlen, F.-A., Hung, S.-H. & Nolet, G., 2000. Fréchet kernels for finite
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A P P E N D I X

A1 Successive model updates

Figure A1. Successive smoothed boundary misfit kernels (left-hand column) per iteration for a waveform misfit in a 1-D elastic background model. The misfit
is measured in the S400S time windows. The units of the boundary misfit kernels are seconds. In the right-hand column, the five successive model updates for
the 400 km discontinuity are shown. The target model is shown to the right of the last update.
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Figure A2. The same as Fig. A1, but for the 670 km discontinuity.
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Figure A3. Successive smoothed boundary misfit kernels (left-hand column) per iteration for a cross-correlation misfit in a 3-D elastic background model.
The misfit is measured in the S400S time windows. The units of the boundary misfit kernels are s−2·km−2. In the right-hand column, the five successive model
updates for the 400 km discontinuity are shown. The target model is shown to the right of the last update.
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Figure A4. The same as for Fig. A3, but for the 670 km discontinuity.
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Figure A5. Successive smoothed boundary misfit kernels (left-hand column) per iteration for a cross-correlation misfit in a fixed 1-D elastic background
model. The data however are calculated in a 3-D elastic background model. This test simulates an unknown background model. The misfit is measured in
the S400S time windows. The units of the boundary misfit kernels are s−2·km−2. In the right-hand column, the five successive model updates for the 400 km
discontinuity are shown. The target model is shown to the right of the last update.
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Figure A6. The same as for Fig. A5, but for the 670 km discontinuity.

A2 Topography updates in SPECFEM3D GLOBE

SPECFEM3D GLOBE provides relative radius boundary kernels expressed as:

d ln hk = ln hk+1 − ln hk = ln
hk+1

hk
, (A1)

h stands for the radius of the model discontinuity, k is the iteration number. The update then becomes:

ln
hk+1

hk
= αpk, (A2)

where α is the step length and is a real positive constant and pk − δχk is the smoothed descent direction. SPECFEM3D GLOBE work with
absolute depth perturbations dz from the reference model, rather than radius perturbations, that is dh= –dz.

hk+1 = hPREM − dzk+1 (A3)

and

hk = hPREM − dzk (A4)

Eq. (A4) then becomes:

rPREM − dzk+1 = (hPREM − dzk) exp(αpk) (A5)

or

dzk+1 = hPREM − (hPREM − dzk) exp(αpk). (A6)

The reference depth for the perturbations is hPREM, that is 400 and 670 km. The resulting models consist of spherical harmonic coefficients
up to degree 20 that represent absolute depth perturbations with respect to the reference depth in PREM.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/226/3/1498/6189692 by guest on 15 D

ecem
ber 2021


