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Abstract
Understanding the mechanisms and properties of various transport processes in the electrolyte, porous electrode, and at the interface between
electrode and electrolyte plays a crucial role in guiding the improvement of electrolytes, materials and microstructures of electrode. Nanoscale
equilibrium properties and nonequilibrium ion transport are substantially different to that in the bulk, which are difficult to observe from ex-
periments directly. In this paper, we introduce equilibrium and no-equilibrium thermodynamics for electrolyte in porous electrodes or
electrolyte–electrode interface. The equilibrium properties of electrical double layer (EDL) including the EDL structure and capacitance are
discussed. In addition, classical non-equilibrium thermodynamic theory is introduced to help us understand the coupling effect of different
transport processes. We also review the recent studies of nonequilibrium ion transport in porous electrode by molecular and continuum methods,
among these methods, dynamic density functional theory (DDFT) shows tremendous potential as its high efficiency and high accuracy.
Moreover, some opportunities for future development and application of the non-equilibrium thermodynamics in electrochemical system are
prospected.
© 2020, Institute of Process Engineering, Chinese Academy of Sciences. Publishing services by Elsevier B.V. on behalf of KeAi Communi-
cations Co., Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Keywords: Nonequilibrium transport; Electrolytes; Porous electrodes; Dynamic density functional theory
1. Introduction

Developing excellent porous electrode materials and elec-
trolytes has attracted intense interest in improving the prom-
ising applications for energy storage and conversion, such as
supercapacitors and batteries [1–5]. Due to the advantages of
high power density, long cycling life and operational safety
[6], supercapacitors are very outstanding electrochemical
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energy storage devices with high power density, but limited by
the poor energy density, which is far less than that of batteries
[7–9]. Research on supercapacitors can be classified into two
categories based on their energy storage methods: electro-
chemical double layer capacitance (EDLC) [10–12], which is
originated from the EDL on the electrode surface, and pseudo-
capacitance [4,13], which results from the quickly reversible
Faradaic reactions on the surface of electrode. For a super-
capacitor, the energy density (E ) is calculated by:

E¼CU2

2
; ð1Þ

and the maximum power density is expressed as:
. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co.,

ecommons.org/licenses/by-nc-nd/4.0/).

http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:liancheng@ecust.edu.cn
mailto:hlliu@ecust.edu.cn
www.sciencedirect.com/science/journal/24680257
https://doi.org/10.1016/j.gee.2020.06.020
https://doi.org/10.1016/j.gee.2020.06.020
https://doi.org/10.1016/j.gee.2020.06.020
http://www.keaipublishing.com/gee
https://doi.org/10.1016/j.gee.2020.06.020
http://creativecommons.org/licenses/by-nc-nd/4.0/


H. Tao, C. Lian and H. Liu Green Energy & Environment 5 (2020) 303–321
Pmax¼ U2

4Re

: ð2Þ
Consequently, increasing the operation potential window

(U ) and the specific capacitance (C ), and reducing the
equivalent series resistance (Re) is feasible to improve the
energy density and power density of a supercapacitor. The
maximum operation potential window for the EDLC super-
capacitors depends substantially on the choice of electrolytes
such as aqueous electrolyte (0�1 V), organic electrolytes
(2.5–2.7 V) and ionic liquids (~4 V) [14]. The specific
capacitance for EDLC can be expressed as:

C¼ εrε0A

d
; ð3Þ

where εr is the relative permittivity of the medium in the EDL,
ε0 is the permittivity of the vacuum, d is the effective thickness
of the EDL (charge separation distance), and A is the specific
surface area of the electrode [15]. Therefore, the capacitance
mainly depends on the formation of EDL and the surface
properties of porous electrodes including porosity, shape,
dimension, and morphology [16–18]. Comparing with the
capacitors which store charge on the electrode surface, the
lithium-ion battery which stores charge in the bulk can provide
high energy density [19]. In the rechargeable battery, Li ions
transfer from the negative electrode to the positive electrode
when discharging, and reversely during charge. The transport
of Li ions in the porous electrodes and electrolytes, and at the
interface between electrode and electrolyte has a direct influ-
ence on the electrochemical performance of Li-ion battery,
especially for the power density.

Consequently, in order to develop advanced electrical
storage devices including both high-energy-density super-
capacitors and fast-power-delivery lithium-ion batteries, the
design of porous electrode materials requires large surface
area to facilitate charge transfer at electrolyte–electrode
interface as well as unique porous structures to enhance ion
transport from the electrolyte to the electrode surface. The
nanomaterials which typically have high surface-to-volume
ratio and short diffusion pathways provide an approach to
achieve high energy and power density simultaneously [5].
The chemical, structural, and morphological diversity of 0D to
3D nanomaterials including nanoparticles and quantum dots
[20–22], nanowires and nanotubes [23,24], graphene [25–27],
MXenes [28], metal organic frameworks [29–34], and aerogels
[35], allow us to create excellent porous materials for
designing advanced energy storage and conversion devices.
Developing nanostructured electrode architecture which is
favorable for both ion and electron transport is the key to
design new porous electrode materials. As a fundamental
process, ion transport in nanoscale system presents totally
different properties compared with that in bulk electrolyte,
which generally appears in confinement between or at the
electrode surfaces, having significant consequences in the
electrochemical performance. However, understanding the ion
transport confined in the nanostructured electrode and the
mechanisms and properties at the electrolyte–electrode
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interface precisely still remain a challenge, which limits the
development of storage energy applications. The ion transport
in porous electrode is a complex system that includes diffu-
sion, electrical migration, heat transfer, chemical reaction and
electrode process, which may be difficult to access in exper-
iments. Simulation models play a significant role in providing
guidance for the development of novel electrolytes, materials
and microstructures of porous electrode, in order to satisfy the
growing demands in energy density and power density for
different promising energy storage applications.

In this paper, we focus on exploring a comprehensive and
scientific understanding for the equilibrium structure and dy-
namic properties of electrolyte in porous electrode. Equilib-
rium thermodynamic-based simulations, including classical
density functional theory (CDFT), classical molecular dy-
namics (MD), Monte-Carlo (MC), mean-field theory (MFT)
and machine learning (ML) methods could be implemented to
study the EDL structures and capacitances in different elec-
trode geometries and electrolyte components. Linear non-
equilibrium thermodynamic theory is discussed to help us
understand non-equilibrium ion transport in porous electrode,
involving in Onsager reciprocal relation and linear response.
For the dynamic study in porous electrode, molecular
modeling like MD can provide detailed information, while
continuum modeling solves the system easily and quickly.
DDFT shows tremendous potential to be an alternative mul-
tiscale method to study the ion transport in porous electrodes
and optimize the materials and processes.

2. Equilibrium structure of electrolytes in porous
electrodes
2.1. Development of EDL theories
In an electrochemical process, EDL is a very important
concept, which describes the distribution of charged species at
the electrode–electrolyte interface [36]. As shown in Fig. 1, a
model established firstly by Helmholtz considers that the
opposite charges are equally distributed on both sides of the
interface, which is also the origin of “double layer”. Later, the
model is improved by Gouy and Chapman jointly, which is
called GC model for short. The core of GC model is to
introduce a new concept: diffusion layer. At the electrode–

electrolyte interface, the charge is strictly distributed on the
side of the electrode. On the electrolyte side, due to the
interaction between different ions, many charges will diffuse
to the bulk solution far away from the interface. However, the
charge in GC model is abstracted as a point, which is also a
common method in physics. When a large electrode potential
is applied, these abstracted “point charges” will be infinitely
compressed close to the electrode surface, which is deviated
from the actual situation. Therefore, Stern adds a Helmholtz
layer to the GC model, considering the ion size of the compact
layer in front of the electrode surface, and then get the GCS
model. The traditional EDL theory is described by Poisson-
Boltzmann (PB) equation, which treats the ions in the elec-
trolyte as point charges. However, for some systems with high
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Fig. 1. Development of the EDL model: (a) Helmholtz model, (b) Gouy-Chapman model, (c) Gouy-Chapman-stern model. (d) The Poisson-Boltzmann (PB) theory

can be developed by introducing the density functional theory to consider the volume exclusion of solution species in electrolyte.
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concentration or strong confinement, the size and interaction
force of the ions need to be considered, which can be
described by introducing the DFT.
2.2. Classical density functional theory (CDFT)
CDFT is an effective approach to obtain the equilibrium
properties of complex liquids [37]. For electrolyte systems,
CDFT can be used in the context of both primitive and non-
primitive models. In the primitive model, ionic species are
represented by charged particles while the solvent is described
as a dielectric continuum. A non-primitive model accounts for
all components in the electrolyte solution explicitly. For the
CDFT calculations, solution species are mostly described by
the coarse-grained models [38], in which ionic species are
considered as charged hard spheres while solvent molecules
are regarded as two tangentially connected spheres of opposite
charge. In the model system, the pair potential between any
two spheres/segments (i and j ) is expressed as:

uijðr 'Þ¼

8><>:
∞; r' <

si þ sj

2

ZiZje
2

4pε0εrr
'; r' � si þ sj

2

: ð4Þ

Here, si is the hard-sphere diameter of particle i, r' is the
center-to-center distance, ε0 is the dielectric constant of the
vacuum, and εr is the relative permittivity of the solvent, e is
the elementary charge.

Given the number densities of ions and solvent molecules
in the bulk, the system temperature, the pore size, the pore
geometry and the surface electrical potential, the density
profiles of cations, anions and the solvent segments inside the
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pore can be calculated by minimization of the grand potential.
For the electrolyte system containing spherical cations and
anions and solvent molecules, the grand potential U is calcu-
lated by [39].

bU½rMðR'Þ;raðr'Þ� ¼ bF½rMðR'Þ;raðr 'Þ�þZ
½b4MðR'Þ � bmM�rMðR'ÞdR' þ

X
a

Z
½b4aðr'Þ � bma�raðrÞdr' ;

ð5Þ
where F is the summation of intrinsic Helmholtz energy,
b�1 ¼ kBT , R

' ≡ R'ðrdþ; rd�Þ describes the positions of two
segments in each solvent molecule using two coordinates,
here, the superscript of R' is to distinguish it from the gas
constant R; r' and rj specify the positions of ions and solvent
segment j, respectively; raðr'Þ and rMðR'Þ are the total number
density of ions and solvent molecules at specific positions,
respectively; 4aðrÞ and 4MðR'Þ respectively stand for the
external potential for ions and the total external potential for a
solvent molecule, respectively; ma and mM represent the
chemical potential of an ionic species and the solvent,
respectively. The number densities of the positive and negative
segments of the solvent (dþ and d�) are given by:

rdþðrdþÞ¼
Z

dR'dðr '� rdþÞrMðR'Þ; ð6Þ

rd�ðrd�Þ¼
Z

dR'dðr '� rd�ÞrMðR'Þ: ð7Þ
An excess contribution resulted from the intermolecular

interactions Fex, and an ideal-gas contribution is involved in
the intrinsic Helmholtz energy F:
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bF ¼
Z

½ln rMðR'Þ � 1�rMðR'ÞdR'þ

b

Z
VbðR'ÞrMðR'ÞdR' þ

X
a

Z
½ln raðr'Þ � 1�raðr'Þdr' þ bFex;

ð8Þ
where Vb represents the bonding potential of the solvent
molecule. In order to evaluate the Coulomb energy, Poisson
equation is used to obtain the mean electrostatic potential J
from the ion density distributions:

V2J¼ � e

ε0εr

rc; ð9Þ

which can be integrated with the boundary value of the
operating voltage, here, rc is net ionic density. Based on the
overall charge neutrality, the surface charge density Q is ob-
tained. And then the differential capacitance Cd of EDL can be
expressed by a derivative of the surface charge density Q with
regard to the surface potential.

The EDL structure and capacitance for the electrolyte in
different pore geometries can be simulated using CDFT [40–

43]. As detailed in previous publications [38,44,45], we can
obtain the density profiles of the solution species including
anions, cations and solvent molecules inside the pore by
minimization of the grand potential. Jiang and Wu used CDFT
to calculate the ionic liquid distribution near the surface of the
charged plate (Fig. 2a) [46]. Anions are adsorbed on the sur-
face of the positive charged plate to form a compact layer.
Because of the negative charge of the compact layer, the
Fig. 2. Ions distribution (rion/rbulk) in ionic liquid as a function of location (z) at th

Reprinted with permission from Ref. [47]. Copyright (2011) American Chemical S

function of slit width s. “Full” represents the sum of these surface forces. (d) Decay

Reprinted with permission from Ref. [48] for (c–d). Copyright (2019) Elsevier B.
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second cation layer is formed, and then the alternating struc-
ture of an anion layer and a cation layer is presented. This
unique structure is determined by the volume repulsion of the
ions and the strong electrostatic interaction between the ions in
the ionic liquid, which is difficult to be observed using tradi-
tional PB equation. The alternating structure has also been
verified by experiments. Different from the EDL of traditional
planar electrode, the EDL in the nanochannels of porous
materials often exhibit different characteristics. When the two
limiting plates are close to the molecular scale, the EDLs of
the two solid–liquid interfaces will overlap and interfere with
each other, and the structure of the EDL will be changed
(Fig. 2b) [47]. To insight the electrostatic screening in ionic
liquid, Ma and Lian et al. [48] modeled the surface force using
reaction-based CDFT to observe short-range structural decay
with exponentially damped oscillation, and long-range expo-
nential force decay (Fig. 2c and d). Fig. 2c shows that the
surface force origins from the ideal contribution (Ideal), the
steric effect (HS), the Van der Waals attraction (LJ), as well as
electrostatic interaction, the long-range surface force decay is
primarily shaped by electrostatic interaction, steric effect and
reaction equilibrium for different surface charges and bulk
concentrations.

As discussed above, CDFT had been used to study the
profiles of electrolyte in porous electrode. Furthermore, the
CDFT can be used to achieve the rational design of electrode
material structure and surface chemical properties. Fig. 3a
(top) shows the influence of pore size on the overall integral
capacitance of a spherical shell with the inner core radius of
0.5 nm (red line) or a slit pore (black line), and (bottom) the
e charged plate surface [46] (a) and between two limiting charged plates (b).

ociety. (c) Surface forces DbPs3 arising from various types of interaction as a

length of long-range force Ls as a function of reduced bulk ion concentration.

V.
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curvature effect on differential capacitance of convex interface
of a spherical shell with a pore size of 4 nm [45]. The
capacitance exhibits the oscillatory dependence on the pore
size, while increases significantly as the inner radius de-
creases. In addition to the pore structure effects, the surface
property also plays an important role in the energy stroge
capacity (Fig. 3b). At high potentials, an ionophobic pore
offers higher storage energy than an ionophilic pore [49,50].
As the stacked graphene layers have been used as porous
electrode, Lian et al. [51] studied the contribution of quantum
capacitance and EDL capacitance on the capacitance per-
formace of graphene electrode with different number of gra-
phene layers (Fig. 3c). They revealed that the quantum
capcacitance played a significant role in extracting energy
using single-layer graphene, while the extracted energy was
gradually dominated by EDL contribution as the number of
graphene layer increases. Considering the presence of Fara-
daic reactions, Wu and Liu [52] provided a simple molecular
model to describe the EDL using the CDFT. They demon-
strated that the oxygen functional groups in the electrodes
have little influence on the EDL capacitance but can improve
the Faradaic capacitance (Fig. 3d).

In addition to the design of porous electrode, the selection
and optimization of electrolyte formula with the comprehen-
sive consideration of different factors also can be implemented
using CDFT. To identify room-temperature ionic liquids
(RTILs) with the largest electrochemical potential windows
(EPWs) for optimizing the capacitive performance of EDLCs,
Lian et al. [53] investigated the EPWs of 1764 RTILs made
from 42 cations and 42 anions (Fig. 4a), which revealed the
EPWs of five anions, in the order of
B(CN)4

� > PF6
� > BF4

� > BOB� > NTf2
� for electrochemical

stability, were larger than other anions. Moreover, ionic-liquid
mixtures had been explored to achieve larger operation po-
tential window (OPW) and capacitance. The cathodic limit of
the mixed system was determined by the maximum of the
anions (BF� and TFSI�), while the anodic limit was up to the
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minimum of the cation (EMIMþ) (Fig. 4b) [54]. The
maximum capacitance was reached when the mole fraction of
EMI-BF4 in the RTIL mixture is x ¼ 0.25 (Fig. 4c) [55]. For
the influence of electrolyte size and shape, Lian et al. studied
the capacitance performance of the oligomeric ionic liquid
with different chain lengths of oligomeric cations using CDFT
(Fig. 4d). When the surface potential is small, the energy
density was reduced drastically as the number of monomeric
charges in the cation of the oligomeric ionic liquid increases.
2.3. Molecular dynamic (MD) simulations
MD simulation aims to predict the structural and energetic
properties of thermodynamic systems by numerically inte-
grating the equations of motion for individual atoms (or
coarse-grained representation of molecules) [57,58]. MD
simulation has been widely used to observe the EDL structure
and specific capacitance of an EDLC in recent years [59]. The
results obtained from the MD simulation depend on the mo-
lecular model (viz., force fields) used for electrode/electrolyte
interactions. When simulating the charged electrodes, constant
surface charge method which assigns a constant partial charge
directly to each atom on the electrode surface, and constant
surface potential method which imposes a constant potential
drop between the two electrodes are often employed. The
simulation results obtained from the constant charge method
match well with the experimental results in both EDL struc-
tures and capacitance [60], but ignores the possible fluctuation
of surface charges induced by electrolytes. The constant po-
tential method can be used to overcome the drawback, which
can redistribute the surface charges on the electrode atoms
over the course of simulation to meet the condition mini-
mizing the electrostatic energy of the system [61,62]. A
number of researchers have made a comparison between the
two methods for simulating supercapacitors. Merlet et al.
found that for the planar surface, both two methods showed
quite similar ionic density distributions at a low potential
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difference [63], while presented large structural differences for
EDL at a high potential drop: higher peaks of counter-ion or
co-ion distributions near the surface were obtained from the
constant potential method compared with those from the
constant charge method (Fig. 5a). The variable surface charge
on the constant potential electrode had significant conse-
quences for such differences, which responds to local fluctu-
ations of the charge density in electrolyte and creates more
favorable electrostatic interactions (Fig. 5b) [64].

In addition to the polarizability of electrodes, it is crucial to
utilize appropriate force fields for the electrolyte in order to
obtain realistic structural and dynamic information from MD
simulations. For room-temperature ionic liquids (RTILs),
various classical force fields have been developed involving
coarse-grained models [65,66], united-atom models [67–69],
and all-atom models [70]. The coarse-grained force fields can
significantly reduce the computational cost due to the
simplified molecule, while the all-atom force fields can present
a detailed representation of the electrostatic interactions and
molecular configurations for the EDL.
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2.4. Grand Canonical Monte Carlo (GCMC)
Constant voltage GCMC is also a practical method to solve
the thermodynamic equilibrium issues for the electrode/elec-
trolyte interface, which is developed by Kiyohara et al. for a
two-electrode system with planar electrodes and the hard-
sphere ion model [71,72]. The constant voltage is imple-
mented with electrode charge balance and exchange. The
induced charge and capacitance at a specified voltage differ-
ence of the two electrodes are obtained after reaching the
thermodynamic equilibrium.

Similar to CDFT and classical MD calculations, the
asymmetric charging behavior caused by asymmetric ion sizes
was successfully simulated through the constant voltage
GCMC [71]. The obtained density profile is more detailed than
that from the conventional double layer theory (Fig. 1). The
GCMC work by Kiyohara also captures the ionic response in
an ideal nanochannel (including both mono- and multi-
channel) at constant electrode voltage [72]. However, the
electrode and electrolyte ions are highly simplified, and the
(b)

Electrolyte
Positive
electrode

t = 0 ps
V+ - V- = 1.0 V

t = 5 ps

qc = 0.01 e 

al of 9.0 Vor the constant charge of 1 e nm�2 was applied. (b) Evolution of the

nstant potential method. Reprinted with permission from Ref. [63]. Copyright
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explicit solvent effect is not included in this work. Bhatia et al.
applied the constant voltage GCMC to atomically modeled flat
carbon electrodes as well as porous carbon electrodes [73,74].
The oscillating behavior of capacitance for an ionic liquid
electrolyte confined in the silt nanopore obtained from the
constant voltage GCMC was similar to the results from the
CDFT and MD simulations.
2.5. Mean-field theory (MFT)
With approximations to describe steric effects and elec-
trostatic interactions, a mean-field theory (MFT) can be used
to capture the “bell” or “camel” shaped differential capaci-
tance (Cd) curves which are often investigated in experiment
[75]. The high-voltage behavior can be attributed to the “lat-
tice saturation” or “crowding” due to excluded volume effects,
which is not captured in the GC model that serves solution
species as points [76,77].

RTILs are typically composed of organic ions that are
asymmetric for different volumes of anions and cations,
leading to asymmetric capacitance and voltage curves. Kor-
nyshev et al. developed a semi-empirical formulism by
modifying the differential capacitance for symmetric ions to
study the asymmetric effect [78]. However, MFT is difficult to
take the correlation effects and the inhomogeneous properties
of porous electrodes into consideration.
2.6. Data based models and machine learning (ML)
Recently, machine learning (ML) methods have been
developed to study and predict the capacitance of carbon-
based supercapacitors, in which the published experimental
data is used to train ML models to determine the relative
importance of these electrode variables [79–81]. The data-
based method can be used as an alternative approach to
explore many practical problems such as the influences of
operation variables on the real-time performance of electro-
chemical capacitors. Provided that sufficient training data are
variable, ML methods allow us to establish useful correlations
between materials properties and their performance without
evoking the physical details.

Linear regression (LR) describes the relationship between
experimental results and operation parameters with a linear
regression equation, which is easy to interpret, and fast in
making predictions, but has low predictive accuracy. In
contrast, Lasso is a regression analysis method that performs
both variable selection and regularization in order to enhance
the prediction accuracy and interpretability of the statistical
models [82]. Support vector regression (SVR) is also an
excellent regression technique for regression and time series
prediction application, categorizing the input data using
separating lines or planes [83]. Artificial neural network
(ANN) have been used by Zhu et al. to study the influence of
five parameters (N-doping level, pore size, Raman ID/IG ratio,
potential window and specific surface area) on the capacitance
of supercapacitors [84], which is compared with two other ML
models (Lasso and LR), showing higher accuracy, but cannot
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reveal the influence of each variable separately. Deep learning
networks depend on layers of the ANNs, which are often
regarded as a black box, and the outputs are difficult to
correlate with physical phenomena. Therefore, ML algorithms
are developed to make the outputs more explicable [85].
Multilayer perceptron (MLP) is a widely used ANN model,
including an input layer, hidden layers and an output layer, and
each layer consists of nodes connected with a certain weight to
all nodes in the next layer [86]. Su et al. [87] studied the in-
fluence of porous carbon materials and potential windows on
the EDL capacitance by using four ML models. They collected
121 sets of carbon-based supercapacitors with seven variables
reported from different papers as the input of different ML
models (Fig. 6a–h). Based on these selected data and vari-
ables, four different ML methods were used to predict the
capacitance (Fig. 6i); then, a comparison between the pre-
dicted capacitance and real experimental capacitance, and
among these methods, MLP shows best performance (Fig. 6j).
In addition, the prediction of the solvent effect on the EDL
capacitances (Fig. 6k) can be also implemented using the ML
methods with the same sequential approach [88].

3. Nonequilibrium transport of electrolytes in porous
electrode

The transport processes in porous electrode, including
diffusion, migration, heat transfer, fluid flow, chemical reac-
tion and electrode process, are highly coupled in the energy
storage and conversion system, which are irreversible pro-
cesses that change over time and from nonequilibrium to
equilibrium [89,90]. Here, different methods which can be
used to study these nonequilibrium processes will be dis-
cussed. The experimental methods for corresponding study of
electrolytes and porous electrodes are limited by the devel-
opment of advanced experimental equipment and micro
measurement technology. According to the linear nonequi-
librium thermodynamics, the coupling effects between
different thermodynamic forces on the ion transport in the
electrochemical system can be described by the non-diagonal
terms of response matrix [91]. Analytical solutions focus on
solving the phenomenological coefficient matrix by mathe-
matical derivation to require the non-diagonal terms of the
matrix to describe the interaction of different thermodynamic
forces [92]. Molecular modeling has been widely used to study
some special transport phenomena, such as charging dynamic,
electrokinetic phenomena and thermoelectric effect, which can
provide detailed information about the transport processes but
requires extensive computational effort. Continuum modeling
is an effective approach to explore dynamic properties in the
electrochemical system quickly, which is limited by the dilute
solution theory that will be broken in molecular scale or at
high applied potential [93]. Therefore, DDFT can provide an
alternative method for studying these transport phenomena
quickly and accurately with the consideration of steric effect
and other interaction, which is expected to be a link between
the MD and continuum models.



(i)  
 

(a) (b) (c) (d)

(e) (f) (g) (h)

C
ap

ac
ita

nc
e 

(F
 g

-1
)

200

400

600

C
ap

ac
ita

nc
e 

(F
 g

-1
)

C
ap

ac
ita

nc
e 

(F
 g

-1
)

200

400

600

200

400

600

C
ap

ac
ita

nc
e 

(F
 g

-1
)

200

400

600
C

ap
ac

ita
nc

e 
(F

 g
-1
)

200

400

600
C

ap
ac

ita
nc

e 
(F

 g
-1
)

200

400

600

C
ap

ac
ita

nc
e 

(F
 g

-1
)

0

200

400

600

C
ap

ac
ita

nc
e 

(F
 g

-1
)

200

400

600

0
0 20 40 60 80 100 120

Record number

0
0.6 0.8 1.0 1.2 1.4

PW (V)
0
0 1 2 3 4

SSA (m2 mg-1)
0 1 2 3 4 5 60

PV (cm3 g-1)

0
0 5 10 15 20 25 30

PS (nm)
0
0 1 2 3 4

ID/IG

0 5 10 15 20 25
N (at.%)

00 5 10 15 20 25
O (at.%)

Data collection
Published expeimental data

Machine learning model
LR, SVR, MLP, RT

Prediction
Best model Predicted capacitance

LR
R: 0.53

MAE: 76.89
RMSE: 97.10

R: 0.67
MAE: 61.80

RMSE: 81.97

SVR

RT
R: 0.76

MAE: 52.03
RMSE: 67.62

MLP
R: 0.75

MAE: 56.69
RMSE: 68.45

0 200 400 0 200 400
Real capacitance (F g-1)

0

200

400

0

200

400

Pr
ed

ic
te

d 
ca

pa
ci

ta
nc

e 
(F

 g
-1
)

(j)

0 10 20 30 40
Capacitance (μF cm-2)

Acetic acid
Acetone

Acetonitrile
Aniline

Anisole
Benzene

Bromobenzene
Carbon disulfide

Carbon tetrachloride

Chloroform
Chlorobenzene

Cyclohexane
Dibutyl ether

o-Dichlorobenzene
1,2-Dichloroethane

Dichloromethane
Diethylamine
Diethyl ether

1,2-Dimethoxyethane
N,N-Dimethylacetamide
N,N-Dimethylformamide

Dimethyl sulfoxide
1,4-Dioxane

Ethanol
Ethyl acetate

Ethyl benzoate
Ethylene glycol

Glycerol
Formamide

Hexamethylphosphoramide
Isopropyl alcohol

Isopropyl ether
Methanol

2-Methyl-2-propanol
n-Methylformamide

Nitrobenzene
Nitromethane

Pyridine
Propylene carbonate

Tert-butyl alcohol
Tetrahydrofuran

Toluene
Trichloroethylene

Triethylamine
Trifluoroacetic acid

2,2,2-Trifluoroethanol
Water

o-Xylene(k)

30

Benzyl alcohol

Fig. 6. Input data with different variables, 121 sets of capacitances for different carbon-based electrodes. The relationship between the (a) capacitance and (b)

potential window, (c) specific surface area, (d) pore volume, (e) pore size, (f) ratio of ID/IG, (g) N-doping percentage, and (h) O-doping percentage. (i) EDL

capacitance was predicted by using ML models with the sequential approach. (j) Statistical performance of each ML model by comparing the predicted capacitance
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Reprinted with permission from Ref. [88]. Copyright (2019) Elsevier B.V.

H. Tao, C. Lian and H. Liu Green Energy & Environment 5 (2020) 303–321
3.1. Experimental observation
As the development of advanced characterization methods,
some experimental techniques are used to characterize EDL
for revealing the underlying physics and validating the simu-
lation results and theoretical prediction. An important tool to
study the microscopic dynamics inside porous electrode is
Quasi-Elastic Neutron Scattering (QENS) [94,95], which in-
volves the time scale of ps and ns for ion diffusion. Some
dynamic electrochemical processes including intercalation,
potential-dependent ion transport, and local electrochemical
reactivity can be explored by the Electrochemical Strain Mi-
croscopy (ESM) [96–98]. X-ray reflectivity is also an effective
approach to probe the structure of electrolyte at the solid/
liquid interface for the flat substrate [99–101]. A direct mea-
surement of the EDL structure can be implemented by Scan-
ning Probe Microscopy (SPM) through the Atomic Force
Microscopy (AFM) tip approaching the surface [102–104].
Moreover, Sum Frequency Generation (SFG) [105] and Sec-
ond Harmonic Generation (SHG) [106] could provide some
structural information of the interface for carbon electrodes.
Nuclear Magnetic Resonance (NMR) [107,108] is also applied
to observe the ion structure at interface and provide the in-
formation of ion dynamics.

Lis et al. firstly reported the influence of fluid flow on the
interfacial reaction and the structure of EDL in experiment
(Fig. 7a) [109]. The microfluidics and surface-specific SFG
spectroscopy were combined to demonstrate that fluid flow
results in a reversible realignment of the interfacial water
310
molecules and a modification of the surface charge at
immersed surfaces (Fig. 7b–d). Two different temperature-
dependent experiments were implemented by Janssen et al.
to study the temperature effects in the EDLCs involving
porous carbon electrodes (Fig. 8a) [110], which revealed a
charge decrease when increasing temperature at a fixed
voltage in the Coulometric experiment, and the production of
both reversible heat and irreversible Joule heat in the calori-
metric experiment (Fig. 8b).

Although various experimental techniques have been dis-
cussed above, the observation of non-equilibrium properties in
porous materials using experimental methods still remains a
challenge. On the one hand, they can only infer some non-
equilibrium properties of porous electrode or solid–liquid
interface based on some macroscopic properties. On the
other hand, they pay attention to the influence of a single
driving force rather than a coupling of different driving forces;
the latter is widespread in practical research. Consequently,
theoretical and simulation studies are necessary for explaining
the non-equilibrium phenomena in the experiment, simulta-
neously understanding the underlying physics in combination
with the experiment.
3.2. Linear nonequilibrium thermodynamics

3.2.1. Linear relation and Onsager matrix
Similar to the function of equilibrium thermodynamics,

nonequilibrium thermodynamics reveals some valuable uni-
versal connections between different transport properties [91].



Fig. 7. (a) (Top) The profiles of electrical potential and solution species near the negatively charged interface; (Bottom) Schematic of the experiment method for

studying the influence of fluid flow on the structure of solid–liquid interface based on Vis, IR and SFG. SFG spectrum of the solid–liquid interface at (b) pH ¼ 3

and (c) pH ¼ 12 with flow (red) and static (black) conditions. (d) Time dependence of SFG intensity (black circles) of the solid–liquid interface at pH ¼ 3 under

multiple flow on–off cycles (blue curve). Reprinted with permission from Ref. [109]. Copyright (2014) the American Association for the Advancement of Science.
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Based on the theory of the second law of thermodynamics, we
can describe the change of the system from the perspective of
entropy dS, and for isolated system:

dS¼dSg�0; ð10Þ

where Sg is generation entropy. For non-isolated systems, the
exchange of energy or matter with the outside environment
should be considered:

dS¼dSgþdSex¼dSgþdT

T
; ð11Þ

where Sex is exchange entropy, T is temperature of system. The
nonequilibrium thermodynamics studies the irreversible pro-
cess inside the system, so the exchange of energy and
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substance between the system and the environment can be
regarded as a reversible process. Whether the system is in
equilibrium or not, the irreversible process can be described by
the entropy change inside the system, which is applicable to
isolated system, closed system and open system. Consider the
rate of entropy generation due to the irreversible process in the
system, i.e. entropy growth rate:

dSg
dt

¼ _Sg¼
Xn

i¼1

JiXi�0: ð12Þ

Here, Ji and Xi are thermodynamic flux and corresponding
force respectively of the transport process i. Furthermore, the
linear relation equation between thermodynamic fluxes and
forces in various irreversible processes can be derived, namely,
the linear phenomenological equation:



;
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Ji¼
Xn

k¼1

LikXk; ð13Þ

where Lik is the phenomenological coefficient. In addition to
the entropy generation rate and linear phenomenological
equation, Onsager's theorem is also the basis of the thermo-
dynamics of irreversible process. It further proves the recip-
rocal relationship ðLij ¼ LjiÞ between the non-diagonal terms
in the phenomenological coefficient matrix below, so that
people can get the possible universal relationship among the
characteristics of various irreversible processes:266664
J1
J2
J3
J4
J5

377775¼

266664
L11 L12 L13 L14 L15

L21 L22 L23 L24 L25

L31 L32 L33 L34 L35

L41 L42 L43 L44 L45

L51 L52 L53 L54 L55

377775
266664
Vu
Vf
VP
VT
A

377775: ð14Þ

In a word, linear nonequilibrium thermodynamics provides
not only a macroscopic phenomenological framework for
different transfer phenomena such as diffusion, heat transfer
and momentum transfer, but also a basis for the study of their
mutual relations and influences. We hope these theories for
nonequilibrium thermodynamics help us understand nonequi-
librium ion transport in porous electrode with considering the
coupled effect of diffusion, electrical migration, heat transfer,
fluid flow and chemical reaction (Table 1).

3.2.2. Analytical methods
In order to study nonequilibrium ion transport in an elec-

trochemical system accurately, we need to solve the 5� 5
Onsager matrix considering the interplay between diffusion,
electrical migration, heat transfer, pressure drop and chemical
reaction, which is difficult for the mathematical derivation.
Currently, the 3� 3 response matrix involving the difference
in pressure, electric potential and salt concentration have been
solved for charged nanopores and nanochannels:24Q
I
J

35¼
24L11 L12 L13

L21 L22 L23

L31 L32 L33

35�
24VP
VV
Vm

35: ð15Þ

which relates the fluxes, Q, I and J, to corresponding driving
forces, VP, VV and Vm. Peters and van Roij [92] studied the
nonlinear electrokinetic response of the charged nanopores
using a capillary pore model which assumes local quasi-
equilibrium based on a semi-analytical method (Fig. 9a).
Due to the local linear response results from the assumption of
Table 1

Linear phenomenological relations between different thermodynamic fluxes and fo

Thermodynamic force Xk Flow Jk Linea

Temperature gradient VT Jq Fouri

Chemical potential gradient Vu Jw Fick

Electrical potential gradient V4 Je Ohm

Pressure gradient VP Jf Newt

Chemical affinity A Je Chem
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local quasi-equilibrium, the equivalence and Onsager recip-
rocal relations have been demonstrated in all symmetric force-
flux frameworks. The response matrix, which relates the
fluxes, ux, jions,x and jch,x, and corresponding driving forces,
�vxpt,v, �vxmv, and �vxfv, can be expressed as [92]:

�
uxðrÞ;jions;xðrÞ;jch;xðrÞ

�t¼
0BB@L'

11 L
'
12 L

'
13

L'
21 L

'
22 L

'
23

L'
31 L

'
32 L

'
33

1CCA�
�vpt;v

vx
;�vmv

vx
;�vfv

vx

�t

ð16Þ

where,

L'
11¼ þ 1

4a

�
1� r2

�
;

L'
12¼

� 2cv
a

0@ln r

Zr

0

r1 cosh jðr1Þdr1þ
Zr

0

r1lnr1 cosh jðr1Þdr1
1A;

L'
13¼ þ 2

a
l2ref ðjðrÞ�jwÞ;

L'
21¼ þ cv

2a

�
1� r2

�
coshjðrÞ;

L'
22¼ � 4cv

2a
cosh jðrÞ

0@cv

0@ln r

Zr

0

r1 cosh jðr1Þdr1

þ
Zr

0

r1lnr1 cosh jðr1Þdr1
1A�a

2

1A;

L'
23¼ þ 4cv

2a

�
cosh jðrÞl2ref ðjðrÞ�jwÞ�

a

2
sinh jðrÞ

�
;

L'
31¼ � cv

2a

�
1� r2

�
sinhjðrÞ;

L'
32¼ þ 4cv

2a
sinh jðrÞ

0@cv

0@ln r

Zr

0

r1 cosh jðr1Þdr1

þ
Zr

0

r1lnr1 cosh jðr1Þdr1
1A�a

2

1A;
rces.

r rule Phenomenological coefficient Lij

er law Jq ¼ � KVT Thermal conductivity k

law Jw ¼ � DVu Diffusion coefficient D

law Je ¼ LV4 Conductivity L

on law Jf ¼ h
dv

dz
Viscosity h

ical reaction law Jc ¼ lA Rate constant l
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L'
33¼ � 4cv

2a

�
sinh jðrÞl2ref ðjðrÞ�jwÞ�

a

2
cosh jðrÞ

�
: ð17Þ

Here, we can assume local equilibrium in the r direction,
“radial potential” jðrÞ is obtained equilibrium PB model, jw

is the value of potential j at the pore wall, fvðxÞ is virtual
potential which accounts for axial gradients in potential (along
the length of the pore), mv is virtual chemical potential; cvðxÞ is
virtual concentration, pt;vðxÞ is virtual pressure; a is the
dimensionless viscosity parameter, lref is a dimensionless
reference Debye length in units of the cylinder radius.

Similarly, considering the gradient of pressure, electric
potential and salt concentration (Fig. 9c–e), Werkhoven [111]
used the 3� 3 Onsager matrix L relating the fluxes to the
driving forces to describe the electrokinetic response of
nanofluidic devices. The local linear-response Onsager matrix
L is extended to a global linear-response conductivity matrix
G (Fig. 9b). The non-zero off-diagonal terms of G, which
highlight the interaction of different driving forces, can
describe the unique transport properties of nanofluidic devices.
3.3. Dynamic research using molecular modeling
As discussed above, the MD simulation can describe the
EDL structure and optimize the capacitance. Furthermore, it
has been extensively used to investigate the transport laws and
mechanisms in nanoscale [112–115]. To improve the power
density of supercapacitors with ionic liquids and nanoporous
electrodes, MD simulations were applied to study the charging
and discharging behaviors in nanopores. Kondrat et al. [116]
revealed a square root growth of the accumulated charge in slit
pores (Fig. 10a, top), and the charging of ionophilic pores was
a diffusive process, often accompanied by overfilling followed
by de-filling. In their study, the charging of nanopores non-
monotonically with time agreed with that from the MFT
predictions. The ionophobic pores can accelerate charging by
an order of magnitude (Fig. 10a, bottom), where a transition
from self-diffusion to collective Fickian diffusion was
observed. Furthermore, Breitsprecher et al. [117] used MD
simulations to study the charge transport in subnanometer
pores using step-voltage method. They demonstrated that
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counter-ion adsorption exhibits three regimes, including the
linear growth, square-root and exponential diffusive regimes
(Fig. 10b, top). They revealed that a slow charging behavior
during the fast-linear stage was caused by the compression of
absorbed counter-ions for the in-pore ionic liquid, and thus
resulting in a crowded neutral phase inside the pores and
strong co-ion trapping; therefore, the slow charging can be
accelerated by slowing down the charging process through
incremental increase of voltage (Fig. 10b, bottom). Recently,
Mo et al. [118] studied the charging dynamic of subnanometer
pores, their results showed a non-monotonic relation between
the charging rate and pore size, and the charging process could
be accelerated in some pores due to the transition of in-pore
ion structure (Fig. 10c).

An approach of combining MD simulation and linear
nonequilibrium thermodynamics has been developed. The
thermodynamic flux can be obtained under different thermo-
dynamic forces using the MD simulation, and then the off-
diagonal terms of the Onsager matrix are calculated to
describe the interaction between two thermodynamic forces.
Based on the Onsager's reciprocal relation and linear response,
Fu et al. [119] used the MD simulations to investigate the
thermoelectric response of salt solution in the charged silt
pores (Fig. 11a and b). The off-diagonal terms of the response
matrix (M21 andM21) can describe the thermoelectric response
of the system under the influence of electric potential gradient
�VU and temperature gradient � VT:

�
je
jh

	
¼
�

s

M21

M12

kT

	
�
24�VU

�VT

T

35; ð18Þ

where, je is the electric current density, jh is the heat flux
density, s and k are the electrical and thermal conductivities of
the system. According to Onsager reciprocal relation, ther-
moelectric coefficient is expressed as MTE ¼ M21 ¼ jh/Ex,
Ex ¼ �VU: Yoshida et al. [120] used a non-equilibrium MD
(NEMD) method to study diffusio-osmosis by applying an
external driving force to every particle (Fig. 11c and d). Based
on the linear response theory, influences of chemical potential
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gradient Vxm and pressure gradient VxP on both solvent flow
and solute are expressed in the transport matrix:"

Qt

JS � c*∞

#
¼
�
MQQ

MJQ
MQJ

MJJ

	
�
��VxP
�Vxm

	
: ð19Þ

where Qt and JS � c*∞ are the total (volume) flux and the
excess solute flux, respectively. The off-diagonal terms of the
response matrix MQJ ¼ MJQ due to the Onsager reciprocal
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relation, which are regarded as the transport coefficients of the
diffusio-osmotic process relating the generated fluxes with the
external field.
3.4. Multiphysics coupled PNP equations
The continuum modeling provides an effective approach to
study the ion transport in porous electrode. Microstructure
models of the porous materials could be constructed to study
all atom
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the properties of the microscale ion transport. The model
system can be implemented by solving the coupled partial
differential equations with the finite element method.

The Poisson-Nernst-Planck (PNP) equations [121–123],
which describe both the mass transport of solution species and
the electrical potential distribution in electrolyte, can be used
to study different non-equilibrium processes coupled with
other transport equations, such as Navier–Stokes (NS) equa-
tion, heat equation and Butler-Volmer (BV) equation [124].
The full set of PNP Equations can be expressed as Eqs. (9),
(20) and (21):

vtri¼ �vxJi ; ð20Þ

Ji¼ �Di

�
vxriþ

zieri
kBT

vxJ

�
ð21Þ

where ri and Ji are the number density and ionic flux of the ith
ion species respectively, zi is the ith ion algebraic valence, Di

is the diffusion constants, kB is Boltzmann constant, T is
temperature; J is electrical potential which can be described
by using Eq. (9). Based on the PNP and NS equations, Tao
et al. [125] used a simple layered membrane model to study
the influence of different interlayer spacing distributions on
the ion transport in graphene-based membranes (Fig. 12a). For
an incompressible fluid, the fluid movement is governed by the
continuity and the Navier–Stokes equations:

V,u¼0; ð22Þ
Fig. 12. (a) (Top) schematic of the layered membrane model. The interlayer spacin

The average flux of counter-ion through the layered membrane model as a func

permission from Ref. [125]. Copyright (2020) Elsevier B.V. (b) (Top) Schematic o

the temperature T of electrolyte. Reprinted with permission from Ref. [129]. Copy

distribution when one flat electrode was imposed with a temperature quench. Rep

Society. (c) Influence of electrode structure on the electrochemical reduction of CO

as a color map. The tip radius of the structure in each panel is 5 nm (left), 60 nm (m

increases as the tip radius decreases. Reprinted with permission from Ref. [93]. C

model for electrochemical reduction of CO2 on Ag–IO. Reprinted with permission
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9
vu

vt
þ9ðu,VÞ¼ �VPþhV2u� e

X
i

ziriVJ; ð23Þ

where u is the velocity of the solvent, 9 is the mass density, h
is the dynamic fluid viscosity, P is the applied external pres-
sure force. The different interlayer spacing distributions can be
controlled by the offset angle of the middle nanosheet of the
layered membrane model. The suitable interlayer spacing
distribution for the layered membrane was favorable for
increasing the EDL overlapping and decreasing spatial
confinement, and thus having a positive influence on the ion
selectivity and water permeation. In addition to the above-
mentioned experimental approach and MD method, the ther-
moelectric response in porous electrode also can be explored
using the multi-physics coupling method, which is governed
by Poisson, Nernst–Planck and heat (PNPh) equations, as
shown in Eqs. (9), (20), (24) and (25) [126–129]:

Ji¼ �Di

�
vxriþ

zieri
kBT

vxJþ riQ
*
i

kBT2
vxT

�
; ð24Þ

vtT¼av2xT� e

9cp
ðJþ� J�ÞvxJ ; ð25Þ

where Qi* is single-ion heats of transport, kq and cp are the
specific thermal conductivity and the heat capacity respec-
tively, a ¼ kq/(9cp). Janssen used the PNPh equations to study
the reversible heating in EDLCs (Fig. 12b, top), and gave a
deep understanding of reversible temperature variations
g distribution was described by an offset angle a of the middle sheet (bottom)

tion of the offset angle a with different driven pressure DP. Reprinted with

f ionic entropy change under charging or discharging, leading to a response of

right (2017) American Physical Society. (bottom) Sketch of the change of ion

rinted with permission from Ref. [127]. Copyright (2019) American Physical

2 (Top) Free electron density distribution on the surface of electrodes is shown

iddle) and 140 nm (right). And electrostatic field intensity at the electrode tip

opyright (2016) Springer Nature. (bottom) Illustration of the mass transport

from Ref. [132]. Copyright (2019) Royal Society of Chemistry.
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through the comparison between kinetic and thermodynamic
viewpoints [129]. Different from irreversible Joule heating
which occurs everywhere in the electrolyte when charging, the
reversible heating is originated from entropy change which is
located in the EDL region near the electrode surface [130].
Reversely, Janssen had studied the response of electrical po-
tential when a temperature quench was imposed in one elec-
trode surface of a model electrolytic cell by solving the same
coupled differential equations (Fig. 12b, bottom) [127]. The
research demonstrated that for electrolytes with unequal ionic
diffusivities, the relaxation of the thermo-voltage happens via
a two-step process: a fast relaxation on the Debye timescale,
followed by a slower diffusive relaxation, in agreement with
experimental data of Bonetti et al. [131] When considering a
reaction coupled system, e.g. electrochemical reduction of
CO2, the BV equations can be used to model the surface
electrode reaction [124]:

i¼ i0

�
exp

�
aanFh

RT

�
� exp

�
� acnFh

RT

�	
ð26Þ

Where i0 is the exchange current density, aa and ac are the
dimensionless anodic and cathodic charge transfer co-
efficients, respectively; n is the number of electrons involved
in the electrode reaction, F is the Faraday constant, and R is
the gas constant. Based on the PNP-BV equations, the electric
field, ionic concentration and current density near the tip of an
electrode can be computed to describe the influence of the tip
radius on the electrocatalytic CO2 reduction (Fig. 12c, top)
[93]. For the electrochemical system, a detailed understanding
of transport in mesostructured electrodes is crucial for the
design of porous electrodes. Suter and Haussener [132] con-
structed a 3D mass transport model utilizing the accurate
electrode geometry to calculate local concentration distribu-
tions of solution species by considering the buffer reactions in
the electrolyte and modeling local catalytic surface reaction
rates based on BV correlations (Fig. 12c, bottom).
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3.5. Perspective of DDFT
Despite the low computational cost and wide application
compared with MD simulation, the PNP equations is based on
the dilute solution theory that assumes point species, which is
limited by the breaking of steric limit of ion concentration
close to the charged surface at high applied voltages relative to
the thermal voltage [133,134]. DDFT is a comprehensive
method, which is equal to the Nernst–Planck (NP) equations
when ignoring excess chemical potential. Free energy F can be
divided into ideal free energy Fidand excess free energy Fex.
And Excess chemical potential ðmexÞ, which is obtained from
the partial derivation of F, can be divided into hard sphere
contribution ðmHSÞ, van der Waals attraction ðmvdwÞ, Coulomb
force ðmcolÞ and classical correlation term ðmECÞ. DDFT can be
coupled with several other partial differential equations
including Poisson equation, NS equation, heat equation and
BV equation, to study some interesting phenomena for porous
electrode, which will be discussed in this section based on
recent woks (as shown in Fig. 13).

3.5.1. Charging dynamics of porous electrodes ðVfÞ
As discussed above, the simulation of charging dynamics in

EDLC with nanometer pores, which have been implemented
in different methods ranging from MFT to MD simulations,
still remains some difficulties. One of the main challenges is to
combine the complex structures of porous electrodes [135]. It
should also be noted that there are multiple distinct timescales
that may be involved in charging dynamics [136,137]. Time
scales in the sub-nanosecond region primarily reflect the
diffusion of molecules; the millisecond regime can be under-
stood in terms of an RC constant of the system [138]; and the
timescale of seconds or longer are usually unexpected for
processes in a liquid.

DDFT is an effective method to describe ionic steric effects
and electrostatic correlations which are ignored in the PNP
equation. Jiang et al. [139] studied the electrokinetic phe-
nomena of ionic liquid EDL charging in slit-pores with the
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Fig. 15. (a) Sketch of a supercapacitor with two porous electrodes. (b) Schematic representation of the stack-electrode model, in which both anode and cathode

contain n planar electrodes with the intervals of h. (c) Equivalent circuit model for the stack-electrode model. Reprinted with permission from Ref. [141].

Copyright (2020) American Physical Society.
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pore size varying from sub-nanometer to several nanometers
(Fig. 14a). They showed three types of charging behavior, that
is, normal charging, non-monotonic charging, and charge
inversion, depending on the cell width and voltage. A later
work by Lian et al. [140] extent the DDFT used in Ref. [139]
By taking into account the dispersion forces, which is
important for the bulk properties of RTILs. Due to the ion–ion
dispersion, surface charge was shown to be a non-monotonic
function of time (Fig. 14b). However, the electrode-ion
dispersion interactions have no influence on the monotonic
evolution of surface charge density as predicted by conven-
tional PNP equation (Fig. 14c). Meanwhile, the duration of
charging process was increased by both ion–ion and electrode-
ion dispersion interactions.

Supercapacitors are electric energy storage devices containing
a fluid with mobile ions that fill the nanometer-wide pores of
porous electrodes. When the supercapacitor is charged, these
mobile ions move towards and away from the electrode surface
depending on the sign of their charge. The timescale with which
these reconfigurations take place critically determines the power
that the supercapacitor can later deliver. However, awide gap still
lies between experimentally measured and theoretically pre-
dicted timescales. To bridge this gap, Lian et al. [141] propose a
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simple electrode model (Fig. 15) that reproduces some of the
salient features of supercapacitor charging while still being
computationally accessible. Equivalent circuit model can
describe the charging behavior of the stack-electrode model at
low applied voltages. However, when the model was imposed
with high potentials, charging dynamics slow down and evolve
on two relaxation time scales: a generalized RC time and a
diffusion time, which is similar with the experimental time scales
of porous electrodes qualitatively. The stack-electrode model
provides an effective approach to understand the charging dy-
namics of porous electrodes.

3.5.2. Electroosmotic flow in electrodes ðDfÞ
Electroosmotic flow in individual nanochannels, as the

representative electrokinetic phenomenon, has been widely
studied using different methods. However, due to the pore size
distribution and pore connectivity of porous materials, the
results for individual nanochannels is difficult to describe the
ion transport in the porous structure. Lian et al. [142] used a
multiscale approach to study ion transport in nanoporous
materials, in which EDL structure was described by the clas-
sical DFT, fluid flow was calculated by the NS equation, and
the gap between individual nanopores and porous network was
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bridged using the effective medium approximation (Fig. 16).
The result demonstrated that pore size distribution had large
influence on the ion conductivity in nanoporous materials
when the average pore size is comparable to the EDL
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thickness. Based on the effective medium approximation
method, the results from DFT calculation, MD simulation and
continuum methods can be utilized to explore the ion transport
in porous materials.
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3.5.3. Flow effects on the surface reaction VP
As discussed in section of experimental observation, fluid

flow near a surface has a large influence on structure of surface
water molecules and charges, but remain poorly understood
from a molecular perspective. Lian et al. [143] studied the
interaction between fluid flow and surface chemistry using a
combined approach based on the CDFT method, NS equation,
and reaction kinetics (Fig. 17a). The simulation result agrees
well with experimental surface charge densities (Fig. 17b).
The rate of surface reactions can be affected dramatically by
the fluid flow near the surface, changing the structure of sur-
face charges and water molecules (Fig. 17c), and thus leading
to a nonlinear streaming current (Fig. 17d).

4. Conclusion and perspective

Energy storage and conversion devices such as lithium-ion
batteries, fuel cells and supercapacitors are required as power
battery systems with high power density, high energy density,
high stability and high safety. However, the multi-phase
transport and interfacial reaction processes of gases, liquids,
ions, and electrons are high-nonlinearly coupled in hierarchi-
cal porous electrode materials, which make it difficult to
investigate intrinsic rules quantitatively and establish general
theories to guide the preparation of electrolyte and electrode
materials.

This paper has reviewed the theoretical research methods
and progress in studying the electrolyte structures in porous
electrode or on the electrolyte–electrode interface for the
electrochemical system, including classical density functional
theory (CDFT), molecular simulation (MD), Grand Canonical
Monte Carlo (GCMC), mean-field theory (MFT) and machine
learning (ML), which greatly improves our understanding of
the electrochemical behavior of electrolytes which can't be
captured by experimental approaches.

Advanced in situ/operando experimental approaches are
significant to investigate the complex transport and reaction
processes in EDLC, pseudocapacitors, batteries. Despite the
aforementioned impressive progress, the nonequilibrium ion
transport in electrodes are still needed to develop for the
novel energy storage devices with wide operational voltages
and sufficient energy density while enhancing high power
density and long cycle life, especially for large-scale energy-
storage applications. The nanoscale nonequilibrium phe-
nomena and nonequilibrium thermodynamics are totally
different to that in the bulk, which are difficult to observe
from experiments directly. Molecular theory and simulations
have advantages on studying ionic transport and charging
dynamics.

We summarize some perspectives and opportunities for
future theoretical research methods for studying the nonequi-
librium phenomena and nonequilibrium thermodynamics of
electrolytes in porous electrodes.

(1) Considering the coupling effect of these irreversible pro-
cesses mentioned above, the Onsager's reciprocal relation
and linear response of traditional linear non-equilibrium
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theory are introduced and developed. Onsager response
matrix can be solved analytically to obtain the non-
diagonal terms which describe the interactions between
any two thermodynamic forces. As we know, it is not easy
mathematically to obtain the analytical solutions of Ons-
ager matrix. Even the analytical expressions are obtained,
it only gives simple physical pictures which could facili-
tate our simple understanding of different processes and
their relations.

(2) MD simulation is a good and common way to understand
the nonequilibrium phenomena in porous material. The
Onsager response matrix could be also solved by MD
simulations. However, MD simulations are time-
consuming and only applied for nanoscale system, more
advanced MD simulation techniques should be developed
for multiscale simulations.

(3) Besides, based on the Multiphysics coupling continuous
method, different partial differential equations for
describing corresponding transport processes are solved
using finite element method to explore the dynamics of
electrolytes in porous electrodes. However, the molecular-
scale phenomena are not taken into account. More mo-
lecular details like more realistic molecular interactions
should be considered.

(4) As an alternative to molecular dynamic (MD) or contin-
uous methods, dynamic density functional theory (DDFT)
is an efficient approach to describe the equilibrium and
dynamic properties of many-body systems in terms of the
one-body density profiles. The system parameters can be
precisely tuned, and we can focus on the most important
physical problems, using a computationally efficient
coarse-grained approach to model real fluids. Further
development of DDFT framework coupled with other
thermodynamic forces would allow us to directly study the
multi-physical processes of electrodes.

We hope that the methods mentioned above especially
DDFT could provide mesoscale understanding of nonequilib-
rium phenomena in porous electrodes and guides the design
and synthesis of electrode materials for high-performance
lithium-ion batteries, fuel cell, supercapacitors, and
pseudocapacitors.
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