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Summary

Research suggests some sequences of examples and problems (i.e., EE, EP) are more

effective (higher test performance) and efficient (attained with equal/less mental effort)

than others (PP, sometimes also PE). Recent findings suggest this is due to motivational

variables (i.e., self-efficacy), but did not test this during the training phase. Moreover,

prior research used only short task sequences. Therefore, we investigated effects on

motivational variables, effectiveness, and efficiency in a short (Experiment 1; four learn-

ing tasks; n = 157) and longer task sequence (Experiment 2; eight learning tasks;

n = 105). With short sequences, all example conditions were more effective, efficient,

and motivating than PP. With longer sequences, all example conditions were more

motivating and efficient than PP, but only EE was more effective than PP. Moreover,

EE was most efficient during training, regardless of sequence length. These results sug-

gest that example study (only) is more effective, efficient, and more motivating than PP.
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1 | INTRODUCTION

It is well-established that for novices who have little or no prior knowl-

edge of a task, studying worked-out examples of problem solutions—or

studying examples alternated with practice problem-solving—is a more

effective and efficient instructional strategy than practice problem-

solving only (for a review, see Van Gog, Rummel, & Renkl, 2019). Effec-

tive means it often results in higher posttest performance, and efficient

means that this higher performance is often attained with equal or less

effort investment in the learning and test phases. Example study is more

effective and efficient for novices than practice problem-solving

because it gives novices the opportunity to devote all available cogni-

tive capacity to study the step-by-step explanation of the solution

procedure, which helps them to develop a schema on how to solve this

type of problem in the future (e.g., Sweller & Cooper, 1985). When solv-

ing practice problems, in contrast, novices (lacking prior knowledge)

have to resort to weak problem-solving strategies (e.g., via trial-and-

error, means-ends analysis), which is very effortful and time consuming,

yet hardly contribute to learning (e.g., Sweller, 1988). For learners with

higher prior knowledge, however, instructional strategies with a high

level of support may be less efficient, because they have already devel-

oped proper cognitive schemata to guide their problem-solving

(cf. expertise-reversal effect; Kalyuga, Chandler, Tuovinen, & Sweller,

2001; Kalyuga & Sweller, 2004; Kalyuga & Renkl, 2010; Roelle &

Berthold, 2013). These learners might gain more from practice problem-

solving than example study.
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Despite the multitude of studies on example-based learning, an

important open question that remains is how example study and prac-

tice problem-solving should be sequenced to be most effective

(i.e., for students' posttest performance), most efficient (i.e., posttest

performance considered in light of mental effort investment in the

training and test tasks), and most motivating for learning.

2 | SHORT TASK SEQUENCES OF
EXAMPLE STUDY AND PRACTICE
PROBLEM-SOLVING

Van Gog, Kester, and Paas (2011) were the first to compare the four

most commonly used sequences of examples and practice problems

to uncover which sequence would be most effective and efficient for

learning. Secondary education students (novices) learned how to diag-

nose a fault in electrical circuits with the help of four training tasks

presented as examples only (EEEE), example-problem pairs (EPEP),

problem-example pairs (PEPE), or practice problems only (PPPP).

Results showed that EEEE and EPEP were more effective and efficient

than PEPE and PPPP. No differences were found, however, between

the conditions starting with an example (i.e., EEEE and EPEP) and

between the conditions starting with a practice problem (i.e., PEPE

and PPPP).

Since then, follow-up research has investigated whether these

findings would replicate and how they could best be explained. How-

ever, studies attempting to replicate the differences between the

example-problem pairs (EP-pairs) and problem-example pairs (PE-pairs)

conditions showed mixed results (see Table 1 for the characteristics of

these studies). Whereas some studies also found that EP-pairs were

more effective and efficient for learning than PE-pairs (e.g., Kant et al.,

2017; Leppink et al., 2014), others did not find any test performance

and/or effort investment differences (e.g., Van Harsel et al., 2019;

Coppens et al., 2019; Van der Meij et al., 2018; Van Gog, 2011). A

small-scale meta-analysis by Van Harsel et al. (2019) on all (published)

studies available at that time showed a significant, small-to-medium

meta-analytic advantage of EP over PE on final test performance

(Cohen's d of 0.350), albeit with a large heterogeneity between effects.

3 | THE ROLE OF MOTIVATION DURING
EXAMPLE STUDY AND PRACTICE PROBLEM-
SOLVING

An explanation for these mixed findings might lie in motivational

aspects of learning. That is, when novices have to learn how to solve

a complex task that requires domain-specific knowledge and that is

not particularly intrinsically rewarding or enjoyable, then starting the

training phase with a practice problem (PE-pairs) might decrease their

motivation. Solving such a practice problem could be experienced as

so difficult that learners lose interest in the topic of the learning mate-

rials (i.e., topic interest) or confidence in their ability to learn the task

(e.g., self-efficacy and perceived competence). As a consequence,

learners may not be motivated to study the subsequent example (and

possibly also the tasks that follow). In this case, PE-pairs are probably

less effective for learning than EP-pairs. However, when the complex

task is experienced as intrinsically rewarding or enjoyable, starting the

training phase with a practice problem (PE) might not have a detri-

mental effect on students' interest or confidence in their ability to

learn the task. In this case, studying EP is probably equally effective

for learning as studying PE.

This motivational explanation was tested in two recent studies in

which novices learned to solve mathematical problems (i.e., Van

Harsel et al., 2019; Coppens et al., 2019). In these studies, aspects of

motivation such as topic interest, self-efficacy, and perceived compe-

tence were measured before and after the training phase to investi-

gate whether students lose interest in the task (i.e., topic interest) or

confidence in their ability to learn the task (i.e., self-efficacy and per-

ceived competence) as a result of starting the training phase with a

practice problem. Self-efficacy is defined as a personal judgment of

one's own capacities to organize or accomplish a specific task or chal-

lenge and has shown to have a positive effect on factors such as aca-

demic motivation, study behavior, and learning outcomes

(e.g., Bandura, 1997; Schunk, 2001). Perceived competence is related

to the construct of self-efficacy, but comprises more general knowl-

edge and perceptions of people's self-concept toward one's own com-

petence (e.g., Deci & Ryan, 2002; Hughes, Galbraith, & White, 2011).

Like self-efficacy, perceived competence is also positively linked to

factors such as academic motivation and learning outcomes

(e.g., Bong & Skaalvik, 2003). Finally, topic interest can be described

as personal interest in a domain or activity based on previously

acquired knowledge, personal experiences, and emotions (e.g., Ainley,

Hidi, & Berndorff, 2002; Renninger, 2000). Topic interest has positive

effects on cognitive functioning, (deep) learning, and engagement

(e.g., Hidi, 1990; Schiefele & Krapp, 1996; Tobias, 1996).

In contrast to the motivational explanation, Van Harsel et al.

(2019) and Coppens et al. (2019) found no differences between EP-

pairs and PE-pairs on test performance, or on self-efficacy, perceived

competence, and topic interest. However, in these studies, these

motivational constructs were only measured before and after the

training phase. Measuring self-efficacy after each task in the training

phase would be more insightful, because it could reveal whether self-

efficacy was not negatively affected at all when starting the training

phase with a practice problem or whether it recovered quickly once

provided with an example. Another improvement that would allow for

a more sensitive test is to use a conceptual pretest rather than a pro-

cedural one, as was the case in the study by Van Harsel et al.(2019;

i.e., two practice problems isomorphic to the training phase). With

such a procedural pretest, one could argue that all participants started

with practice problem-solving (also the example conditions: PPEEEE

and PPEPEP). Therefore, the first aim of the present study was to

investigate students' self-efficacy during the training phase in four

task sequences (EEEE, EPEP, PEPE, PPPP). The second aim was to

address the open question of how motivational and cognitive aspects

of learning would be affected by those task sequences in longer train-

ing phases.
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4 | LONGER TASKS SEQUENCES OF
EXAMPLE STUDY AND PRACTICE PROBLEM-
SOLVING

Previous sequencing research often used a small number of training tasks

(i.e., two tasks: Van Harsel et al., 2019; Kant et al., 2017; Leppink et al.,

2014; four tasks: Van Gog, 2011; Van Gog et al., 2011). In such short

sequences, EE was found to be equally or more effective (and efficient)

for learning as EP on an immediate posttest (e.g., Van Harsel et al., 2019;

Kant et al., 2017; Leppink et al., 2014; Van der Meij et al., 2018) and a

delayed posttest (e.g., Leahy, Hanham, & Sweller, 2015; Van Gog et al.,

2015; Van Gog & Kester, 2012). Moreover, no differences between EE

and EP were found on motivational aspects of learning (i.e., self-efficacy,

perceived competence, and topic interest; Van Harsel et al., 2019).

However, in educational practice students may encounter (much)

longer study sequences. Because students will gain knowledge as train-

ing progresses, longer task sequences may affect motivational and cogni-

tive aspects of learning differently than shorter sequences. That is,

studying examples only might not only become boring but also redun-

dant as students gain knowledge from the first few tasks. This in turn

might have negative effects on motivational aspects of learning (and per-

formance; see Kalyuga et al., 2001) as compared to sequences in which

examples and problems are alternated. It might be more engaging for

learners to actively attempt to solve practice problems than to continu-

ously study examples, which is more passive learning (as suggested—but

not tested—by Sweller & Cooper, 1985). Examples alternated with prac-

tice problems might be more engaging than example study only in longer

sequences as the interspersed practice problems give learners the oppor-

tunity to actively apply what they have learned and allow them to iden-

tify gaps in their knowledge (cf. Baars, Van Gog, De Bruin, & Paas, 2014,

2017), which they can repair when studying subsequent examples.

5 | THE PRESENT STUDY

In sum, the present study aimed to examine how short (i.e., Experiment

1: EEEE, EPEP, PEPE, and PPPP) and longer (i.e., Experiment 2:

EEEEEEEE, EPEPEPEP, PEPEPEPE, and PPPPPPPP) task sequences of

examples and/or practice problems would affect motivational and cogni-

tive aspects of learning on an immediate posttest. With regard to short

sequences, we added a delayed posttest to see whether effects

remained stable over time. Furthermore, we measured self-efficacy after

each task in the training phase (instead of only before and after the

training phase). In this way, we were able to explore whether and how

motivation was affected by the order of examples and practice problems

in the training phase. Finally, a conceptual pretest was used instead of a

procedural pretest as in the study by Van Harsel et al. (2019).

6 | EXPERIMENT 1

In Experiment 1, it was investigated how short task sequences of

examples and/or practice problems (i.e., EEEE, EPEP, PEPE, and PPPP)

would affect motivational (i.e., self-efficacy, perceived competence,

and topic interest measured before and after the training phase) and

cognitive aspects of learning (i.e., invested mental effort in the training

phase and performance on isomorphic and transfer tasks). We

explored effects on time-on-task (training phase and posttest phases)

and mental effort (posttest phases), because when combined with test

performance, these measures are indicators of the efficiency of the

learning process and learning outcomes (Van Gog & Paas, 2008). We

also administered a delayed posttest to explore whether the pattern

of results would remain stable after a 1 week delay. We expect to rep-

licate the pattern of results found by Van Harsel et al. (2019), because

the same materials and population are used (see Table 2 for results

found by Van Harsel et al., 2019). Note that we used a conceptual

pretest instead of a procedural pretest to rule out the alternative

explanation that when a procedural pretest is used (e.g., two practice

problems in Van Harsel et al., 2019), one could argue that all partici-

pants start with practice problem-solving (also the example condi-

tions: PPEEEE and PPEPEP). As a result, if the motivational

explanation would be valid, even students in the example-first condi-

tions would lose interest and confidence in their own abilities before

the first example. Therefore, it is possible that EPEP becomes more

motivating, effective, and efficient for learning compared to PEPE

when using a conceptual pretest (instead of EPEP = PEPE as found by

Van Harsel et al., 2019).

Regarding self-efficacy after each training task, it was expected

that students in the EEEE and EPEP condition would show signifi-

cantly higher levels of self-efficacy after the first training task than

students in the PEPE and PPPP condition (H1a). We assumed that the

PEPE condition would “recover” after receiving an example as second

training task (given that prior research with these tasks showed no dif-

ferences in motivation and learning outcomes after training), and

therefore we expected no significant differences on self-efficacy

scores among the EEEE, EPEP, and PEPE conditions from the second

training task onwards (H1b). Since students in the PPPP condition

TABLE 2 Main results of Experiment 1 of Van Harsel et al. (2019)
regarding the effects of short sequences of examples and problems
(EEEE, EPEP, PEPE, and PPPP) on isomorphic tasks performance,
transfer tasks performance, mental effort, self-efficacy, perceived
competence, and topic interest

Immediate posttest

Training phase

Mental effort EE, EP, PP < PP; EE < EP, PE; EP = PE

Immediate posttest phase

Isomorphic tasks EE, PE > PP; EE > EP; EP = PE

Procedural transfer task EE = EP = PE = PP

Conceptual transfer task EE = EP = PE = PP

Self-efficacy EE, EP, PP > PP; EE > EP; EP = PE

Perceived competence EE, EP, PP > PP; EE > EP; EP = PE

Topic interest EE = EP = PE = PP

Abbreviations: EE, example study only; EP, example-problem pairs; PE,

problem-example pairs; PP, problem-solving only.

796 VAN HARSEL ET AL.



were not provided with an opportunity to study an example, it was

predicted that self-efficacy scores would be significantly higher in the

EEEE, EPEP, and PEPE condition than in the PPPP condition from the

second training task onwards (H1c).

6.1 | Method

6.1.1 | Participants and design

Participants were 157 Dutch higher education students enrolled in

the first year of an electrical and electronic mechanical engineering

program (Mage = 19.13, SD = 1.75; 155 male, 2 female). Participants

were randomly assigned to one of four conditions: examples only

(n = 33; EEEE), example-problem pairs (n = 45; EPEP), problem-

example pairs (n = 40; PEPE), or practice problems only (n = 39; PPPP).

The experiment consisted of four phases: (a) pretest, (b) training

phase, (c) immediate posttest phase, and (d) delayed posttest phase.

At the delayed posttest, which was completed after 1 week, 25 partici-

pants were absent so these data are based on 132 participants

(Mage = 19.04, SD = 1.71; 130 male, 2 female). Participants were

assumed to be novices to the modeled task (i.e., approximating the

definite integral of a function using the trapezoidal rule) as this subject

had not (yet) been a part of their study program. Participants gave

their informed consent prior to their inclusion in the study and

received study credits for their participation.

6.1.2 | Materials

All materials were presented using a web-based learning environment.

The materials were based on the materials developed by Van Harsel

et al. (2019).

Pretest

The pretest was a conceptual prior knowledge test that consisted of

seven multiple-choice questions (α = .49)1 and was developed in col-

laboration with two math teachers from a higher education institute.

This test was used to check whether participants' ability to recognize

and name the basic principles of the trapezoidal rule was low and

whether prior knowledge did not differ among conditions. An example

of a conceptual prior knowledge question was given in Appendix C.

Training phase

The training phase consisted of four tasks that required participants

to use the trapezoidal rule. The trapezoidal rule is a numerical integra-

tion method that is used to give a quantitative approximation of the

region under the graph of a specific function. Each task had its own

cover story (i.e., task 1: fitness, task 2: energy measurement, task 3:

washing machine, and task 4: soapsuds). To ensure that only the task

format differed across conditions, the task order was identical for all

participants (i.e., in order: fitness, energy measurement, washing

machine, and soapsuds). Each task was part of a task pair (i.e., pair 1:

fitness and energy measurement, pair 2: washing machine and soap-

suds). Within a task pair, the tasks were isomorphic (i.e., a similar

problem-solving procedure, but surface features such as the cover

stories and numbers used in functions were slightly different). There

was a minor complexity difference between the first and second task

pair. The first pair of tasks required Participants to calculate with posi-

tive numbers. The second pair was slightly more complex because

Participants had to calculate with both positive and negative numbers.

Regarding the design of the tasks, the practice problems started

with a short description of the problem state. Then, some additional

information was provided on how to solve the problem, such as the

trapezoidal rule formula, the graph of a function, the left border and

right border of the area to be calculated, and the number of intervals. It

was, however, not explained how to use the information to solve the

practice problem. At the end of the problem format, participants

received the following assignment: “Approach the area under the graph

using the information that is given. Write down all your intermediate

steps and calculations.” Participants could solve the problem by com-

pleting the four steps: (a) “compute the step size of each subinterval,”

(b) “calculate the x-values,” (c) “calculate the function values for all x-

values,” (d) “enter the function values into the formula and calculate the

area.” An example of a problem format is given in Appendix A.

Each video modeling example displayed a screen capture of a

female model's computer screen, in which she demonstrated in a step-

wise manner how to solve a practice problem with the help of the

trapezoidal rule. While solving the problem, the model provided verbal

explanations and on-screen handwritten notes. At the start of the

video, the model first explained the purpose of the trapezoidal rule

and then provided an explanation of the problem state. The problem

state was exactly the same as in the problem format. Subsequently,

the model demonstrated and explained how one could interpret the

corresponding graph of a function with information that was given

(i.e., the left border and right border of the area, the number of inter-

vals, and the trapezoidal rule) and eventually showed how to solve the

problem by calculating the four steps listed in the description of the

problem format. A screenshot of a video modeling example is given in

Appendix B.

Immediate and delayed posttest

The immediate and delayed posttest presented four tasks, two iso-

morphic and two transfer tasks. Of the two isomorphic tasks (immedi-

ate posttest: α = .71; delayed posttest: α = .77), one was isomorphic

to the first pair of training tasks and the other to the second pair of

training tasks. The third posttest task measured procedural transfer

and asked participants to use the Simpson rule instead of the trape-

zoidal rule to approximate the definite integral under a graph. The

Simpson rule is also a numerical method for approximating the integral

of a function. The problem-solving procedure of Simpson's rule is

comparable to that of the trapezoidal rule, however, Simpson's rule

uses a different formula to approximate the definite integral of a func-

tion (i.e., with a sequence of quadratic parabolic segments instead of

straight lines such as the trapezoidal rule). The fourth posttest task

measured conceptual transfer and consisted of five open-ended
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questions that aimed to measure Participants' understanding of the

trapezoidal rule. All five questions comprised a multiple-choice part

with four options an “explanation” part (where participants had to jus-

tify their chosen answer). Hence, these questions were more complex

than the conceptual pretest items, which only required participants to

select the correct answer. Unfortunately, the data regarding the con-

ceptual transfer questions had to be excluded from the analyses due

to a programming error. An example of an isomorphic posttest task,

procedural transfer task and conceptual transfer question can be

found in Appendix C.

Mental effort

After each task on the pretest, the training phase, the immediate post-

test, and the delayed posttest, participants rated their mental effort

on a 9-point mental effort rating scale (Paas, 1992), with answer

options ranging from (1) “very, very low mental effort” to (9) “very,

very high mental effort.”

Self-efficacy, perceived competence, and topic interest

Self-efficacy was measured before, during (i.e., after each training

task), and after the training phase by asking participants to rate to

what extent they were confident that they could approximate the def-

inite integral of a graph using the trapezoidal rule on a 9-point rating

scale, ranging from (1) “very, very unconfident” to (9) “very, very

confident” (Van Harsel et al., 2019; adapted from Hoogerheide, Van

Wermeskerken, Loyens, & Van Gog, 2016).

Perceived competence was measured using the Perceived Compe-

tence Scale for Learning (Van Harsel et al, 2019; based on Williams &

Deci, 1996; Williams Freedman, & Deci, 1998). This perceived compe-

tence scale (immediate posttest: α = .98; delayed posttest: α = .97)

consisted of three items: “I feel confident in my ability to learn how to

approximate the definite integral of a graph using the trapezoidal

rule”, “I am capable of approximating the definite integral of a graph

using the trapezoidal rule”, and “I feel able to meet the challenge of

performing well when I have to apply the trapezoidal rule”. Partici-

pants were asked to rate on a scale of (1) “not at all true” to (7) “very

true” to what degree these three items applied to them.

The topic interest scale (Van Harsel et al., 2019; adapted from the

topic interest scale by Mason, Gava, & Boldrin, 2008, and the per-

ceived interest scale by Schraw, Bruning, & Svoboda, 1995) were used

to measure participants' interest in the topic (i.e., the trapezoidal rule).

The topic interest scale (immediate posttest: α = .81; delayed posttest:

α = .82) consisted of seven items and participants had to rate on a

7-point scale, ranging from (1) “totally disagree” to (7) “totally agree”,

to what degree each of the items applied to them. All items are shown

in Appendix D.

6.1.3 | Procedure

The experiment was run in 16 sessions (i.e., eight first sessions and

eight second sessions) and took place in a computer classroom at the

participants' institute of higher education. The number of participants

ranged from 2 to 23 per session. Prior to the first session, headsets,

pens, and scrap paper (to write down calculations) were distributed.

Once participants were seated in the computer classroom, the first

session (ca. 106 min) started with a general introduction by the exper-

imenter explaining the aim and procedure of the experiment. Partici-

pants were told they could work at their own pace (with a maximum

of 135 min) on mathematical tasks in an online learning environment

by means of different instructional formats (i.e., examples and/or

practice problems). They were instructed to write down as much as

possible when solving a training task or test task, and that if they

really did not know what to answer, to write an “X”. After the instruc-

tion, participants received a paper with a link and a password that

gave access to the online learning environment.

The learning environment was designed in such a way that each

task and questionnaire were presented on a separate page. Participants

were unable to go back to previous pages and had to complete each

task or questionnaire before they could go to the next page. Time was

logged for each task. When participants entered the learning environ-

ment, they were assigned to one of the four conditions (i.e., EEEE,

EPEP, PEPE, or PPPP). Participants started with a short demographic

questionnaire (e.g., age, gender, and preliminary education), followed by

the conceptual pretest. After the pretest, participants completed the

self-efficacy, perceived competence, and topic interest questionnaires

before they started the training phase. During the training phase, par-

ticipants received four tasks that were presented as examples and/or

practice problems (depending on their assigned condition). After each

task, participants were asked to indicate their perceived mental effort

and self-efficacy. After the training phase, participants completed the

self-efficacy, perceived competence, and topic interest questionnaires

again. Lastly, participants took the immediate posttest. Participants had

to rate their invested mental effort after each posttest task. Participants

handed in their scrap paper before working on the posttest phase and

received new ones to make notes.

The delayed posttest took place exactly 7 days later (ca. 40 min)

and started with a general introduction in which the procedure was

explained. Again, participants were told they could work at their own

pace, write down everything they could, and note an “X” if they were

not able to answer a question. Participants were provided with scrap

paper and a password that gave them access to the online learning

environment. They first completed the self-efficacy, perceived compe-

tence, and topic interest questionnaires. Subsequently, they took the

delayed posttest, which consisted of four tasks that were isomorphic

to the tasks used in the immediate posttest phase. After each task,

participants were asked to indicate their invested mental effort.

6.1.4 | Data analysis

The data was scored by the experimenter (i.e., first author) and a second

encoder based on a scoring protocol that was developed by Van Harsel

et al. (2019) in collaboration with higher education mathematics

teachers. Participants could earn a maximum of eight points per training

problem. Two points could be earned for calculating the step size of
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each subinterval, two for correctly calculating all x-values, two for cor-

rectly calculating the function values for all x-values, and two for using

the correct formula for the area under the graph and providing the cor-

rect answer. If half or more of the solution steps were correct in step

two, three, and four, then one point was granted. If less than half of the

solution steps were correct in step two, three and four, zero points were

granted. These scoring standards were also used to score the two iso-

morphic posttest tasks (i.e., max. score = 16 points) and the procedural

transfer problem (i.e., max. score = 8 points). The intraclass correlation

coefficient was .98 for the training tasks, .98 for the isomorphic posttest

tasks, and .93 for the delayed posttest tasks.

The average mental effort invested in the training phase and on

the isomorphic posttest tasks was calculated. In addition, the average

self-efficacy, perceived competence, and topic interest ratings were

calculated.

6.2 | Results

Nonparametric tests were used to analyze our main research ques-

tions and explorative questions, because with the exception of topic

interest on pretest and delayed posttest, and self-efficacy and per-

ceived competence on the delayed posttest, none of our main vari-

ables were normally distributed (cf. Field, 2009), with either the

kurtosis, skewness, or both coefficients being (substantially) below

−1.96 or above +1.96. Therefore, effects of Instruction Condition

(EEEE, EPEP, PEPE, and PPPP) were tested on motivational (i.e., self-

efficacy, perceived competence, and topic interest) and cognitive

aspects of learning (i.e., isomorphic test performance, procedural

transfer, conceptual transfer, mental effort and time-on-task in learn-

ing and posttest phases) with Kruskal–Wallis tests. Significant main

effects of Instruction Condition were followed by six Mann–Whitney

U tests (EEEE vs. EPEP, EEEE vs. PEPE, EEEE vs. PPPP, EPEP

vs. PEPE, EPEP vs. PPPP, and PEPE vs. PPPP) with a Bonferroni-

corrected significance level of p < .008 (i.e., 0.05/6). Results are pres-

ented in the main text and Table 3. Effects of Test Moment

(Immediate Posttest and Delayed Posttest) for each condition (EEEE,

EPEP, PEPE, and PPPP) were tested with Wilcoxon signed-rank tests

and we used four Mann–Whitney U tests as post hoc tests (see

Table 3), with a Bonferroni-corrected significance level of p < .013

(i.e., 0.05/4). The effect size of Pearson r correlation is reported (i.e., Z/

√N) with values of 0.10, 0.30, and 0.50 representing a small, medium,

and large effect size, respectively (Cohen, 1988) for the post hoc tests.

The self-efficacy, perceived competence, and topic interest scores can

be found in Table 4, and the test performance scores, mental effort

scores, and time-on-task scores in Table 5.

Before the differences within and among conditions were ana-

lyzed, we checked for prior knowledge differences. Kruskal–Wallis

tests showed no significant differences among conditions on pretest

performance, H(3) = 2.58, p = .460, or on pretest scores of self-effi-

cacy, H(3) = 2.59, p = .460, perceived competence, H(3) = 2.18,

p = .536, and topic interest, H(3) = 3.22, p = .360.

6.3 | How do short sequences of examples and
problems affect self-efficacy, perceived competence,
and topic interest?

6.3.1 | Self-efficacy

Self-efficacy ratings measured after each training task are presented

in Figure 1. It was analyzed whether participants' self-efficacy

TABLE 4 Mean (M), Standard Deviation (SD), and Median (Med) of self-efficacy (range 1–9), perceived competence (range 1–7), and topic
interest (range 1–7) per condition in Experiment 1

EEEE condition EPEP condition PEPE condition PPPP condition

M SD Med M SD Med M SD Med M SD Med

Pretest

Self-efficacy 2.18 1.84 1.00 2.40 1.86 2.00 2.33 1.31 2.00 2.00 1.34 1.00

Perceived competence 1.77 1.28 1.33 2.17 1.48 1.67 1.98 1.11 1.67 2.07 1.20 1.67

Topic interest 4.57 0.78 4.86 4.43 0.73 4.29 4.45 0.84 4.36 4.23 0.89 4.43

Training

Self-efficacy 7.09 1.39 7.26 6.06 1.36 6.00 5.53 1.11 5.38 2.72 1.90 2.00

Immediate posttest

Self-efficacy 7.39 1.27 7.00 6.73 1.64 7.00 7.10 1.28 7.00 2.79 2.19 2.00

Perceived competence 5.83 0.88 6.00 5.35 1.30 5.67 5.66 0.87 6.00 2.29 1.61 2.00

Topic interest 4.68 0.86 4.86 4.45 0.93 4.43 4.50 0.98 4.57 4.03 0.98 4.29

Delayed posttest

Self-efficacy 5.12 1.59 6.00 5.18 1.66 5.00 5.69 1.17 6.00 2.39 1.69 2.00

Perceived competence 4.37 1.32 4.67 4.42 1.23 4.50 4.69 0.98 4.83 2.24 1.52 1.67

Topic interest 4.26 0.97 4.14 4.13 0.88 4.00 4.11 0.86 4.00 3.95 0.86 4.14

Abbreviations: EE, example study only; EP, example-problem pairs; PE, problem-example pairs; PP, problem-solving only.
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reported after each training task differed among conditions (see

Table 6 for post hoc comparisons). With regard to the first training

task, there was a main effect of Instruction Condition, H(3) = 83.13,

p < .001. As predicted (H1a), self-efficacy levels were higher in the

EEEE and EPEP Condition than the PEPE and PPPP Condition. No sig-

nificant differences were found between the EEEE and EPEP Condi-

tion or between the PEPE and PPPP Condition.

Regarding self-efficacy from the second training task

onwards, there was also a main effect of Instruction Condition

(task 2: H(3) = 59.48, p < .001; task 3: H(3) = 68.37, p < .001; task 4: H

(3) = 68.61, p < .001). As expected (H1b, H1c), results showed that for

all three tasks the self-efficacy ratings were higher in the EEEE, EPEP,

and PEPE condition compared to the PPPP condition. No differences

were found, however, between the EPEP and PEPE Condition. Self-

efficacy ratings were also higher after task 2 and task 3 in the EEEE

Condition compared to the EPEP and PEPE Condition, but not after

training task 4.

Analyses of participants' self-efficacy after the training phase

revealed a main effect of Instruction Condition, H(3) = 66.55,

p < .001, and self-efficacy ratings were higher in the EEEE, EPEP,

and PEPE condition compared to the PPPP condition. No significant

differences were found between the EEEE, EPEP, and PEPE condi-

tion. Measuring self-efficacy at the start of the delayed posttest

phase revealed the same pattern of results. There was a main effect

of Instruction Condition, H(3) = 46.08, p < .001, and follow-up tests

showed that self-efficacy scores were higher in the EEEE, EPEP, and

PEPE condition compared to the PPPP Condition. Again, there was

no significant difference between EEEE and EPEP or between EPEP

and PEPE.

6.3.2 | Perceived competence

Analysis of perceived competence measured after the training phase

showed a main effect of Instruction Condition, H(3) = 67.41, p < .001.

Perceived competence was higher in the EEEE, EPEP, and PEPE condi-

tion than in the PPPP condition, and scores in the EPEP and PEPE con-

dition did not differ significantly. However, there was no significant

difference between the EEEE and EPEP condition. The pattern of

results was similar for the delayed posttest. There was a main effect of

Instruction Condition, H(3) = 41.19, p < .001, as perceived competence

was higher in the EEEE, EPEP, and PEPE condition than in the PPPP

TABLE 5 Mean (M), Standard Deviation (SD), and Median (Med) of Pretest (range 0–16), isomorphic tasks performance (range 0–16),
procedural transfer (range 0–8), mental effort (range 1–9), and time-on-task per condition in Experiment 1

EEEE condition EPEP condition PEPE condition PPPP condition

M SD Med M SD Med M SD Med M SD Med

Pretest

Performance 2.94 2.03 4.00 2.31 1.41 2.00 2.60 1.63 3.00 2.46 1.59 2.00

Training

Mental effort 2.57 1.05 2.50 3.42 1.18 3.25 4.21 0.96 4.13 6.44 2.41 6.75

Time-on-task 4.35 1.63 4.50 8.68 5.07 11.00 7.67 2.07 7.00 6.27 5.02 5.50

Immediate posttest

Isomorphic tasks 9.67 4.06 10.00 9.89 5.07 11.00 10.20 3.34 10.50 3.77 4.64 2.00

Procedural transfer 1.91 2.34 1.00 1.73 1.68 1.00 1.63 1.53 1.00 0.33 0.74 0.00

Mental effort

Isomorphic tasks 4.89 1.52 5.00 4.73 1.69 4.50 4.94 1.38 5.00 6.51 2.56 7.00

Procedural transfer 5.36 2.41 5.00 5.98 2.15 6.00 5.10 2.37 5.00 6.62 2.56 8.00

Time-on-task

Isomorphic tasks 16.87 6.39 14.50 10.61 4.99 10.50 11.90 3.34 11.25 4.99 4.79 4.00

Procedural transfer 9.27 4.87 9.00 8.38 5.29 8.00 7.88 4.29 7.00 3.87 4.13 2.00

Delayed posttest

Isomorphic tasks 9.28 5.30 11.00 9.60 4.42 10.00 10.00 4.16 10.50 4.16 4.75 2.00

Procedural transfer 1.32 1.70 1.00 1.15 1.53 1.00 1.08 1.23 1.00 0.52 1.48 0.00

Mental effort

Isomorphic tasks 4.80 1.90 4.00 4.55 1.52 4.50 4.81 1.65 5.00 6.76 2.00 7.50

Procedural transfer 5.36 2.33 5.00 5.23 2.07 5.00 5.03 2.18 5.00 6.71 2.52 8.00

Time-on-task

Isomorphic tasks 12.56 4.48 12.00 11.69 4.82 11.50 10.85 4.37 10.50 7.31 5.29 7.50

Procedural transfer 7.52 4.72 6.00 7.45 4.91 7.00 7.53 3.56 8.00 4.71 4.17 5.00

Abbreviations: EE, example study only; EP, example-problem pairs; PE, problem-example pairs; PP, problem-solving only.
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condition. There was no statistically significant difference between the

EEEE and EPEP condition or the EPEP and PEPE condition.

6.3.3 | Topic interest

There was a main effect of Instruction Condition, H(3) = 8.93,

p = .030, and there were no differences between the EEEE and EPEP

Condition or between the EPEP and PEPE Condition. However,

results showed that topic interest scores were lower in the EEEE than

in the PPPP Condition. As for topic interest measured before the del-

ayed posttest, there was no main effect of Instruction Condition.

6.4 | How do short sequences of examples and
problems affect learning and transfer?

6.4.1 | Isomorphic test tasks

Analyzing whether performance on the isomorphic tasks on the imme-

diate posttest differed among conditions showed a main effect of

Instruction Condition, H(3) = 36.63, p < .001. Results showed that the

EEEE, EPEP, and PEPE Condition scored significantly higher than the

PPPP Condition. No differences were found between the EEEE and

EPEP, EPEP and PEPE, or EEEE and PEPE Condition.

The pattern of results was the same for the isomorphic tasks on

the delayed posttest. There was a main effect of Instruction Condi-

tion, H(3) = 24.76, p < .001, and follow-up tests showed that perfor-

mance on the isomorphic tasks was significantly higher for the EEEE,

EPEP, and PEPE Condition than the PPPP Condition. No differences

were found between the EEEE and EPEP, EPEP and PEPE Condition,

or EEEE and PEPE Condition.

6.4.2 | Procedural transfer task

Analyzing whether performance differed among conditions on the

procedural transfer task revealed a main effect of Instruction Condi-

tion, H(3) = 27.41, p < .001. Results showed that the EEEE, EPEP, and

PEPE Condition significantly outperformed the PPPP Condition. No

differences were found, however, in the other condition comparisons.

On the delayed posttest, there was a main effect of Instruction Condi-

tion, H(3) = 10.58, p = .014, and follow-up tests showed that only the

EEEE and PEPE Condition, but not the EPEP Condition scored signifi-

cantly higher than the PPPP Condition on procedural transfer. Again,

other comparisons were not significant.

6.5 | How do short sequences of examples and
problems affect mental effort and time-on-task in the
training phase?

6.5.1 | Mental effort

Mental effort ratings measured after each training task (see Figure 1)

were used as a measure of learning efficiency. Results showed a main

effect of Instruction Condition for self-reported effort ratings invested

in the training tasks, H(3) = 64.19, p < .001, and the EEEE, EPEP, and

PEPE Condition reported less effort during the training phase than

the PPPP Condition. Moreover, the EEEE Condition reported less

effort than the EPEP and PEPE Condition. Finally, the EPEP Condition

also reported significantly less effort than the PEPE Condition.
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task in Experiment 1 [Colour figure can be viewed at
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6.5.2 | Time-on-task

Time-on-task invested in each task in the training phase is presented

in Figure 1 and exploratory analyses are presented in Appendix E.

6.5.3 | How do short sequences of examples and
problems affect mental effort and time-on-task in the
posttest phases?

Exploratory analyses of mental effort and time-on-task invested in the

posttest phases are presented in Appendix E.

6.6 | Discussion

Regarding the main aim of uncovering how self-efficacy develops

during the training phase, results showed, as expected, that self-

efficacy was reported to be significantly higher after the first task

for the example-first conditions compared to the problem-first con-

ditions (i.e., EEEE and EPEP > PEPE and PPPP). Throughout the rest

of the training phase (i.e., tasks 2 to 4), all example conditions

reported significantly higher self-efficacy than the problem-solving

only condition, and the EEEE condition reported higher self-efficacy

ratings than the EPEP and PEPE condition with regards to training

task 2 and 3.

Furthermore, we (partly) replicated the results of Van Harsel et al.

(2019) regarding motivational and cognitive aspects of learning mea-

sured after the training phase. All example conditions showed higher

self-efficacy and perceived competence ratings and test performance

(i.e., isomorphic and transfer tasks), while investing less mental effort

in the training phase compared to the PPPP condition. All example

conditions showed lower effort investment but longer time invest-

ment on the isomorphic posttest tasks during the immediate posttest

than the PPPP condition. This pattern remained stable on the delayed

posttest. Topic interest scores were lower in the EEEE than the PPPP

condition on the immediate posttest, but this difference was no longer

present on the delayed measurement. There were also no other dif-

ferences among conditions on topic interest. Importantly, we found

no differences on motivational variables (i.e., self-efficacy, perceived

competence, or topic interest) or on posttest performance between

the EEEE and EPEP, or between the EPEP and PEPE condition. We

did find that reported effort investment in the training phase was

lower in the EEEE condition than in the EPEP (and PEPE) condition.

Effort invested in the training phase was also significantly lower in the

EPEP condition than in the PEPE condition.

The results of Experiment 1 provide some evidence for the moti-

vational explanation of differences between EP and PE on learning.

Starting the training phase with a practice problem (PE) affected self-

efficacy negatively compared to starting with an example. However,

this did not lead students in the PE condition to disengage in the pre-

sent study; they studied the example and after that, their self-efficacy

increased to the level of the EP (and EE) condition.T
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It is an important open question whether the findings on both

cognitive and motivational aspects of learning would be different

when the training phase is longer (i.e., consists of more training tasks).

For example, one might expect that passively studying examples

would become redundant and (therefore) boring when task sequences

are longer, which in turn might lead to disengagement and lower

learning outcomes. Hence, example-problem pairs might be more

engaging and effective than example study only, because example-

problem pairs provide the benefits of examples but also allow stu-

dents to actively apply what they have learned. Therefore, a second

experiment was conducted with the aim to investigate how motiva-

tional and cognitive aspects of learning would be affected by longer

task sequences of examples and problems (i.e., eight instead of four

tasks: EEEEEEEE, EPEPEPEP, PEPEPEPE, and PPPPPPPP).

7 | EXPERIMENT 2

In Experiment 2, we investigated how longer task sequences of exam-

ples and/or practice problems (i.e., EEEEEEEE, EPEPEPEP, PEPEPEPE,

and PPPPPPPP) would affect motivational (i.e., self-efficacy, perceived

competence, and topic interest measured before and after the training

phase) and cognitive aspects of learning (i.e., invested mental effort in

the training phase). Time-on-task in the training phase, as well as men-

tal effort and time-on-task in the posttest phases were again mea-

sured as (explorative) indicators of efficiency of the learning process

and learning outcomes (Van Gog & Paas, 2008). Because example

study only might become redundant and boring when task sequences

are longer and therefore might lead to disengagement and lower per-

formance scores, we expected that the EPEPEPEP condition would

show significantly higher levels of self-efficacy (H2), perceived compe-

tence (H3), and topic interest (H4) after the training phase than the

EEEEEEEE condition, and that the EPEPEPEP condition would attain

higher levels of isomorphic posttest performance (H5), procedural

transfer performance (H6), and conceptual transfer performance (H7),

while investing less effort in the training phase (H8) compared to the

EEEEEEEE condition. All other comparisons were considered

exploratory.

7.1 | Method

7.1.1 | Participants and design

Participants were 105 Dutch higher education students in their first

year of an electrical and electronic, mechanical engineering, or

mechatronics program (Mage = 19.30, SD = 1.80; 105 male). Partici-

pants were randomly assigned to one of four conditions and received

eight training tasks: (a) examples only (n = 32; EEEEEEEE), (b) exam-

ple-problem pairs (n = 28; EPEPEPEP), (c) problem-example pairs

(n = 23; PEPEPEPE), or (d) practice problems only (n = 22; PPPPPPPP).

The experiment consisted of three phases: (a) pretest, (b) training

phase, and (c) immediate posttest phase. At the time of the

experiment, participants were novices to the modeled task as this sub-

ject had not (yet) been a part of their study program. Participants gave

their informed consent prior to their inclusion in the study and

received study credits for their participation.

7.1.2 | Materials and procedure

The materials were presented using a web-based learning environment.

The materials, procedure, and data analysis were the same as in Experi-

ment 1 with the following exceptions. First, the training phase consisted

of eight tasks; in addition to the four tasks also used in Experiment 1 two

additional pairs of tasks were added. All eight tasks were paired based on

their complexity (i.e., pair 1: fitness and energy measurement, pair 2:

washing machine and soapsuds, pair 3: drinking water and running, and

pair 4: the carousel and coffee consumption). The first pair of tasks

required participants to calculate with positive numbers. The second and

third pair of tasks were slightly more complex because participants had to

calculate with both positive and negative numbers. The fourth pair of

tasks was most complex and asked participants to calculate with a cubic

function (polynomial of degree 3) instead of the quadratic function (poly-

nomial of degree 2) that was used in the first three task pairs. The design

of the formats (i.e., video modeling examples and practice problems) was

similar to the formats used in Experiment 1. Second, the immediate post-

test consisted of five instead of four tasks as in Experiment 1. Three iso-

morphic posttest tasks were used (α = .73): one isomorphic to the first

pair of training tasks, one to the second and third pair of training tasks,

and one to the fourth pair of training tasks. The fourth task was a proce-

dural transfer task (i.e., Simpson rule), followed by the conceptual transfer

questions (α = .59).

The procedure was the same as in Experiment 1, with the excep-

tion that Experiment 2 did not have a delayed posttest (i.e., in Experi-

ment 1, results were consistent across both test moments and

therefore we did not include a delayed posttest). This resulted in

10 single sessions with 2–21 participants per session that lasted

ca. 116 min. As for the data analysis, we used the same scoring stan-

dards as in Experiment 1 for the training tasks, the three isomorphic

posttest tasks (max. Score = 24 points), and the procedural transfer

task. Regarding the five conceptual transfer questions, participants

could earn a maximum of nine points: one point for the first open-

ended question (zero points for an incorrect answer; one point for the

correct answer) and two points for the other open-ended questions

(zero points for an incorrect answer; one point for the correct answer,

two points for the correct answer and a correct explanation).

7.2 | Results

Again, with the exception of pretest performance and topic interest

on the immediate posttest, all of the main variables were not normally

distributed, with either the kurtosis, skewness, or both coefficients

being (substantially) below −1.96 or above +1.96. Again, we used

Mann-Whitney U tests as post hoc tests (see Table 7). Relevant
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descriptive statistics of self-efficacy, perceived competence, and topic

interest scores are presented in Table 8, and performance scores,

mental effort scores, and time-on-task scores are presented in Table 9.

Kruskal–Wallis tests showed that there were no significant differ-

ences among conditions on pretest performance, H(3) = 2.86,

p = .414, and pretest scores of self-efficacy, H(3) = 3.94, p = .268, per-

ceived competence, H(3) = 3.42, p = .331, and topic interest, H

(3) = 1.29, p = .731.

7.3 | How do longer sequences of examples and
problems affect self-efficacy, perceived competence,
and topic interest?

Self-efficacy

Self-efficacy ratings measured after each training task are presented

in Figure 2. First, it was explored whether self-efficacy ratings

reported after each training task differed among conditions (see

Table 10 for post hoc comparisons). With regard to the first training

task, there was a main effect of Instruction Condition, H(3) = 33.45,

p < .001, and self-efficacy levels were higher in the EEEEEEEE and

EPEPEPEP Condition than the PEPEPEPE and PPPPPPPP Condition.

There were no significant differences between the EEEEEEEE and

EPEPEPEP Condition or between the PEPEPEPE and PPPPPPPP

Condition.

There was also a main effect of Instruction Condition for the sec-

ond training task onwards (task 2: H(3) = 18.58, p < .001; task 3: H

(3) = 29.12, p < .001; task 4: H(3) = 32.35, p < .001; task 5: H

(3) = 28.00, p < .001; task 6: H(3) = 29.52, p < .001; task 7: H

(3) = 30.42, p < .001; task 8: H(3) = 30.69, p < .001). Results showed

that the self-efficacy scores were higher in the EEEEEEEE, EPEPEPEP,

and PEPEPEPE Condition compared to the PPPPPPPP Condition. No

differences were found, however, between the EPEPEPEP and PEP-

EPEPE Condition. Also no differences were found between the

EEEEEEEE and EPEPEPEP Condition, except for training task 8, where

self-efficacy ratings were higher in the EEEEEEEE than EPEPEPEP

Condition.

Concerning the main question of whether there would be differ-

ences among conditions on self-efficacy ratings measured after the

training phase, there was a main effect of Instruction Condition, H

(3) = 29.49, p < .001. Self-efficacy ratings were significantly higher in

the EEEEEEEE, EPEPEPEP, and PEPEPEPE Condition compared to the

PPPPPPPP Condition. Contrary to our expectations (H2), there were

no differences between the EPEPEPEP and EEEEEEEE Condition. Fur-

ther explorations showed that no other condition comparisons were

significant.

Perceived competence

The pattern of results was similar for perceived competence. There

was a main effect of Instruction Condition regarding perceived com-

petence measured after the training phase, H(3) = 23.83, p < .001, and

the EEEEEEEE, EPEPEPEP, and PEPEPEPE Condition showed higher

perceived competence ratings than the PPPPPPPP Condition. In con-

trast to our expectations (H3), there was no difference between the

EEEEEEEE and EPEPEPEP Condition (p = .799, r = .033). Further

explorations revealed that no other comparisons were significant.

Topic interest

Analyzing whether conditions differed in topic interest scores mea-

sured after the training phase revealed a main effect of Instruction

Condition, H(3) = 8.30, p = .040, however, follow-up tests showed no

significant differences among any of the condition comparisons (H4).

7.4 | How do longer sequences of examples and
problems affect learning and transfer?

Isomorphic test tasks

Analysis revealed a main effect of Instruction Condition for perfor-

mance on the isomorphic posttest tasks, H(3) = 12.86, p = .005.

TABLE 7 Mean (M), Standard Deviation (SD), and Median (Med) of self-efficacy (range 1–9), perceived competence (range 1–7), and topic
interest (range 1–7) per condition in Experiment 2

EEEEEEEE condition EPEPEPEP condition PEPEPEPE condition PPPPPPPP condition

M SD Med M SD Med M SD Med M SD Med

Pretest

Self-efficacy 2.50 1.85 2.00 1.93 1.09 2.00 2.91 1.88 2.00 2.59 1.56 2.50

Perceived competence 2.23 1.41 2.00 1.73 1.00 1.00 2.36 1.54 2.00 1.98 0.91 2.00

Topic interest 4.30 0.87 4.43 4.35 0.70 4.43 4.47 0.91 4.57 4.43 0.81 4.43

Training

Self-efficacy 6.94 1.45 7.13 6.57 1.19 6.50 6.18 1.57 5.88 3.32 2.24 2.36

Posttest

Self-efficacy 7.03 1.38 7.00 6.29 1.63 6.00 6.52 1.86 7.00 3.05 2.54 2.00

Perceived competence 5.47 1.94 5.67 5.50 1.40 5.67 5.41 1.25 6.00 2.86 2.04 2.00

Topic interest 4.51 0.69 4.57 4.39 0.68 4.50 3.87 1.00 4.14 4.04 0.95 4.21

Abbreviations: EE, example study only; EP, example-problem pairs; PE, problem-example pairs; PP, problem-solving only.
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Results showed that he EEEEEEEE Condition showed significantly

higher performance on the isomorphic test tasks than the PPPPPPPP

Condition. However, the EPEPEPEP and PEPEPEPE Condition did not

significantly differ from the PPPPPPPP Condition. Although we

expected EPEPEPEP > EEEEEEEE (H5), there were no performance

differences on the isomorphic posttest tasks between the EEEEEEEE

and EPEPEPEP Condition. Our explorative analyses showed no other

condition comparisons were significant.

Procedural transfer task and conceptual transfer questions

Subsequently, we analyzed whether conditions differed in scores on

the procedural transfer task and conceptual transfer questions (H6,

H7). Analysis showed there was no main effect of Instruction Condi-

tion for the procedural transfer task, H(3) = 6.04, p = .110, and for the

conceptual transfer questions, H(3) = 2.85, p = .415.

7.5 | How do longer sequences of examples and
problems affect mental effort and time-on-task in the
training phase?

Mental effort

The average of self-reported effort investment after each task in the

training phase (see Figure 2) was analyzed as a measure of efficiency.

There was a main effect of Instruction Condition, H(3) = 34.85,

p < .001, and the EEEEEEEE, EPEPEPEP, and PEPEPEPE Condition

invested less effort in the training tasks than the PPPPPPPP

Condition. As expected (H8), the EEEEEEEE Condition invested signif-

icantly less effort in the training tasks compared to the EPEPEPEP

Condition, and less effort than the PEPEPEPE Condition. No differ-

ences were found between the EPEPEPEP and PEPEPEPE Condition.

Time-on-task

Time-on-task invested in each task in the training phase is presented

in Figure 1 and exploratory analyses are presented in Appendix E.

7.5.1 | How do short sequences of examples and
problems affect mental effort and time-on-task in the
posttest phase?

Exploratory analyses of mental effort and time-on-task invested in the

posttest phase are presented in Appendix F.

7.6 | Discussion

The main aim of Experiment 2 was to investigate how longer training

task sequences of examples and problems (i.e., EEEEEEEE, EPEPEPEP,

PEPEPEPE, and PPPPPPPP) would affect motivational and cognitive

variables. It was expected that example study only would result in

lower scores on performance and motivational variables than

example-problem pairs. In contrast to our hypotheses, however, there

were no motivational or test performance differences between the

TABLE 8 Mean (M), SD, and median (Med) of pretest (range 0–16), isomorphic tasks performance (range 0–24), procedural transfer (range
0–8), conceptual transfer (range 0–9), mental effort (range 1–9), and time-on-task per condition in Experiment 2

EEEEEEEE condition EPEPEPEP condition PEPEPEPE condition PPPPPPPP condition

M SD Med M SD Med M SD Med M SD Med

Pretest

Performance 2.03 1.33 2.00 2.00 1.12 2.00 2.74 1.81 3.00 2.36 1.94 2.50

Training

Mental effort 2.70 1.22 2.56 3.65 1.23 3.81 3.80 1.36 3.75 6.06 2.07 6.31

Time-on-task 2.50 1.29 2.25 7.86 3.16 7.63 5.51 2.51 5.00 6.51 4.26 5.38

Immediate posttest

Isomorphic tasks 11.94 6.40 12.00 10.43 7.25 11.00 8.22 5.50 8.00 5.63 6.41 5.00

Procedural transfer 2.03 2.56 1.00 1.21 1.97 0.00 2.17 3.23 0.00 0.77 1.97 0.00

Conceptual transfer 3.97 2.48 4.00 3.14 2.66 2.50 4.09 2.02 4.00 3.50 2.72 3.50

Immediate posttest mental effort

Isomorphic tasks 5.29 1.70 5.67 4.13 1.84 4.17 3.80 1.73 4.00 6.05 2.51 6.33

Procedural transfer 4.78 2.51 5.00 4.82 2.33 5.00 4.00 2.26 5.00 6.59 2.68 7.00

Conceptual transfer 4.22 1.75 5.00 4.00 2.07 3.00 4.13 1.49 5.00 5.18 2.82 5.00

Immediate posttest time-on-task

Isomorphic tasks 16.13 7.15 16.33 6.69 4.70 6.83 6.07 3.63 4.33 4.00 3.11 3.12

Procedural transfer 5.94 5.12 6.00 2.82 3.17 1.00 3.48 3.36 3.00 2.36 2.98 2.00

Conceptual transfer 7.97 5.43 6.50 4.54 3.42 4.50 5.78 2.75 6.00 5.77 4.02 5.00

Abbreviations: EE, example study only; EP, example-problem pairs; PE, problem-example pairs; PP, problem-solving only.
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EEEEEEEE and EPEPEPEP condition. As hypothesized, the effort that

students reported to invest in the training phase was lower in the

EEEEEEEE than the EPEPEPEP condition. However, exploring effort

on the posttest phase revealed that levels of perceived effort when

solving the isomorphic posttest tasks were higher in EEEEEEEE than

EPEPEPEP. This might be explained by the fact that students in the

EEEEEEEE condition did not have the opportunity to practice

problem-solving in the training phase, whereas the EPEPEPEP condi-

tion did have the opportunity to practice problem-solving in the train-

ing phase and therefore could apply and automate the procedure

several times.

With regard to our exploratory question of how the other condi-

tions would compare to each other, the pattern of results regarding

motivational aspects of learning was similar as in Experiment 1. Our

exploration of self-efficacy during the training phase showed that

there were differences in self-efficacy ratings between the conditions

starting with an example and the conditions starting with a practice

problem (i.e., EEEEEEEE, EPEPEPEP > PEPEPEPE, PPPPPPPP) regard-

ing the first training task. From the second training task onward, how-

ever, self-efficacy ratings in the PEPEPEPE condition increased to the

same level as in the conditions starting with an example, whereas self-

efficacy in the PPPPPPPP condition remained low. This pattern of

results remained stable during and after the training phase, and was

also similar for perceived competence. There were no differences

among conditions on topic interest.

Regarding performance, only the EEEEEEEE condition signifi-

cantly outperformed the PPPPPPPP condition on isomorphic test per-

formance, and there was no effect of condition on procedural transfer

and conceptual transfer. All example conditions were more efficient in

the sense that they reported to invest less effort in the training phase

than the PPPPPPPP condition. Again, the EEEEEEEE condition was

most efficient considering that they reported to invest the lowest

effort levels (and time-on-task) in the training phase. Lastly, no differ-

ences in motivational aspects of learning, test performance, or effort

investment were found between the EPEPEPEP and PEPEPEPE

condition.

8 | GENERAL DISCUSSION

Two experiments were conducted to investigate how different

sequences of example study and practice problem-solving

(i.e., example study only [EE], example-problem pairs [EP], problem-

example pairs [PE], problem-solving only [PP]) would affect motiva-

tional (i.e., self-efficacy, perceived competence, and topic interest) and

cognitive aspects of learning (i.e., performance on isomorphic and

transfer tasks, and mental effort). A short sequence of four training

tasks was used in Experiment 1 and a longer sequence of eight train-

ing tasks in Experiment 2. We were particularly interested in how par-

ticipants' self-efficacy would develop during the training phase and

whether the pattern of results would remain stable on a delayed post-

test (Experiment 1), as well as whether findings would change when

the training phase comprised more training tasks (Experiment 2).T
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In a training phase with four training tasks, example study (alter-

nated with practice problem-solving) was a more effective (in terms of

performance on isomorphic and procedural transfer tasks) and effi-

cient (in terms of mental effort invested in the training and posttest

phases) strategy for learning than problem-solving only. We also repli-

cated the findings of Van Harsel et al. (2019): self-efficacy and per-

ceived competence scores were significantly higher after the training

phase in all three example conditions compared to problem-solving

only. We did find, however, that studying example-problem pairs

resulted in lower mental effort investment during the training phase

than studying problem-example pairs in Experiment 1. A novel finding

is that these effects persisted on a delayed test 1 week later. Experi-

ment 2 showed that with longer sequences, example study (alternated

with practice problem-solving) resulted in lower mental effort ratings

during the training phase and higher ratings on self-efficacy and per-

ceived competence than problem-solving only. Whereas mental effort

was lower during the training phase in the example-problem pairs

condition compared to the problem-example pairs condition in Experi-

ment 1, no differences were found between these conditions when

sequences were longer as in Experiment 2.

8.1 | Effects of different short sequences on
motivation

The findings of Experiment 1 provide evidence for the first part of

the motivational explanation regarding the differential effects of EP

vs. PE comparisons reported in the literature (cf. Van Harsel et al.,

2019; Coppens et al., 2019). That is, starting the training phase with

a practice problem (PE, PP) affected self-efficacy negatively com-

pared to starting with an example (EE, EP). However, we found no

evidence for the second part of the motivational explanation (i.e., as

a consequence of lower self-efficacy levels, students might not be

motivated to study subsequent example and probably also the tasks

that follow). It seems that in our study, learners did not disengage

after starting with a practice problem and studied the example that

was provided as a second training task. As a consequence, their

levels of self-efficacy increased to the level of the EP (and EE) condi-

tion and remained stable during the entire training phase. We must

note, though, that using a complex math task might not have

resulted in lasting detrimental effects on students' self-efficacy (and

perceived competence), because our sample of technical higher edu-

cation students had experience with similar types of tasks and did

not find these tasks unpleasant or uninteresting (topic interest

scores were relatively high). Further research is recommended to

investigate whether these findings replicate with different learning

materials and student populations.

These findings indicate that the benefit of an EP-sequence

over a PE-sequence is likely not as large as previously believed

(e.g., Van Gog et al., 2011) and may only occur under specific con-

ditions. It is, however, an open question what factor or combina-

tion of factors moderate(s) the (small) differential effects of EP

versus PE on learning (see small-scale meta-analysis by Van Harsel

et al., 2019). In other words, what factors determine whether stu-

dents will or will not disengage after starting with a practice prob-

lem (as they presumably did in prior studies, in which their learning

outcomes did not benefit from the examples presented to them;

e.g., Kant et al., 2017; Leppink et al., 2014; Van Gog et al., 2011)?

It is still possible that other (motivational) variables play a role in

determining whether students would disengage. For instance, stu-

dents in PE conditions might disengage when interest in the learn-

ing material is very low, or when the second task consists of a text-

based worked example (cf. Van Gog et al., 2011) rather than a

video example as used in the present study (which might more eas-

ily grab and hold their attention). Hence, future research should

further explore what (combination of ) factors might moderate the

EP-PE effect. We recommend testing larger sample sizes, because

a recent meta-analysis indicated that the effectiveness of example-

problem pairs as compared to problem-example pairs is rather

small (Van Harsel et al., 2019).
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8.2 | Effects of longer task sequences on
performance and motivation

Another noteworthy finding is that longer task sequences did not nec-

essarily result in better learning outcomes when we visually compare

the results of Experiments 1 and 2, except in the examples only condi-

tion. Studying examples only remained very effective, efficient, and

motivating even with longer sequences. This is at first glance surpris-

ing in light of the expertise-reversal effect, which proposes that exam-

ples become less conducive to learning than practice problems for

learners with more prior knowledge (e.g., Kalyuga et al., 2001). More-

over, one might expect that studying examples only, which is more

passive, could be less motivating (i.e., more boring) than alternating

examples and problems (cf. Sweller & Cooper, 1985), especially with

longer sequences. This could, in turn, lead to disengagement and

lower learning outcomes, but we found no evidence that this was the

case. It should be noted, though, that the training tasks increased in

complexity during the training phase (i.e., after the second task in

Experiment 1 and 2 and after the sixth task in Experiment 2). Although

the problem-solving procedure remained the same, this may have

prevented students from experiencing the examples as too repetitive.

Moreover, we provided participants the opportunity to study exam-

ples and/or solve practice problems in a self-paced instead of a

system-paced learning environment. Although participants were

instructed to watch the entire example, it was possible to skip (parts

of) the video modeling example. As evidenced by the time-on-task

data that was obtained during training phase, time spent on the exam-

ples decreased as the learning phase progressed, and this control over

the video examples may also explain why participants did not disen-

gage during example study only. Further research should investigate

whether the overall findings replicate, and under what circumstances

studying longer sequences of examples only remains effective, effi-

cient, and motivating for learning.

8.3 | Limitations

There are also some limitations to this study. The first limitation is that

we did not directly manipulate sequence length (i.e., four vs. eight

training tasks) as a between-subject factor in one single experiment,

which would have allowed us to test for interaction effects between

the length of the task sequence and the outcome variables. That being

said, the pattern of results in Experiment 1 and 2 is highly similar and

thus seems to reinforce each other. Secondly, a strength of our study

was the use of a conceptual pretest. A procedural pretest (as used in

the prior study by Van Harsel et al., 2019) might have led students in

the example-first conditions to feel that they started the learning

phase with practice problem-solving. Yet, we did not experimentally

vary the type of pretest within the present experiments, and therefore

cannot draw definite conclusions about the potential effects of a

procedural vs. conceptual pretest. That being said, when we compare

the findings from the present study (with a conceptual pretest) to the

prior study (with a procedural pretest; Van Harsel et al., 2019)T
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the results are highly similar: There is no evidence for an advantage of

example-problem pairs. Thirdly, we “only” used two different task

length sequences. The findings might be different with short training

phases comprised of two tasks, where students provided with a PE-

sequence would only have one example to study after starting with

failed practice problem. Lastly, it is as of yet an open question

whether example study would become less effective and motivating

with even longer sequences. Hence, future research is recommended

to experimentally manipulate how many tasks students receive during

the training phase and to cover a broader range of possible sequence

length manipulations which take into account the (increase of) com-

plexity level of the training tasks.

Another limitation concerns the self-efficacy and perceived compe-

tence measures. The use of a 9-point scale for the self-efficacy mea-

surement raises the question of whether students are really able to

report their task-specific confidence on such a fine-grained level—the

same question arises when asking students to report their effort invest-

ment on a 9-point scale. A factor that might also have influenced the

self-efficacy measurements during the learning phase is whether stu-

dents could estimate their task-specific confidence based on an actual

attempt to solve the problem or just the imagination of doing so after

studying the example. Moreover, it has been questioned whether or not

(task-specific) self-efficacy and perceived competence are really sepa-

rate constructs. Literature shows that perceived competence may be a

common core component of both self-efficacy and measures of self-

concept (e.g., Bong & Skaalvik, 2003; Marsh et al., 2019; Schunk & Paja-

res, 2005). In line with this notion, the pattern of results on self-efficacy

and perceived competence was nearly identical in both experiments

and the correlations between these two constructs on the measure-

ment after the training phase were extremely high in Experiment 1 (.96)

and Experiment 2 (.92). As such, the use of one of the measures might

suffice in future research in this area.

8.4 | Conclusions

In sum, our results have shown that studying examples only—possibly

alternated with practice problem-solving—is more effective and effi-

cient for novices' learning than practice problem-solving only. These

results were established with higher technical education students and

a mathematical problem-solving task. However, based on the large

body of research on the worked example effect (see for a review Van

Gog et al., 2019), it seems safe to assume that these effects would

generalize to other problem-solving tasks and populations as well. A

new finding of our study was that examples had clear effects on moti-

vational aspects of learning (i.e., self-efficacy and perceived compe-

tence); so far, little is known about the effects of different example

and problem sequences on motivation (Renkl, 2014; Sweller, Ayres, &

Kalyuga, 2011; Van Gog & Rummel, 2010). Moreover, a new and

interesting finding both from a theoretical and practical perspective, is

that example study only can remain more effective, efficient, and

motivating for learning than solving practice problems only when lon-

ger sequences are studied. However, because our study is among the

first to examine the effects of different short and longer sequences of

examples and problems on student motivation, an open question that

needs to be addressed in future research is whether these results gen-

eralize to other populations, domains, and materials.

8.5 | Implications for practice

Our results could be interesting and relevant for educators who are

instructing new knowledge or skills to novices, for students who have

to learn new knowledge or skills through self-study, and also for

instructional designers who are designing learning materials. Our

results suggest that, when studying short sequences of examples and

problems, it is more preferable to study or provide examples (probably

alternated with problem-solving) instead of practicing problem-solving

only, from both a cognitive and a motivational perspective. Moreover,

even with longer sequences, example study remains very effective,

efficient and motivating, however, future research should further

investigate under what specific conditions example study remains

effective in longer learning phases. Secondly, it is advisable to start

training phases with an example instead of a problem. Although we

did not find any differences in test performance and student motiva-

tion between example-problem pairs and problem-example pairs, our

results showed that starting the training phase with an example is

more efficient for learning than starting with a practice problem.
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