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This paper provides a framework for examining human-vehicle interactions with respect to three dimensions that can
involve models or simulations: the agents, the environments, and the scenarios. Agents are considered on a spectrum
from human to artificial actors. Environments are considered on a spectrum from simulated to real. Scenarios are
considered on a spectrum from constrained to unconstrained. It is argued that these three dimensions capture key

differences in research approaches within the field of human-vehicle interaction, and that explicitly situating research
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and discussions within this framework will allow researchers to better compare and contrast research outcomes and
contributions. The framework is used to locate different disciplines in the community with respect to one another,
and to identify areas which are as-yet unexplored.

1. Introduction

Within the transportation, automotive, and user interface research com-
munities, there is occasional confusion as to what is implied by “simula-
tion” or “model.” For example, the following are all false assumptions: a
model or simulation implies tight control with no testing in a naturalistic
environment, a model always involves simulating people or the traffic envi-
ronment, and a concrete, falsifiable research question cannot be achieved
without a model or simulation and testing in the real world.

These false assumptions overlook the fact that researchers and practi-
tioners in these fields have various approaches to modeling the agents in
the car, the driving environment, and the scenarios under consideration of
study. The different approaches and associated labels can create confusion
as to which methods are most effective to examine specific research questions
regarding human-vehicle interaction. The authors of this paper have used dif-
ferent types of simulations in driving studies and other domains, in part due
to their different backgrounds in psychology, artificial intelligence (AI),
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safety science, design, and engineering. During a meeting in 2016 (Riener
et al,, 2016a), the authors identified that — up until then — they meant differ-
ent things when talking about “a simulation” or “a model” and that each au-
thor held some incorrect assumptions about these terms. To move the field
forward and to avoid these mistakes, there is a need for (a) more specific ter-
minology to guide the scientific and practical dialogue and (b) a common
framework in which each research effort can be mapped and compared.
Such a framework is needed given the interdisciplinary focus of transporta-
tion research, in which different disciplines (e.g., engineering, design, social
sciences, safety sciences, AI) might also use different terminology.

In this paper, a classification framework for examining models and sim-
ulations of human-vehicle interaction is introduced. Within the domain of
human-vehicle interaction, simulations can happen along three dimen-
sions: agents, environments, and scenarios. These are illustrated in Fig. 1.
Within each of these dimensions, there can be multiple styles or approaches
of simulation and modeling. Each of these approaches differs in the extent
to which they truly emulate the realistic performance of the agent, the
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Fig. 1. Three dimensions of simulating related to human-vehicle interaction with example studies indicated (see also text).

environment, or the driving scenario. The framework enables researchers
to map their choice of research methods and tools and compare with
other literature, as well as identifying areas of effort that could advance
the field.

1.1. Intended contribution and audience

A first contribution of this paper is to explicitly define the differences
between three dimensions of modeling: agents, environments, and scenar-
ios. This is achieved by describing what is entailed in each dimension. By
separating out these three broad dimensions, it becomes clear that the
aforementioned assumptions (in the introduction) are flawed, as each as-
sumption only considers a subset of the dimensions of modeling. Being
more explicit about these differences provides the field of transportation re-
search with more precision. Such precision is needed to compare results
across studies and to aid replication of study results and implementation
of ideas and results in actual transportation systems.

A second contribution of this paper is to identify areas that are as-yet un-
explored or underrepresented within the transportation research commu-
nity. This is achieved by describing the studies completed for various
combinations of simulated agents, environments, and scenarios. In studies
where either the environment is simulated or the scenario is constrained,
but not both, there is the possibility for future research that allows for
tighter control where needed, while also providing insights on a wider,
open-ended set of human behaviors.

The intended audiences of this paper are researchers and practitioners
who are consumers of these simulations, as well as industry and regulatory
agencies. For all these parties, the framework provides a way to classify
studies and to decide upon the best research method for new studies:
what type of simulation is needed? Although the discussion within this
paper mostly focuses on human-(motorized) vehicle interaction, simulation
is also used in other transportation domains such as trains and flights.

Having the three dimensions distinguished is not only important for ac-
ademic purposes, but also for product development and the testing cycle
(e.g., V-Model, Scrum) (Friedrich et al., 2008).! Testing products with
real users (agents), in real environments (the world), with actual everyday
scenarios provides the highest ecological validity. However, that might also
come with potential disadvantages such as (1) weak reproducibility and
generalizability due to changing sensor data, weather, or participants' cog-
nitive states, (2) the impossibility of testing under extreme conditions and,
(3) its negative impact on release cycle times. A possible alternative that
might help to reduce field testing while ensuring functional safety and reli-
ability is performing safety assessment by stochastic virtual simulation
(Kompass et al., 2015). Still, a pure virtual test as suggested in the past by
for example Google (Harris, 2014) is barely able to represent reality with
its overwhelming complexity, for instance because of performance differ-
ences of virtual sensors, lack of realism and flexibility of driver models
and shallow modulation of environment and surroundings. That's why
(California's) regulations still stipulate autonomous vehicles must be tested
under “controlled conditions” (e.g., a test track or temporarily closed public
road Harris, 2014).

The automotive industry is searching for a new standardized testing
process (Kompass et al., 2015) to cope with the issues highlighted before.
Open questions in this regard are if and to which extent real field trials
can be substituted by various levels of virtual simulation (Riener, 2010),
how to seamlessly integrate different validation methods (e.g., virtual sim-
ulation, driving simulator tests, X-in-the-Loop simulation), and, how to
guarantee reproducible test conditions. To counteract, tests can adjust the
real and virtual parts in various dimensions of the test setup (agents, envi-
ronments, scenarios). Such adjustments create a “mixed-reality testing
framework” (see also, Riener et al., 2016b), which is explicit about which
components (agents, environments, scenarios) are simulated or not. The

1 Actual version V2.3 as of March 18, 2019, see https://www.cio.bund.de/SharedDocs/
Kurzmeldungen/DE/2019/20190318_vmodellxt_2-3.html, retrieved April 7, 2019.
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framework that is put forth in this paper, and which is described next,
thereby helps to better position such mixed-reality efforts.

2. Classification framework for (models and simulations of) human-
vehicle interaction

The framework distinguishes three dimensions that can be examined in
studies of human-vehicle interaction: agents, environments, and scenarios.
Each dimension can involve some form of simulation or modeling, and will
now be discussed in turn.

2.1. Dimension 1: agent

An agent is ‘anything that can be viewed as perceiving its environment
through sensors and acting upon that environment through actuators’ (Russell
and Norvig, 2003, page 32). This general definition can be applied to
both humans and artificial (non-human) entities, and therefore also to sim-
ulations and models of humans. Simulations of human agents are typically
assumed to be created by software, but can also rely on hardware compo-
nents (i.e., in embodied, situated robots Pfeifer and Scheier, 2001). The rea-
sons for modeling human behavior can differ, but for the traffic domain
typically include: a need to determine the operational domain of the sys-
tem, a need to influence system or user behavior under conditions that
might be risky or unsafe for humans, a need to benchmark human behavior
against alternative theoretical predictions of behavior, or as a way to
ground system behavior in theory.

In the driving context an agent is in charge of perception, judgement
and actuation on the driving task or a subset of it. At a broad level, an
agent in a vehicle is either human, or artificial. However, within the simu-
lated artificial (non-human) agent classes many distinctions can be made.
Three dimensions are discussed next: (A) whether accurate simulation of
the human's internal thinking process matter, (B) level of abstraction (or:
what part of human behavior or thinking is of interest to the modeler),
and (C) modeling approach.

2.1.1. Does accurate simulation of a human's thinking process matter?

A first differentiation is whether simulating the details of the human's
internal thinking process matter. Some models might not care about mim-
icking human behavior and thinking at all. For example, when
implementing Society of Automotive Engineers (SAE) level-5 (SAE
International, 2018), the vehicle itself makes automated (or autonomous)
decisions, but might not always make the same decisions as humans, or
not be at fault to human biases and limitations (e.g., fatigue). Other models
might only approximate a small subset of human thought or behavior; for
example models that test the impact of random human actions
(Thimbleby, 2007), or models of traffic flow that only focus on crude esti-
mates of perception and action (Hoogendoorn and Bovy, 2001).

For models where simulation of human thought and behavior are more
crucial, there are gradations in level of detail, ranging from models for rapid
prototyping and testing of interfaces (John et al., 2004; Salvucci et al.,
2005), to testing the effect of specific theories such as strategies of task in-
terleaving (e.g., Brumby et al., 2018; Janssen et al., 2012; Jokinen et al.,
2020 online first; Kujala and Salvucci, 2015; Lee and Lee, 2019), to devel-
oping detailed broader theories of human thinking (e.g., cognitive architec-
tures Liu et al., 2006; Salvucci and Taatgen, 2011; Zhang and Hornof,
2014). In other words: creating an artificial agent can be seen in line with
Turing's imitation game (Turing, 1950): the goal is to have the agent
achieve some behavior, but the details of how this behavior was achieved
by the agent do not matter to every modeler.

In the classification of agents so far, only the extremes were classified:
an agent is either human or artificial. However, due to the advent of
semi-automated vehicles, less clear cut examples in between these extremes
might emerge. Artificial agents might be in control of part of the driving
task, while human agents are in control of other parts. And at times it
might not be so clear to a human whether an agent is human or artificial
(cf. Turing's imitation game Turing, 1950). It is not yet clear how to best
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classify these in between states, therefore the focus in this paper is on the
extreme ends first.

2.1.2. Level of abstraction

A second classification, when trying to model human behavior through
an artificial agent, is the level of abstraction. In essence, the question here
is: what part of human behavior or thinking is of interest to the modeler?
David McClelland phrased it as follows: [cognitive models] “are explorations
of ideas about the nature of cognitive processes. In these explorations, simplifica-
tion is essential — through simplification, the implications of the central ideas be-
come more transparent” (McClelland, 2009). The quote by McClelland
beautifully captures that one model of human behavior or thought (so
far) cannot capture all of the complexity of human thinking, but instead re-
quires focus. Various frameworks have been proposed to adjust focus sys-
tematically to the objective of the model at hand. Two are discussed next:
Marr's levels of abstraction (Marr, 1982) and Newell's timescales of action
(Newell, 1990).

Marr (Marr, 1982) proposes to approach human thinking from three
levels: computational, algorithmic, and implementation. These levels re-
quire an increasing level of detail (see also special issue, Peebles and
Cooper, 2015). Agent models of driving related tasks occur at each level.
Computational models specify why specific behaviors might be appropriate
or efficient, without specifying what is done by an agent to achieve this. For
example, such models might concern why multitasking in the car can some-
times be experienced as efficient by the user, even though objectively it is
distracting (Janssen et al., 2012), or why it might be efficient to forget infor-
mation in general (Anderson and Schooler, 1991). Algorithmic level
models specify what strategies people use to achieve a goal, without speci-
fying why these are used (computational question) or how this is imple-
mented in the brain. Examples are models of visual attention in
multitasking scenarios (e.g., Salvucci and Taatgen, 2011; Salvucci et al.,
2005; Lee and Lee, 2019; Zhang and Hornof, 2014). Finally, implementa-
tion level models describe how the algorithms are physically realized in
the brain, without focusing on what task is achieved (algorithmic) and
why (computational). Although such detailed implementation level models
are available of cognition in more controlled tasks (e.g., Eliasmith, 2013),
to the best of the authors' knowledge there are not yet detailed implemen-
tation level models that implement multiple facets of driving. The level of
abstraction influences the type of questions the models can address: why,
what, or how behavior is realized.

Another way of classifying the level of abstraction is using Newell's
time scales of action (Newell, 1990). This framework requires one to
specify at what time scale the behavior is modelled and therefore also
what type of data can be used to validate the model (see also
Anderson (2002) and Chapter 1 of Salvucci and Taatgen (2011)).
Newell (1990) distinguishes four bands, which again are all relevant
for specific aspects of driving: Biological (actions over ms, e.g. brain
processes underlying ms level differences in braking response times,
Gray, 2011; Lahmer et al., 2018), cognitive (actions over seconds,
such as how eye-movements affect steering movements, Salvucci and
Taatgen, 2011; Kujala and Salvucci, 2015; Lee and Lee, 2019), rational
(actions over multiple seconds to minutes, e.g., how to best interleave
attention, Janssen et al., 2012; Janssen et al., 2019c¢), and social (actions
over multiple minutes to years, such as development of trust, Forster
et al., 2018). Again, the time scale of a model determines what types
of (research) questions can be addressed and also what type of data is
needed to validate such theories, as these need to be in sync with the
model: milliseconds (e.g., EEG, fMRI), seconds (e.g., eye-tracking,
steering actions), minutes (e.g., behavioral choices), or hours (e.g., du-
ration of travel, fuel efficiency) (see also chapter 1 in Salvucci and
Taatgen, 2011).

Other frameworks for classifying the abstraction level of the model of an
agent might also exist. Yet, the core question is: through which “lens” is one
looking at human behavior and thought. Do minor changes over millisec-
onds in the physical implementation of an (artificial network) model matter
(i.e., implementation level, biological band), or is there a need to
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understand why behavior at a societal level changes over years (i.e., compu-
tational level, social band). Whatever the focus is, some simplifications are
needed to allow focus of the research (McClelland, 2009). What is impor-
tant is that these simplifications are not made within the area that is of
interest most.

2.1.3. Modeling approach

A third way of classifying models is in the modeling style or approach that
is taken. For example, is it mostly conceptual in nature (e.g., Janssen et al.,
2019a; Janssen et al., 2019d; Wickens, 2008), describing a theory of a
(mechanistic) process (e.g., Salvucci and Taatgen, 2011; Lee and Lee,
2019; Zhang and Hornof, 2014; Brumby et al., 2018), or a (machine learn-
ing) data-driven model (e.g. Fridman et al., 2018)? These three rough clas-
ses (conceptual, process, data-driven) rely increasingly less on theory and
more on available data, and can all be relevant for driving models. There
is a large breadth and depth in modeling styles available for theoretical
studies and applied work (Oulasvirta, 2019).

2.1.4. Summary of modeling the agent and further refinements

To summarize, models of humans can be captured under the general
label of “agent.” Agent models can be classified in various ways of which
three options were discussed. Although within each of these classifica-
tion schemes specific classes were identified as well, sometimes models
are a blend. For example, models might be able to tackle all three of
Marr's levels (e.g., Lewis et al., 2014), address behavior over multiple
of Newell's time-scales (e.g., Janssen et al., 2012), or combine data-
driven (machine learning) methods with theoretically-driven process
models (e.g., Anderson et al., 2016).

In driving situations where part of the driving task is automated
(e.g., SAE levels 2,3, SAE International, 2018), there are situations where
both a human agent and an artificial agent (i.e., the car's internal reasoning
system) are involved in aspects of the driving task. In that sense, the expec-
tation of the authors is that research in the years to come will focus more on
shared control between human and artificial agents. In modeling the artifi-
cial agent that controls the car, many of the same considerations as were
mentioned above hold. These techniques can range from simplified state
machines with tight control-loops to more conceptual (flexible) models in-
ferred from naturalistic data behaviors using machine learning. State of the
art approaches to modeling an artificial agent are approaching the perfor-
mance of humans at particular driving tasks by means of deep neural net-
work architectures.

2.2. Dimension 2: environment

When environments are discussed in the transportation research com-
munities, the environment can be considered as “the world” which is
being modelled or the model which is being presented. Researchers and
practitioners often draw a sharp distinction between ‘laboratory’ or ‘simu-
lated’ on the one hand, and ‘on-road’ or ‘real’ or ‘open-ended’ driving exper-
iments on the other hand, but do not do a lot to explicate the environment
further.

At first sight, one might assume that testing in an on-road study provides
the richest environment for a study, and therefore to provide the most de-
tailed insight about the human behavior. However, this is not necessarily
the case. Whether the richness of the on-road driving environments (i.e.,
the track or roads on which the vehicle is driving) is captured depends
heavily on the model of the environment that is made from the data cap-
tured by an instrumented car (Brackstone et al., 1999). In an extremely lim-
ited instrumentation environment, for example, there might only be one
camera pointed at the driver or out the window, and the model of the envi-
ronment after the fact is very sparse. A richer model of on-road drives may
capture the in-cabin environment, the traffic surrounding the car, the GPS,
and the data from the CAN Bus of the car. The important thing is that the
model enables an understanding of the relevant aspects of the environment
for analysis. Limitations to the sensors and the internal model of the
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simulated environment can hinder the ability to address a research question
because of missing contextual cues.

By contrast, in a virtual driving environment, the environment is speci-
fied by the driving simulation. Even within the virtual environment, the
model has variations; passing traffic can be randomly generated, for exam-
ple, or specified exactingly, car by car. Another consideration for modeling
virtual environments has to do with whether the virtual environment is
completely fictional (e.g., driving on a different planet than earth), or if it
is a virtual replica of a real-world environment; the latter better allows for
translational experiments that compare virtual and real world performance
for similar driving scenarios (Blaauw, 1982).

2.3. Dimension 3: scenarios

With the agent and the environment identified, one can then specify the
scenarios for testing. If the simulated environment can be seen as “the
world”, then the scenario can be considered as “the way one moves through
the world”. That is: what types of situations are encountered or not? The
spectrum of scenarios that are being considered in the model or simulation
can range from unconstrained where nothing in the environment (real or
virtual) is manipulated to highly constrained, where everything that the
human user observes was somehow designated by the researcher. This
often relates to the operational design domain (SAE International, 2018)
or the context in which the study is being examined. For example, given
any specific world (naturalistic or virtual), one might be interested in
how a system and agent act in a scenario where there is fog, or a specific
construction works scenario. In more unconstrained (open-ended) scenar-
ios, specific scenarios will be encountered (e.g., fog, construction works)
but only as they naturally occur during a drive.

Most naturalistic driving studies such as SHRP2 (The National
Academies of Sciences Engineering and Medicine, 2019) and UDRIVE
(Udrive Consortium, 2019) are designed to be more toward the uncon-
strained end of the spectrum. The researcher does not constrain the destina-
tion, driving behavior, or performance of the user. In other words, the
scenarios that people encounter are left open-ended. The models behind
naturalistic driving studies are typically designed for observation only,
without any intervention. The participants know that their vehicles are in-
strumented, and, as such, might drive more carefully; nevertheless, the en-
vironments (or: the world) that they drive through are not affected by any
research interventions, and so the scenarios that occur — whether they are
everyday traffic, distracted driving, or near misses — are natural.

While there are many studies that can be conducted in a real world set-
ting, they are not all ‘unconstrained’. Hence, the distinction between the en-
vironment and scenario. One might have a fully functional car of which
high level of detail can be measured (i.e., high on the ‘real’ dimension of
the environment), but testing is only intended under specific conditions
such as construction works, or under conditions of rain (i.e., highly
constrained).

There are also projects in between these extremes. For example, Volvo's
“Drive Me” project (Victor et al., 2017) was intended to have everyday
drivers experience driving in a car that has higher levels of automation,
with some in-car technology achieving SAE-level 4 automation on specific
roads (SAE International, 2018). Although the project has since scaled
back in ambition (Bolduc, 2017), the original study was intended to include
a fully operational vehicle with high level of data collection and instrumen-
tation (i.e., high realism on the environment scale). However, the auto-
mated technology within the vehicle could only operate under specific
operational design domains, thereby limiting the scenarios under which re-
searchers could study human behavior in automated vehicles.

Although the aforementioned might seem to imply that open-ended sce-
narios can only be run in naturalistic environments, this is not the case. Sim-
ulated environments can also run relatively open-ended, unconstrained
studies, depending on how open-ended and realistic the environment is
modelled in the simulator and to what extend it allows freedom in actions
for the driver. If the simulator has for example a detailed map of all roads
in a city (i.e., a “microworld”), and the car has almost all the functionality
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of areal car, then a wide scala of open-ended scenarios might be possible to
simulate.

3. What is a “controlled” study?

One of the things that the classification framework (Fig. 1) makes
clearer is the different ways that a “controlled study” is controlled. Each di-
mension (agent, environment, scenario) can have its own level of control.
To make this even more specific, a distinction can be made between differ-
ent degrees of regulation and fidelity for the agent, environment, and
scenario.

3.1. Regulation

What is called “regulation” is often referred to as “manipulation” or
“control” in experimental settings; it is the degree to which different partic-
ipants experience the same thing. Regulation can be applied to the agent,
the environment, and the scenario.

3.1.1. Regulation of environment and scenario

The most obvious coupling of regulation is perhaps with environment
and scenario. Within the environment and scenario, there can be a high de-
gree of variation in control, even within laboratory studies. Simulation en-
vironments are often associated with high-degrees of regulation. On the far
end, in simulated automated driving scenarios, a driving simulation envi-
ronment can be so controlled that every single participant experiences ex-
actly the same setting, with exactly the same cars passing at exactly the
same time in the simulated experience (i.e., a highly regulated scenario).
In such tightly regulated studies, the only variations might come from
human action such as the human's eye-gaze or steering actions. Although
these studies are appropriate for testing parameters of human behavior
and thought (e.g., Janssen et al., 2012; van der Heiden et al., 2019), they
are less generalizable to everyday traffic scenarios.

Therefore, in the more typical laboratory driving simulation studies,
other vehicles in the simulation environment around the participant vehicle
are spawned stochastically, so that there is some bounded variation in par-
ticipant experience; any experiment in which the participant drives intro-
duces yet another source of variation. On the far less regulated end,
experimenters such as Feuerstack et al. (2016) use the simulation environ-
ment as a “theater” in which drivers can collaborate to play out the interac-
tions they have on the road improvisationally (Schindler et al., 2013).

In on-road research, there is also more or less regulation that is possible.
While it is not usually possible to make it so that every participant experi-
ences exactly the same experience, on-road experiments can feature set
courses, where every participant experiences the same roads, in roughly
the same times of day (like, Baltodano et al. (2015)), or set situations,
where every participant experiences the same scenario (for example, com-
muting home) even if they have wholly separate routes, like Zafiroglu et al.
(2012).

In other words, regulation, manipulation and control can be exerted on
both the environment (i.e., what types of vehicle interactions are allowed)
and on the scenarios that are experienced by the participant. Control can be
loose or tight on none, one, or both of these dimensions.

3.1.2. Regulation of agents

Regulation can also be applied to the agent, especially for studies with
human agents. A first decision on regulation is how the study participants
are sampled. On the very tightly regulated end, participants might come
from a very specific population, such as psychology undergraduate stu-
dents. Tight regulation yet more variation in human behavior might be ob-
served when participant statistics meet those of a specific driving
population (e.g., match the national ratio male-female drivers, or distribu-
tion of drivers' ages, as in, van der Heiden et al., 2019). Finally, regulation
might be loose when participants are gathered in a less structural way
(e.g., opportunity sampling). Sampling might be particularly important in
cases where the behavior might be tied to characteristics of the sample —
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for example years of driving experience, familiarity with local cultural or
societal norms or expectations, experience with semi-automated vehicles,
or experience with particular road configurations (e.g., driving on the
left-side or right-side of the road).

A second decision on regulation is whether the participants are asked to
perform with or without manipulation of their cognitive state. For example,
participants might be performing after tight administration of alcohol,
drugs, or other substances (e.g., Martin et al., 2013; Veldstra et al., 2012;
Wester et al., 2010). Or participants might be sleep deprived (e.g., Eoh
et al. (2005), for models see e.g. Gunzelmann et al. (2011)), or be manipu-
lated into a specific affective state (Jeon, 2015).

A third decision on regulation of agents is how free the agents are in
their actions and how participants are instructed. On one extreme end, nat-
uralistic driving studies (e.g., The National Academies of Sciences
Engineering and Medicine, 2019; Udrive Consortium, 2019) might not
place any constraints on the driving task: participants drive where and
when they want to drive. On the other extreme end, the user's task might
be very narrowly defined. This might be akin to for example Fitts' law ex-
periments, in which participants are instructed to make specific ballistic
movements over and over (MacKenzie, 1992). In between these extremes
are studies in which some overarching criteria, such as a user's general pri-
ority, is manipulated (e.g., safe driving or fast performance of a secondary
task while driving, Brumby et al., 2011; Janssen et al., 2012).

In other words, regulation can also be applied to the agents of the task,
and might be exerted implicitly due to the sampling of participants or the
instructions for the task. Although regulation was mostly discussed for
human agents, similar concerns apply when human behavior is captured
in artificial agents: are these models based on data sets with a wide variety
of human participants, or only a tightly regulated sample in a tightly
regulated task?

3.2. Fidelity

Fidelity has to do with the level which the simulation or model of the
agent, environment, or scenario mimics real-world or anticipated future-
world drivers and driving situations. In the lab, the fidelity of simulated en-
vironments can range from low, where the scenarios are observed from a
bird-eye view, and the operator controls the vehicle using a keyboard, to
very high, where drivers are fully immersed in the driving environment.
The low fidelity environments are appropriate if the primary goal is to rep-
resent strategic level decisions. The more typical driving simulation envi-
ronments have much higher fidelity and feature different degrees of
immersion, where a full-vehicle chassis with a motion base delivers the ex-
perience most like driving on the road. Open source game engines like the
Unity and Unreal Engines that enable development of rich-graphics simula-
tors such as CARLA (Dosovitskiy et al., 2017) has enabled high fidelity driv-
ing simulation tools to be more readily accessible to a broader range of
researchers and designers.

In on-road environments, the fidelity is usually pretty high with real
road, weather, and lighting conditions, but the location of the testing envi-
ronment (for example, on a test track vs on (closed) public roadways) can
affect the fidelity of the driving task.

For the fidelity of the agent, one can consider artificial agents and
human agents. For artificial agents, fidelity can again differ between model-
ing approaches. Automated driving systems have traditionally employed
low-level perception-controllers such as PID to perform driving tasks.
These models typically lack flexibility and performance when compared
to human agents in variable environments. However richer, higher-level
driving automation models are being developed using machine learning
techniques that rival or even outperform human drivers (Grace et al.,
2018). Concurrently, when modeling human agents and their thought pro-
cesses, some approaches care about the fine-grained details of the cognitive
process (e.g., Zhang and Hornof, 2014) while others only use approxima-
tions of human perception and action (e.g., Hoogendoorn and Bovy, 2001).

For human agents, in some sense the fidelity is “high”: an actual human
performed the task. However, depending on how the human sample and
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the behavior of the sample was regulated, behavior of these agents might be
more or less representative for a wider population of humans and a wider
set of human cognitive and affective states.

Another aspect to consider in relation to fidelity is the method and pro-
cess of data collection. Even in a study with a high fidelity set-up
(i.e., human agents, driving in the real world, in an unconstrained sce-
nario), the reliability and usefulness of the study outcomes may be nega-
tively impacted if the data collection protocol was not carefully designed.
It is therefore crucial to understand the limitations of your equipment in
terms of quality, accuracy, frequency (and resolution) of sampling, and
the reliability of the measurement as a proxy for the intended variable
(s) of interest.

Take for example the fidelity of data collection on a human agent. Let's
say a study is interested in capturing a cognitive aspect of the human driver
using the relationship between eye movements and vehicle steering move-
ments (actions over seconds cf. Newell, 1990). In such a study, eye gaze
data would need to be collected at a level that can detect differences within
seconds. Further, the eye-tracking device will need to be calibrated and
checked for stability and tracking before data collection on each partici-
pant. If such protocols are not in place, any inferences made from the
data would be incorrect.

This becomes an even larger concern when methods and tools are used
that have not been independently validated or for which the underlying al-
gorithms are not known. For example commercial devices that can predict
“alertness” based on physiological measures may have limited validity if
the underlying algorithms cannot be shared or verified. In such cases, the
conclusions drawn from such tools would be questionable. Data quality
also impacts the dimensions of environment and scenario. For these dimen-
sions, the sensors (or simulation code) might also not register relevant in-
formation (e.g., what other traffic is on the road), or not register it
frequently and detailed enough (e.g., estimate distance to other cars in in-
crements of 10 cm, whereas increments of 1 cm are needed for analysis)
or reliable enough (e.g., when a sensor of the car is obscured).

The interface between the data, systems, applications, software and
platforms are also important to consider. A seemingly small detail or choice
in the set-up of a study can have large implications in the inferences that are
made. For example, if the eye-tracking glasses shifted during the study, one
might conclude that a participant did not pay sufficient attention to the
road, whereas this conclusion was reached due to measurement error. Sim-
ilarly, if a simulation was not calibrated correctly to identify the distance
between the test vehicle and surrounding vehicles, then one might incor-
rectly conclude that an appropriate distance was held at all times. If these
results are not further tested (e.g., by formalizing them in computer simula-
tions of underlying cognitive process, or testing them in replication stud-
ies), then the wrong conclusions can steer the larger field in the wrong
direction. For example, incorrect results can lead to suggesting designs or
software that are not effective or based on incorrect principles
(e.g., assuming that a vehicle holds appropriate distance to other vehicles,
whereas it does not).

4. Actual, virtual, and mixed reality through simulation on different
dimensions: where are the research gaps and opportunities?

Using the three dimensions (agents, environments, scenarios), one can
now more clearly position research that simulates none, one, two, or
three of these dimensions. Studies where none of the dimensions is simu-
lated can be considered “actual reality”, studies were all dimensions are
simulated can be considered “virtual reality”, and those where at least
one but not all dimensions are simulated can be considered “mixed-reality”.

4.1. Collaboration between human and artificial agents

As was already mentioned in the section on agents, one important
emerging area is that where human and artificial agents interact in a single
environment. This is the case for humans that interact with semi-automated
technology (e.g., SAE levels 2,3, SAE International, 2018). In these
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instances, the reasoning system behind the automation can be considered
as an artificial agent that senses and acts upon the environment, but also
depends on input from the human. Such environments require a good un-
derstanding of the mental model of the human and the mode of the vehicle
(Janssen et al., 2019a).

Another area where human and artificial agents interact is in studies of
dyadic interaction. In the bottom of Fig. 1, such studies are placed in the
bottom-right quadrants of studies with human agents (left) and studies
with artificial agents (right). In dyadic interaction studies, two or more peo-
ple are involved in a simulated world, and can see each other's actions
through an avatar (or other car) that moves around in their shared virtual
world. This form of interaction involves both human agents, but also a vir-
tual representation of the agent, therefore positioning this work both in the
cluster of human and artificial agents. A conceptual example of such a study
is for example described in (Doric et al., 2016).

The remainder of this section will explicitly discuss studies in which
there is either a human agent, or an artificial (simulated human) agent.

4.2. Simulated scenarios and/or environments with human agents

The first consideration is of cases where human agents are involved in
the driving (e.g., bottom-left of Fig. 1), but either the scenario or the envi-
ronment might be simulated or constrained. Perhaps one holy grail of re-
search is to observe driving in real environments with open-ended,
unconstrained scenarios (top-right quadrant). Examples can be found in
naturalistic driving studies (e.g., The National Academies of Sciences
Engineering and Medicine, 2019; Udrive Consortium, 2019). The challenge
with running these studies is that they can require more resources in terms
of time, equipment, money, and personnel to run than traditional simula-
tion studies. They are therefore typically overseen by large consortia, and
not a realistic choice or option for individual researchers outside of such a
consortium.

On the other extreme, both the scenario and the environment can be
simulated (bottom-left quadrant in Fig. 1). Examples are classical driving
simulator studies and test track studies. Within this quadrant, there is a gra-
dation of realism, but in general it makes use of simulation on both axes.
Studies like these are more common in the transportation research commu-
nities. The reason might be that although they also require extensive re-
sources (e.g., to buy and maintain a simulator), these are more one-off
expenses, and cheap alternatives are available, such as a combination of
commercial steering wheels with open-source driving environments such
as Open-DS (Math et al., 2012), and off-the-shelf in-vehicle infotainment
simulation environments such as Skyline (Alvarez et al., 2015).

The more interesting, and relatively under-explored quadrants are those
in which either the environment 6r the natural scenario is simulated/con-
trolled, but not both. It could be argued that current automated driving sys-
tems with functionalities at SAE levels 3 and 4 are tests of constrained
scenarios in real environments (top-left quadrant, “on-road real world au-
tonomous driving”). The reason is that such vehicles can function in specific
operational design domains (e.g., an adaptive cruise control might only
function under regular highway conditions), or to use the terminology
from the framework in this paper: in specific (controlled) scenarios. An-
other example is the Ghost Driver project (Rothenbiicher et al., 2016),
where a very controlled scenario (namely: a car that seems to drive without
humans inside it, due to camouflage) is placed in a real naturalistic environ-
ment (everyday pedestrian crossings on a campus). This allowed for rapidly
testing how humans interact with future technology.

The second relatively under-explored area is open-ended scenarios with
simulated environments. This can for example be achieved through open-
ended Wizard of Oz simulation studies and improvisational or theater stud-
ies (Mok et al., 2015; Feuerstack et al., 2016; Schieben et al., 2009). In these
cases, the world is simulated in some form (e.g., through a driving simulator
or through theater enactment), while also allowing the participant to expe-
rience a wide set of scenarios.

The benefit of only simulating the environment or the scenario, and not
both, is that it requires less resources compared to the naturalistic driving
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simulators, while at the same time allowing for studies of more naturalistic
and less controlled human interaction. The authors see high potential in
these research methods for transportation research that wants to explore
human interaction with novel (in-car) vehicle technology. With the rapid
development of automated technology (Janssen et al., 2019b), simulation
of the environment and/or scenario allows studies of human interaction
with automated technology even if such technology is not (yet) commer-
cially available, or not matured enough to test on the open road.

4.3. Simulated scenarios and/or environments with artificial agents

The large majority of studies with simulated human agents (bottom-
right Figure in Fig. 1) also simulate the environment and control the sce-
nario. A special and emerging case is formed by studies from automated
driving companies that use full simulation to develop their automated driv-
ing technologies. Each billion of miles of driving experience collected on
real roads with test fleets are complemented with several orders of magni-
tude more in simulated environments. Using tools like Carcraft (Madrigal,
2017), technology companies can identify interesting driving scenarios
and iterate through a large number of derived conditions using virtual
models of vehicles and other road users in a cost-effective manner. For
these studies, the artificial agent acts somewhat like a human, but the
focus is mostly on the impact that the human has on the technology, road
behavior, and safety.

A related but different perspective is taken by studies where simulations
of a human agent are used to better understand the human mind. Perhaps
one of the best examples is Distract-R (Salvucci et al., 2005), and its associ-
ated cognitive models (Salvucci and Taatgen, 2011). In Distract-R, a simu-
lated agent drives in the same virtual environment as is used in human
studies. Distract-R interacts with the car and the environment through its
virtual hands and eyes. More often than not, other agent models have
even more controlled and limited interaction with the environment. For ex-
ample, steering actions might be achieved through a simple mathematical
function (e.g., Janssen et al., 2012), or the model might simply model traffic
flow of a hypothetical scenario as the concern is not with the behavior of
any individual model but with the collection/flock of cars
(e.g., Hoogendoorn and Bovy, 2001).

Cases where a simulated agent acts only in a real environment, but with
a constrained scenario (top-left quadrant in Fig. 1) include crash test
dummies. These simulate a specific scenario (i.e., a crash) in a real environ-
ment to test the impact the crash has on the vehicle and the simulated
human (a dummy) inside it. Other studies might use configurations of the
automation to elicit particular emotional responses on drivers and passen-
gers as a result of its driving reactions to road events (Alvarez et al.,
2019). Yet another example includes the Stanley parking robot (Stanley
Robotics, 2019), which can park your car within a constrained scenario
(parking garage).

Cases where a simulated agent acts in a simulated environment but a
more open-ended scenario (bottom-right quadrant) include studies of dy-
adic interaction. Note that these involve in a sense both artificial agents (av-
atars) and real human agents. Other examples of work in this environment
are simulators where people perform relatively open-ended interaction
with automation: a manual driver encountering an autonomous car in the
simulated road, pedestrian-AV interaction (e.g. Mahadevan et al., 2018),
or bicyclist-AV interaction (e.g. Faghri and Egyhaziova, 1999).

The final fourth quadrant (top-right) is one where a simulated human
drives in a natural scenario within a real environment. The ideal example
is formed by studies using a SAE level 5 (SAE International, 2018) fully au-
tomated and autonomous vehicle. At the moment such technology does not
yet exist. Instead, systems with limited automation, that can drive in spe-
cific operational design domains (e.g., specific scenarios) achieve part of
this functionality. There are also other examples around, for example recent
studies have used dummies of pedestrians (that walk similar to real pedes-
trians through motion capture studies) to test how automated vehicles re-
spond to these pedestrians in various open-ended natural scenarios in a
real environment (Doric et al., 2017; Canas et al., 2018). This can be

Transportation Research Interdisciplinary Perspectives 8 (2020) 100214

interpreted as a more open-ended form of the “crash test dummies”, as
the dummy in the pedestrian study has more movement and can act in
more unconstrained scenarios.

5. General discussion

This paper provides a framework for examining human-vehicle interac-
tion with respect to three dimensions that can involve simulation or model-
ing: agents, environments, and scenarios. The claim is not that one form of
simulation is better than others, but rather, each dimension provides in-
sights on different but complimentary (research) goals. Each simulation
method targets different objectives, and associated strengths and limita-
tions. Moreover, within one research project, researchers might be simulat-
ing none, one, or many of these three dimensions. Although modeling and
simulating is sometimes thought of as a way to exert control (i.e., exert reg-
ulation while achieving fidelity), each of the dimensions can differ in how
much regulation is exerted and how much fidelity is achieved.

Having more precise terminology to study modeling and simulation is
useful for transportation sciences, given its interdisciplinary nature. Contri-
butions to the field of transportation science are made from among others
engineering, design, social sciences, and safety sciences. Each of these fields
brings its own terminology and the same words or terms might differ in
meaning across fields. The aim behind the framework in this paper
(i.e., Fig. 1) is to aid precision when discussing models and simulations.

The development of this framework helped to identify areas that are
currently not frequently used within the transportation research communi-
ties. Specifically, the paper identified that there is room for studies which
simulate either the environment or the scenario, and not both. Such studies
are useful as they require less resources compared to the naturalistic driving
studies (that simulate none of the dimension), while at the same time
allowing for more natural (high fidelity) and less regulated human interac-
tion than studies that simulate both the environment and the scenarios. In
effect, this allows researchers to study interaction with future prototypes
relatively easily in naturalistic settings.

Another area that was identified are studies in which human and artifi-
cial agents interact. Examples include studies of human interaction in semi-
automated vehicles (e.g., at SAE levels 2 and 3, SAE International, 2018)
and studies of dyadic interaction in simulated environments.

A practical concern of researchers is that they might not always have the
right resources, infrastructure and skills to conduct studies in all of the iden-
tified quadrants in Fig. 1. Fortunately, the areas that were identified as hav-
ing potential for future work (by comparison) do not necessarily rely on
large infrastructure or resources.

5.1. Benefit of the framework for the transportation research community

Another benefit of the framework for the transportation research com-
munity is that it provides a systematic way to structure studies in which
simulated and non-simulated studies can be tested. The need for a consis-
tent tool chain containing both virtual and real tests was already
highlighted (e.g., by, Spies and Spies, 2006; Schuldt et al., 2015). The
value of the framework for the community is that it makes explicit that
there are three dimensions on which the extent between “virtual” and
“real” can be varied.

For example, to allow testing of different (safety-critical) scenarios
(dimension 3) without the risk of injuries, the proposed framework
identifies the need to integrate both automated and manual vehicles (di-
mension 2: environment) with modelled and real human agents
(drivers, pedestrians, cyclists) (dimension 1: agents) into a single test
bed. Based on the actual configuration of the individual (real) parts,
subjects can face different levels of immersion. A human participant
can, for instance, feel the real kinesthetic experience when driving
with a real vehicle on a closed test-track as the actual scenery is pre-
sented to them using virtual reality devices. On the other hand, motion
tracking of participants in a simulated environment (e.g., CAVE (Cruz-
Neira et al., 1992) or driving simulator) allows integrating vulnerable
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road users into the same scene in a similar manner. The resulting sce-
nario, now containing realistic human behavior, can finally be injected
into the control unit or sensor system of the test vehicle (automated car)
or presented to it using movable dummies on a real test track. In that
sense, the proposed framework tries to bridge the gap between simula-
tion and expensive real driving tests (Frey, 2016; Kiihbeck and Huber,
2015).

Different researchers and practitioners will have different (research)
questions. These questions will influence which dimension (agent, environ-
ment, scenario) is most important to keep under little or high regulation
and fidelity. For example, in a study that is mostly focused on studying
the human mind, tight control over the environment and scenarios might
be needed to ensure that one can study the cognitive principle of interest.
By contrast, in a study of an actual vehicle, one might want to keep the en-
vironment as realistic as possible and also allow humans to express a wide
variety of behaviors, so as to be able to see the impact of such naturalistic
behavior.

5.2. Translational research

An open question is how results from one setting can be translated into
another settings. Specifically: how can conclusions that were drawn in a
simulated environment translate to its non-simulated equivalent? Within
the field of cognitive science, there have been various studies that looked
at how simulations of theories of human behavior and thought relate to ac-
tual human performance (see section on modeling the agent). For the di-
mensions of environment and scenarios, studies comparing “simulated”
with “real” environments have typically looked at these dimensions con-
joined, by comparing the validity of real (on-road) experiments with simu-
lator studies, e.g., (Wang et al., 2010; Riener, 2010; Frey, 2016). The
framework of this paper (Fig. 1) already suggests that there is value in sep-
arating these two dimensions.

Nonetheless, lessons can already be learned about transfer from one set-
ting to the next. For example, in (Riener, 2010), driving performance and
interaction with an in-car interface was compared between both a low-
fidelity driving simulator and an on-the-road driving experiment (i.e.,
mostly manipulating environment, and slightly manipulating scenario
due to the natural variety of traffic conditions in on-the-road driving).
Results indicated that drivers respond faster to steering requests in the driv-
ing simulator (by 13%) as compared to real driving. The explanation for
this difference can most likely be derived from the fact that participants en-
countered fewer demands in the first (simulated environment) compared to
the second (naturalistic environment) setting. However, there were also
parallels. For example, the rank-order of performance with different in-
car interfaces was the same in the simulator and in the on-the-road study.
Unfortunately, based on this study and others, the consensus is that it is
not possible to derive a simple (e.g., linear) conversion factor or table to de-
scribe effects emerging in the reality with results from simulation or simu-
lator studies.

Although translational research in transportation sciences is typi-
cally focused on translating from simulation (or model) to the real-
world, there is an important reason to look at translation in both direc-
tions: simulations and models are helpful in exploring a wider variety of
situations and contexts, including extreme cases that might not always
happen even after prolonged testing in real-world conditions (humans
in real environments with unconstrained scenarios). Take the example
of Ghost Driver (Rothenbiicher et al., 2016), which was aimed at testing
how humans react to technology that is not yet commercially available
(fully self-driving cars). By simulating the scenario (a car that seems to
drive without humans inside the vehicle using camouflage) in a real
naturalistic environment (everyday pedestrian crossings on a campus),
it allowed for rapidly testing how humans interact with future technol-
ogy. Without the simulation of the car, the response of real pedestrians
in their everyday environment would have been difficult if not impossi-
ble to test.
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Another value of simulations and models is that they can help distill
the scientific principles and mechanisms that are at the heart of a behav-
ior or situation, and thereby aid understanding. This is consistent for ex-
ample with the original ambitions of Al, as expressed in the proposal of
the famous 1956 Dartmouth workshop: “The study is to proceed on the
basis of the conjecture that every aspect of learning or any other feature of in-
telligence can in principle be so precisely described that a machine can be
made to simulate it” (McCarthy et al., 2006).

Given the value of both simulated and non-simulated research, one im-
plication is that research should cover multiple of the quadrants in Fig. 1 be-
fore definitive behavior about human-vehicle interaction are made, for
example for regulatory purposes. This aids in understanding both how be-
havior is in less constrained, real world conditions but also allows for
more rigorous, focused testing under controlled experimental conditions.

5.3. Limitations

There is an opportunity to position future studies within each of the
three dimensions. In this paper, the dimensions were based on the extreme
conditions to contrast human agents with non-human agents, simulated
road environments with real (on-the-road) environments, and constrained
scenarios with open-ended, unconstrained scenarios. For each dimension
these extremes might be clear, and a relative position of any two studies
might also be possible for each dimension. However, it will be difficult to
associate each study with an absolute number, position, or rank on each di-
mension such that studies can be directly quantified and compared to future
studies.

Although some form of ranking or rating might be desirable in practice,
it would not do justice to the inherent diversity of options that is available
within each dimension. For example, even within the set of simulated vehi-
cles there is a myriad of characteristics that can differ along multiple dimen-
sions (e.g., visual realism, ability to induce motion, types of actions that are
allowed by the human driver), and equating each dimension into a number
would require comparing apples with oranges. Similarly, even for a cate-
gory such as human or non-human agents, there might be more than a
binary distinction, in that artificial agents can differ on multiple dimensions
(e.g., Marr's level of abstraction, Marr (1982) and Newell's time scale
Newell (1990)) and modelled using various frameworks (Oulasvirta,
2019). Moreover, in line with Turing's “imitation game” (Turing, 1950),
future artificial agents might be hard to distinguish from human agents.

Apart from refinement within the levels, there is also room to consider
other dimensions that have so far not yet been included explicitly in the
framework. For example, the discussion of the agents dimension in this
paper has mostly considered human drivers, yet there can also be humans
that have other roles inside the car (e.g., passenger, navigator) and outside
the car (e.g., cyclists, pedestrians, Doric et al., 2016).

6. Conclusion

Studies of human-vehicle interaction can entail modeling or simulating
the agent, the environment, or the scenario. Although colloquially re-
searchers in the transportation research community and related communi-
ties sometimes only distinguish “simulated” from “non-simulated” settings,
this paper identified that most studies typically model only some of these
three dimensions, and that different levels of regulation and fidelity can
be exerted on each dimension independently. The explicit distinction of
agent, environment, and scenario can aid researchers and practitioners
who are consumers of these simulations, as well as industry and regulatory
agencies. The framework provides a way to classify studies and assist re-
searchers, engineers, and designers make better decisions regarding the
simulation tool to use for the research question of interest.
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