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When two soil samples with the same hydraulic properties but different initial 
water saturations are brought into contact, water will redistribute horizon-
tally between the samples until some equilibrium is reached. The part with 
a higher initial saturation undergoes drainage while imbibition occurs in the 
other part. Hysteresis will not allow water to redistribute evenly between the 
two parts. In this study we used two different modeling approaches to ana-
lyze a recent experiment related to the water redistribution process. In one 
approach, we assumed applicability of the standard Richards equation 
with a hysteretic capillary pressure–saturation relationship (including scan-
ning curves). This approach assumes continuity in the water pressure and flux 
across the contact surface between the two sides. In the second approach, 
we used an extended two-phase flow formulation based on rational ther-
modynamics principles and involving the air–water specific interfacial area. 
For this approach, we used continuity in the Gibbs free energy for air–water 
interfaces and the interfacial area flux as additional conditions at the con-
tact surface. We employed two different initial conditions: uniform initial 
saturation for each side and slightly nonuniform initial saturation distribu-
tions consistent with the measured water contents. We compared results of 
both models with measurements. The Richards equation with full hysteresis 
could not reproduce the measured saturation distribution unless an unre-
alistic value of the imbibition retention curve was assigned. The interfacial 
area model compared well with the experimental data after optimization of 
some of the model parameters.

The process of moisture redistribution in soils has attracted much atten-
tion because of its importance to many practical problems in soil science, hydrology, and 
agricultural engineering as well as for various porous media processes in industry. Similar 
redistribution processes in multifluid systems occur in petroleum engineering and carbon 
sequestration problems. Starting with early studies by Always and Clark (1911), Haines 
(1930), and especially Youngs (1958), many have focused on the vertical redistribution of 
water following infiltration (e.g. Biswas et al., 1966; Staple, 1969; Peck, 1971; Vachaud and 
Thony, 1971; Talsma, 1974; Youngs and Poulovassilis, 1976). A limited number of studies 
also investigated horizontal redistribution processes in homogeneous soils (Vachaud, 1969; 
Kona, 1997; Feuring et al., 2014) or analytically (Philip, 1964). These studies revealed dif-
ferent moisture distributions within the dry and wet parts of the porous media presumably 
caused by macroscopic hysteresis in the soil hydraulic properties.

Many empirical and approximate theoretical models have been used to describe hysteresis 
in the soil hydraulic properties. Empirical descriptions include those by Dane and Wierenga 
(1975), Scott et al. (1983), Kool and Parker (1987), Parker and Lenhard (1987), and Luckner 
et al. (1989). Theoretical approaches include various independent and dependent domain 
models such as those described by Everett (1954), Poulovassilis (1962), Philip (1964), Topp 
(1971), Mualem (1974, 1984), and Poulovassilis and El-Ghamry (1978). Useful reviews of 
different approaches and comparisons with experimental data are given by Jaynes (1984) 
and Pham et al. (2005).

Core Ideas

•	A recent laboratory experiment of 
horizontal water redistribution was 
simulated.

•	Two different models were sepa-
rately used to reproduce the 
measured data.

•	Interfacial area model results 
showed better agreement with 
experimental data.
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The various approaches above are based on 
relatively standard formulations involving 
the Richards equation for variably saturated 
flow or related models for multiphase systems. 
Application of these formulations to transient 
redistribution processes requires the use of hys-
teretic relationships for the constitutive (soil 
hydraulic) functions. An alternative approach 
is based on thermodynamic principles that 
consider the effects of specific interfacial area 
on fluid flow (Hassanizadeh and Gray, 1990). 
While many numerical studies have been per-
formed to investigate the general properties of 
this theory (Niessner and Hassanizadeh, 2008; 
Pop et al., 2009; Marshall, 2009; Joekar-Niasar 
and Hassanizadeh, 2011), the approach has never 
been used to analyze experimental data.

In this work, we used results of recent horizontal redistribution 
experiments performed by Feuring et al. (2014) to investigate the 
applicability of the thermodynamics-based model of Hassanizadeh 
and Gray (1990), which we refer to as the interfacial area model. 
We simulated the experiments of Feuring et al. (2014) using two 
different approaches: the standard Richards equation with and 
without capillary hysteresis effects and the extended Darcy model 
that includes the air–water interfacial area. Below, we first pro-
vide a brief overview of the horizontal redistribution experiment 
of Feuring et al. (2014). Subsequently, we describe the standard 
and interfacial area models used in our study and compare the 
modeling results with the experimental data.

 6Description of Experiments 
of Feuring et al.
The experiments by Feuring et al. (2014) were designed to observe 
water redistribution in a long horizontal homogeneous soil flume 
with a discontinuity in initial saturation. They used a flume with 
dimensions of 200 (length) by 3 (height) by 4 cm (width). The 
flume was packed with sand having a mean grain diameter of 0.29 
mm and with minimum and maximum grain sizes of 0.05 and 2 
mm, respectively. Initial water saturation along the flume was not 
uniform: one part, covering 65 cm (−65 £ x < 0), had a relatively 
low saturation (average of 0.23), while the remaining 135 cm (0 < 
x £ 135) was relatively wet (average of 0.70). The particle density 
was 2546 kg m−3, and the average packing bulk density was 1.65 kg 
m−3. Bulk densities along the flume were measured destructively 
every 5 cm after the flow experiment was terminated. Results in 
Fig. 1 indicate that bulk densities f luctuated slightly along the 
flume and hence, that the flume was not perfectly homogeneous. 
These results were also used to calculate porosity.

The capillary pressure saturation curves for primary drainage 
and main imbibition were measured by Feuring (2010). Figure 2 
shows the measured data along with the fitted curves used in our 
calculations. As can be seen, residual air saturation was found to 
be negligible. The primary drainage curve, hence, coincided with 
the main drainage curve. We will further refer to this curve as 
the main drainage curve. The saturated hydraulic conductivity 
(Ks) was also measured, using a constant head permeameter, and 
was found to be 6.38 ´ 10−4 m s−1, or 55.12 m d−1 (Feuring et 
al., 2014). The measurement of Ks was repeated recently, and the 
same value was found. Various soil physical and hydraulic param-
eter values are summarized in Table 1.

The dry and wet sides of the flume were initially separated by a very 
thin (0.044 mm) removable metal sheet. The entire system was made 
airtight. Both sides were first allowed to reach equilibrium, after which 
the sheet was removed to start the redistribution process. Saturation 

Fig. 1. Measured packing density (black diamonds) and saturation profiles at different times 
(other symbols) along the flume (Feuring et al., 2014).

Fig. 2. Measured and fitted van Genuchten main drainage and imbibi-
tion curves (Feuring, 2010).
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values and air and water pressures along the flume were measured 
before the sheet was removed and then repeatedly during a period of 
30 d afterward. Water and air pressures were measured with hydro-
philic and hydrophobic tensiometers, respectively. Transducer pairs 
were installed at 12 locations along the flume. The air pressure pre-
sented very little variation along the flume and, hence, was assumed 
to be constant. In our numerical studies, we assumed the air pressure 
to be atmospheric. Saturation along the flume was monitored using a 
g-radiation system. For the calculation of saturation, the g measure-
ments had to be recalibrated based on measured values of the bulk 
density of the soil. These were measured destructively after the experi-
ment terminated. The soil in the flume was subsequently collected in 
5-cm segments to obtain precise gravimetric measurements of the bulk 
density along the flume. Measured saturation profiles at six different 
times are shown in Fig. 1 (Feuring et al., 2014). Figures 3a and 3b dis-
play measured water pressures as a function of time at various points in 
the initially dry and wet sides, respectively. The tensiometer at −1 cm 
malfunctioned during the entire experiment, while the tensiometer at 

−6 cm stopped working properly after 15 d. Erroneous data from these 
two tensiometers are not included in Fig. 3.

Figure 1 shows that saturation values increased rapidly in the dry 
side (x < 0) within 7 d, after which, moisture redistribution slowed 
down substantially. By comparison, saturation in the wet side (x 
> 0) decreased gradually and almost evenly along the entire sub-
domain. This was due to the much higher unsaturated hydraulic 
conductivities in the wet side, which led to very small pressure 
head gradients. As seen in Fig. 1, the saturation discontinuity at 
the contact surface between the two domains (at x = 0) persisted 
during the entire experiment. In the dry side, water pressures at 
positions near the contact surface increased rapidly, while pres-
sures started to increase much later and much slower farther away 
from the contact surface (see Fig. 3). By comparison, water pres-
sures in the wet side decreased only slightly and more uniformly. 
Although changes in the water pressure with time had not com-
pletely ceased after 1 month, the experiment was terminated, since 

changes in saturation were no longer measurable. The total water 
mass balance was evaluated gravimetrically before and after the 
experiments. A loss of only 7% water was found.

 6Numerical Models
In the following, we describe two alternative modeling approaches 
for analysis of the experimental data of Feuring et al. (2014). Both 
modeling approaches neglect any influence of the air phase, since 
few variations were observed in the air pressure along the flume.

Standard Model
The HYDRUS-1D software package of Šimůnek et al. (2013) 
was used to simulate the horizontal redistribution experiment 
of Feuring et al. (2014). HYDRUS-1D uses the finite element 
method to solve the Richards equation for water flow in an unsatu-
rated porous medium. For one-dimensional horizontal flow, the 
Richards equation reduces to the following:

é ù¶ ¶ ¶
f = ê ú

ê ú¶ ¶ ¶ë û
w

w( )
S h

K S
t x x

  [1]

where Sw is saturation, j is porosity, h is the soil water pressure 
head defined as h = pw/rw g, with pw and rw being the water 
pressure and density, respectively, K is the unsaturated hydraulic 
conductivity (assumed to be a function of the pressure head), t is 
time, and x is the spatial coordinate.

Formulas suggested by van Genuchten (1980) equations were used 
to characterize the nonlinear relationships between h and Sw and 
between K and Sw as follows:

Table 1. Measured soil properties and parameter values.

Parameter Unit Value

Particle density, rs
kg m−3 2546

Packing bulk density, rb
kg m−3 1650

Average porosity, j – 0.4

Water density, rw
kg m−3 998.2

Water viscosity, mw
Pa∙s 1 ´ 10−3

Main drainage retention exponent, n – 5.0

Main drainage retention parameter, a m−1 3.26

Main imbibition retention exponent, n – 5.0

Main imbibition retention parameter, a m−1 6.94

Residual water saturation, Swr – 0.19

Saturated hydraulic conductivity, Ks m s−1
6.38 ´ 10−4

Intrinsic permeability, K m2
6.52 ´ 10−11

Fig. 3. Water pressure vs. time at several locations within the initially 
(a) dry and (b) wet sides of the flume (Feuring et al., 2014).
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where Swr and Se are the residual and effective water saturations, 
respectively, a and n are fitting parameters, m = 1 – 1/n, and l = 
0.5. Figure 2 compares the measured and fitted capillary pressure 
saturation curves for main drainage and imbibition. A good fit 
was found, with the hydraulic parameter a for imbibition being 
approximately twice the value for drainage (see Table 1) as is often 
assumed in unsaturated flow studies (e.g., Luckner et al., 1989).

Hysteresis in HYDRUS-1D is simulated by means of scanning 
curves that are obtained by scaling the main imbibition and 
drainage curves. Every individual nodal point in the numerical 
model is assigned its own set of scanning curves, which are used 
depending on whether drying or wetting occurs. In our study, we 
used the approach of Lenhard and Parker (1991) to generate the 
various scanning curves. Their method assumes closure of the 
scanning loops by forcing the scanning curves to pass through 
the latest imbibition or drainage reversal points thus avoiding 
so-called artificial pumping errors (Werner and Lockington, 2006; 
Šimůnek et al., 2009). Consistent with the simplified hysteresis 
formulations by Kool and Parker (1987), Luckner et al. (1989), 
and Lenhard and Parker (1991), we used for all scanning curves 
the same values of a and n (the former depending on imbibition 
or drainage) but different values for porosity and residual water 
saturation. We later used the measured bulk densities, as shown 
in Fig. 1, in some of the simulations to slightly adjust the values of 
porosity along the entire domain. This was done to account more 
precisely for the packing heterogeneity.

For the simulations with HYDRUS-1D, we assigned 400 elements 
distributed evenly over the entire flow domain (2 m). A small grid 
spacing was selected to render numerical dispersion of the wet-
ting front negligible. No-flow boundary conditions were applied 
to both ends of the flume, while pressure heads and water fluxes 
were assumed to be continuous across the contact surface. The 
initial condition could be defined in terms of either saturation or 
pressure head. We performed two sets of simulations assuming 
either a homogeneous or heterogeneous porous medium as follows:

1. Uniform saturation values were assigned to each side (dry or 
wet) with a discontinuity at the contact surface. The capillary 
pressure saturation curves (the main curves as well as the 
scanning curves) were assumed to be the same for all elements. 
The saturation values were based on the means of the measured 
initial saturations of the wet and dry sides.

2. Nonuniform measured water saturation or pressure head values 
were assigned as initial conditions along each side. Different 
porosity values and capillary pressure saturation curves (the main 
or scanning curves) were assigned to different sections along the 
flume consistent with the measured bulk densities shown in Fig. 1.

Interfacial Area Model
The capillary pressure (pc)–saturation (Sw) relationship (or 
water retention curve) used in the standard Richards equation 
depends on the flow history and, hence, is not a unique function. 
Rather than resorting to a hysteretic relationship, Hassanizadeh 
and Gray (1993b) suggested that nonuniqueness in the capillary 
pressure–saturation relationship can be modeled by introducing 
the air–water specific interfacial area into the formulation. The 
air–water specific interfacial area, denoted by awa, is defined as 
the total area of all air–water interfaces within a unit volume of 
the porous medium. The approach would then involve a three-
dimensional surface relating interfacial area with capillary pressure 
and saturation (Hassanizadeh and Gray, 1993a). Projection of this 
surface onto the pc–Sw plane would form the hysteresis loop of 
the primary (or main) drainage and imbibition curves. Several 
experimental and modeling studies have suggested that the satu-
ration–capillary pressure interfacial area surface is indeed unique 
for all drainage and imbibition equilibrium points, whether on the 
main or on scanning curves (e.g., Held and Celia, 2001; Chen and 
Kibbey, 2006; Chen et al., 2007; Joekar-Niasar et al., 2008; Joekar-
Niasar and Hassanizadeh, 2011, 2012; Karadimitriou et al., 2014).

The three-dimensional pc–Sw–awa surface for a given soil must 
be obtained experimentally. In the experiments of Feuring et 
al. (2014), only the main drainage and imbibition curves were 
measured. For this reason, we tried to develop a pc–Sw–awa rela-
tionship in such a way that its projection onto the pc–Sw plane 
would reproduce the measured pc–Sw curves. To do so, we had to 
estimate values of the specific interfacial area corresponding to 
measured pc–Sw data points of the drainage and imbibition curves. 
We followed the method of Niemet et al. (2002) to calculate spe-
cific interfacial areas. The resulting pc–Sw–awa points were fitted 
with the following power function proposed by Joekar-Niasar and 
Hassanizadeh, 2012):

( ) ( )= -wa w c w w c,  1
b ca S p aS S p   [5]

c a wp p p= −   [6]

where pc and pa are the capillary and air pressures, respectively, 
and a, b, and c are empirical parameters. Equation [5] restricts the 
interfacial area to the physical range where water saturation varies 
between zero and one. The fitted surface area and its parameters 
are given in Fig. 4 and Table 2, respectively. The black dots in Fig. 
4 correspond to pc–Sw–awa points obtained using the approach of 
Niemet et al. (2002). We note that dynamic capillarity effects are 
neglected in Eq. [6].
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Next, we introduce the generalized Darcy’s law. 
Hassanizadeh and Gray (1993b) found that the real driving 
force for the horizontal flow of a phase is the gradient in the 
Gibbs free energy, which is a function of saturation, specific 
interfacial area, and fluid pressure. Thus, in addition to 
the pressure gradient, gradients in saturation and specific 
interfacial area also appear in the generalized Darcy’s law. 
This means that it is, in principle, possible to maintain gra-
dients in pressure and saturation under no-flow condition. 
Since few studies of the generalized formula exist, we only 
included the saturation gradient as a new driving force to 
reduce uncertainties in the estimation of parameters. The 
model for one-dimensional horizontal flow is defined by 
the following set of equations consisting of continuity 
equations for the water phase and the specific interfacial 
area as well as the generalized Darcy’s law (Niessner and 
Hassanizadeh, 2008; Pop et al., 2009):
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where qw is the Darcy flow velocity, k denotes the intrinsic perme-
ability, krw is relative permeability, mw is the viscosity of water, l 
is a material property, wwa is the macroscopic flux of the specific 
interfacial area, d is the exponent for the relative permeability, and 
Ewa is the net production rate of the specific interfacial area.

Hassanizadeh and Gray (1993b) proposed the following Darcy 
type equation for the flux of fluid–fluid interfaces:
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where kwa1 represents the interfacial permeability, ywa is a material 
coefficient, and swa denotes the average interfacial tension. Since 
swa is constant for air–water interfaces at constant temperature, 
Eq. [11] simplifies to the following:
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       [12]

in which kwa and W are adjusted material properties that include 
the effect of the average interfacial tension.

Compared with the model of Niessner and Hassanizadeh (2008) 
and Pop et al. (2009), we employed a simpler relationship for the 

production term. Based on the analysis given in Appendix A1, the 
following relationship was used for the production term Ewa:

¶ ¶
=-k

¶ ¶
wa w
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a S
E

p t
 [13]

The above system of equations (i.e., Eq. [5–13]) can be solved 
numerically in terms of the two primary variables: Sw and pc. The 
solution still requires certain continuity conditions at the contact 
surface between the two domains where saturation is discontinu-
ous. For the water phase, we assumed continuity in the water flux 
and the pressure across the contact surface between the wet and 
dry domains. For the air–water interface, we assumed continuity 
in the interfacial area flux, awawwa. One more condition is still 
needed to obtain a complete description of the interfacial area 
model. This was done by specifying continuity in the Gibbs free 
energy for the air–water interfaces. The corresponding expres-
sion of continuity is derived in Appendix A2. Hence, the model 
imposed continuity in lnawa + WSw/awa across the contact surface. 
As boundary conditions, we assigned zero fluxes for both water 
and the interfacial areas.

Fig. 4. Three-dimensional surface of capillary pressure, saturation, and specific 
interfacial area.

Table 2. Values of the coefficients in Eq. [5]

Parameter Value Standard error

a 24.60 3.685

b 1.73 0.275

c 1.00 0.017

R2 0.992



VZJ | Advancing Critical Zone Science p. 6 of 11

The full set of equations describing the interfacial area model 
was solved numerically by means of COMSOL Multiphysics 4.4 
(COMSOL, 2014). A small grid size of 0.001 m was employed 
to achieve mesh-independent solutions. An adaptive time-step 
size was used based on a residual error of 10−6. The equations 
were solved for both the dry and wet domains and coupled with 
each other by continuity conditions across the contact surface as 
explained earlier.

 6Numerical Results
We performed two sets of simulations using both the standard 
model and the interfacial area model. For one set, we assumed uni-
form initial conditions (albeit with different initial saturations for 
the dry and wet sides). The purpose of this set of simulations was to 
compare predictions obtained with the two modeling approaches. 
For the second set, we assigned nonuniform initial conditions cor-
responding to the measured data. Results of this set of simulations 
were compared with experimental data.

Simulations with the Richards Equation: 
Uniform Initial Conditions
Two different simulations were performed with the Richards 
equation: with and without hysteresis. We recognize that the 
simulations are relatively standard, but they are included in this 
paper to provide a comparison with the interfacial area model. 
Uniform initial saturation values of 0.23 and 0.70 were assigned 
to the dry and wet sides, respectively. The sand was assumed to 
be in an imbibition state initially, consistent with the 
manner in which the flume was packed. For the non-
hysteretic case, we used the main imbibition pc–Sw curve 
for both sides. For the hysteretic case, we used the main 
imbibition curve for the dry side and the main drainage 
curve for the wet side.

Figures 5a and 5b show calculated saturation and water 
pressure profiles as obtained with the Richards equation 
without accounting for capillary hysteresis. Results show 
that the initial saturation and water pressure disconti-
nuities disappeared as soon as redistribution started. A 
significant change in saturation in both sides is evident 
already after 0.5 d. The entire system was essentially at 
equilibrium after only 1 d, with the final saturation dis-
tribution being uniform over the entire domain. Clearly, 
the numerical results in Fig. 5a and 5b, obtained with 
the Richards equation without hysteresis, are very much 
at odds with typical observations such as the measure-
ments shown in Fig. 1 and 3.

Figure 5c and 5d show similar saturation and water 
pressure distributions when considering hysteresis. 
At the contact surface, saturations of the wet and dry 
sides decreased and increased, respectively, almost 

immediately to values that remained nearly constant in time. 
Equilibrium distributions in both sides were reached within ?1 
d. This is contrary to the experimental data (Fig. 1), which show 
that complete equilibrium was probably not reached even after 
30 d. Figure 5c clearly shows the persistence of the saturation 
discontinuity when hysteresis was included in the Richards equa-
tion. While different saturation distributions were obtained for 
the nonhysteretic and hysteretic cases, water pressure profiles and 
their changes in time were comparable. The time scale of change 
in the calculated saturation and pressure distributions, however, 
was much faster than the observations.

An interesting simulation result for the hysteretic case is that the 
saturation gradient was found to persist in the dry part even at 
equilibrium, which is in agreement with the observed data. The 
reason is that saturation of the soil in the dry side close to the 
contact surface increased dramatically at first but then started 
to decrease. We selected two points in the dry side to illustrate 
this difference in saturation. Figure 6a shows saturation values 
vs. time at two locations in the initially dry side (−10 and −35 
cm). Saturation at −10 cm increased rapidly to 0.38 but thereafter 
decreased slowly to reach a final value of about 0.37. This point, 
hence, was first subject to imbibition and then to slow drainage 
until the redistribution process covered the entire dry side. By com-
parison, the point at −35 cm only exhibited imbibition. Hence, the 
two points followed different capillary pressure saturation scan-
ning branches, leading to different saturations even though the 
final pressure values were the same as shown in Fig. 5d.

Fig. 5. Saturation and water pressure distributions along the entire domain simulated 
with the Richards equation (a, b) without and (c, d) with accounting for hysteresis.



VZJ | Advancing Critical Zone Science p. 7 of 11

Simulations with the Interfacial 
Area Model: Uniform Initial 
Saturation
We performed two sets of simulations with the inter-
facial area model to show the type of saturation and 
pressure distributions it prescribed. In one case, we 
assumed that applicability of the standard Darcy’s law 
(i.e., with l = 0 in Eq. [9]); in the other case we used 
the generalized Darcy’s law (l ¹ 0).

As initial conditions, we specified the same uniform 
saturation values in each side as used for the HYDRUS 
calculations. For the interfacial area model, we also 
needed to specify initial pressure distributions. These 
were chosen to be also uniform in each side and 
obtained from the imbibition curve corresponding to 
the initial saturation values. A single pc–Sw–awa sur-
face was used for both the dry and wet sides. The set of 
equations defining the interfacial area model contains 
five parameters (kwa, W, k , d, and l). For our simula-
tions, we chose parameter values used in several earlier 
studies (notably Niessner and Hassanizadeh, 2008). 
These were: kwa = 10−17 m3 s−1, W = 4000 m−1, k = 3 
´ 104 Pa, d = 3, and l = 2 ´ 104 Pa.

Figures 7a and 7b show the calculated distributions of 
saturation and the water pressure, respectively, using 
the standard Darcy’s law (l = 0). Redistribution of 
water in both sides occurred mostly within 2 d, with 
the entire domain reaching equilibrium within 3 d. 
The saturation discontinuity at the contact surface per-
sisted despite the fact that a single pc–Sw–awa surface 
was used for both sides.

Results of simulations with the generalized Darcy’s 
law (l ¹ 0) are shown in Fig. 7c and 7d. Saturation 
in the dry side increased much more gradually, while 
a significant gradient remained in the water pressure 
distribution, even after 3 d. Hence, the generalized 
Darcy’s formulation (l ¹ 0) produced a much lower 
water f lux, which increased the required equilibra-
tion time as compared with the standard Darcy 
formulation (l = 0). An important result here is that 
saturation is uniform along each side at equilibrium. 
Thus, contrary to the standard model, the interfacial 
area model does not produce a nonuniform saturation distribu-
tion in the dry side, which is not in agreement with experiments. 
We further illustrate in Fig. 6b the saturation changes vs. time 
at the same points (−10 and −35 cm) in the dry side as before for 
the Richards equation. Compared with the standard model (Fig. 
6a), qualitatively similar (but lower) saturation distributions were 
obtained, except the identical saturation values were reached at 
the two points (−10 and −35 cm) at equilibrium.

Simulations with Both Models: Spatially 
Variable Initial Saturation Distributions

In these simulations, we first used the experimentally measured 
initial water saturation distributions to prescribe initial conditions. 
We again assumed that initially the sand was everywhere in an 
imbibition state, consistent with the way in which the flume was 
packed. Moreover, based on the nonuniform bulk density distribu-
tion measured along the flume (see Fig. 1), we assigned different 
values for porosity to each segment of 5 cm along the flume. This 

Fig. 7. Saturation and water pressure distributions along the entire domain simulated 
with the interfacial area model using (a, b) the standard Darcy’s law and (c, d) the 
generalized Darcy’s law.

Fig. 6. Calculated saturation values versus time at −10 and −35 cm (the dry side) using 
(a) the standard model with hysteresis and (b) the interfacial area model using the 
standard Darcy’s law.
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approach would account for the heterogeneity in 
the sand packing. Regarding the initial condition in 
HYDRUS, we could specify either the water content 
or the pressure distributions. The latter could be 
calculated from measured initial saturation values 
using the main imbibition curve.

Results of the HYDRUS simulations are shown in 
Fig. 8. The colored solid lines and dots represent 
numerical results and experimental data, respectively. 
Different colors indicate different measurement times. 
When saturation was used as the initial condition for 
the heterogeneous flume, it produced unrealistic pres-
sure gradients at the start of the simulations (t = 0). 
On the other hand, when we used a uniform pressure 
head as the initial condition, simulation results were 
found to be far from the observed saturation data 
given in Fig. 8b. These inconsistencies could not be 
resolved, as there was a lack of information about the 
initial state of various points along the flume.

The simulation results in Fig. 8, obtained with 
the standard Richards equation, deviated sub-
stantially from the experimental data in the dry 
side. Saturations there increased much faster and 
remained much higher than the measured values. 
We tried to remedy this situation by modifying the 
relative permeability curve to generate lower flow 
rates. For this purpose, we increased the value of 
exponent l in Eq. [3], while keeping the other parameters as their 
measured values. Results are shown in Fig. 9a. It is evident that 
the redistribution process was now much slower, but that satura-
tions near the contact surface in the dry side were still too high. 
The only way we could force the simulation results to match the 
experimental data was to significantly increase the value of the 
coefficient a of the imbibition curve. When the value of a was 
increased by a factor of 2, good agreement was obtained with the 
measured saturations as shown in Fig. 9b.

Next, the interfacial area model with the generalized Darcy’s law 
was employed. For this model, we needed to specify not only the 
initially measured saturation distribution but also the initially 
measured water pressure distribution. Regarding the parameter 
values, we equated the porosity j and the saturated conductivity 
Ks to their measured values (see Table 1). Also, one pc–Sw–awa 
surface was assigned to both dry and wet sides. The parameter 
values (a, b, and c) for this surface are given in Table 2. Auxiliary 
simulations showed that the results were not sensitive to changes 
in the values of the interfacial area flux parameters kwa and W. We 
hence fixed these values to 10−17 m3 s−1 and 4000 m−1, respec-
tively, as used in our preliminary simulations. The three remaining 
parameters were determined by fitting to the data: l in the gen-
eralized Darcy’s equation, Eq. [9]; the exponent d of the relative 

permeability function, Eq. [10]; and the coefficient k of interfacial 
area production term in Eq. [13].

Calculated saturation profiles and measured data at different mea-
surement times with the interfacial area model are shown in Fig. 
9c. The model was found to perform best using fitted values of k = 
5 ´ 104 Pa, d = 4.69, and l = 104 Pa. Results compared well with 
the experimental data in the dry side, including the now much 
slower progression toward equilibrium and the spatial distribution 
of saturation observed (see Fig. 9c).

 6Discussion, Conclusions, 
and Outlook
In this study we have simulated a horizontal water redistribution 
experiment recently conducted by Feuring et al. (2014). Two differ-
ent models, the standard Richards equation and an interfacial area 
model, were employed and compared in terms of their ability to 
reproduce the experimental data. The Richards equation was used 
with and without accounting for hysteresis, while for the interfa-
cial area model, we used two different formulations for Darcy’s law.

As expected, the standard model without hysteresis gives results 
that were at odds with the observations. In particular, the Richards 

Fig. 8. Observed saturation profiles and fitted curves obtained with the standard Richards 
equation using (a) saturation or (b) pressure as the initial condition.
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equation produced a full redistribution of water and 
the complete disappearance of the saturation disconti-
nuity between the two sides of the experimental setup. 
The hysteretic Richards model did lead to nonuniform 
saturation distribution and properly simulated the sat-
uration discontinuity. However, the flow process was 
found to be much faster than observed, while satura-
tion values in the dry side were severely overpredicted. 
The differences could be minimized only if unrealis-
tic values were assigned to some of the soil hydraulic 
parameters.

The interfacial area model produced better agreement 
with the observed spatial and temporal saturation dis-
tributions. To some extent this was expected since 
this model contains a larger number of parameters. 
Nevertheless, the fact that the interfacial area model 
predicted the persistence of the discontinuity in satu-
ration, using the same set of hydraulic properties for 
both sides, is encouraging.

Compared with having eight possible parameters 
in the standard model (i.e., j , Ks, a-imbibition, 
a-drainage, n-imbibition, n-drainage, Swr, and l), the 
interfacial area model contains eleven parameters (i.e., 
j, Ks, a, b, c, d , Swr, l , Ω, kwa, and k). Hence, the 
interfacial area model has more flexibility in fitting 
the observed data. We must point out that in the 
case of the standard model, only a-imbibition and l 
were determined by fitted the experimental data, and 
in the case of the interfacial area model, only three 
parameters, namely d , l , and k , were determined. 
The other parameters were either measured or deter-
mined indirectly. Both models were able to describe 
the experimental data vs. time and spatially after 
optimization. The unrealistic adjustment of some of 
the values of the soil hydraulic properties were needed 
for the Richards equation, however, is a concern. At 
the same time, while the interfacial area model pro-
vided an excellent description of the data, it is still 
unclear how realistic the adopted values of k and l 
were. Additional experiments are very much needed 
to determine the appropriateness of these values.

The detailed comparisons of the classical Richards model, the inter-
facial area model, and the experimental data provided much insight 
into the fundamentals of the two models. The introduction of the 
specific interfacial area eliminated the need for knowing the his-
torical path of water flow and its dynamics. Meanwhile, it is clear 
that the interfacial area model still contains several assumptions and 
uncertainties, requiring further evaluation before this model can 
be more widely applied in practical application of multiphase flow.

Finally, we acknowledge that additional horizontal (and vertical) 
redistribution experiments and analysis of the interfacial area model 
are needed in the future. First, like in our study, better-controlled 
experiments must be performed to ensure homogeneous soil pack-
ing and direct measurement of initial conditions. This will reduce 
uncertainties in the experimental data and theoretical analysis. 
Second, independent experimental measurements should be con-
ducted to obtain the pc–Sw–awa surfaces, the interfacial permeability, 
and the interfacial area production term. Also, several material prop-
erties appearing in the interfacial mass balance equation and the 
generalized Darcy’s law should be determined. Finally, long-term 
experiments should be conducted until full equilibrium is reached.

Fig. 9. Observed saturation profiles and fitted curves using the standard Richards 
equation with (a) adjusted values of l, (b) l and a-imbibition, and (c) the interfacial 
area model.
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 6Appendix A1: Production Rate Term 

of the Speciic Interfacial Area
A constitutive equation is needed for the rate of production (or 
destruction) of the specific interfacial area Ewa, in Eq. [8]. We 
know that the interfaces will be created or destroyed if capillary 
equilibrium is not reached. As explained in Hassanizadeh and Gray 
(1993a), capillary equilibrium will be disturbed if the difference in 
average fluid pressures deviates from the average capillary pressure. 
This is implicit in the dynamic capillarity equation (Hassanizadeh 
and Gray, 1993a; Hassanizadeh et al., 2002):

¶
- = -t

¶
w

a w c
S

p p p
t

  [A14]

where t, often called the dynamic capillarity coefficient, is a 
material property that may depend on saturation. One way to 
parameterize Ewa is to relate this parameter to the degree of the 
deviation from capillarity equilibrium. Thus, we proposed that 
Ewa is proportional to the difference in the amount of interfacial 
area, awa, under dynamic and static conditions. Since awa is a func-
tion of Sw and pc (see Eq. [5]), we postulate the following linear 
relationship for Ewa:

[ ]=k - -wa 1 wa w a w wa w c, ) ,( )(E a S p p a S p   [A15]

where k1 is a material coefficient. We next expand the function 
awa (Sw, pa–pw) in a Taylor series around pc to obtain the following:
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S     [A16]

Substitution of Eq. [A14] into [A16] and combination of the 
results with [A15] will lead to the following:

¶ ¶ ¶ ¶
=-k t =-k

¶ ¶ ¶ ¶
wa w wa w

wa 1
c c

a S a S
E

p t p t
  [A17]

where ¶awa/¶pc can be obtained from Eq. [5] and k has to be 
determined experimentally. In this study, we estimated the value 
of k by fitting this parameter to the observed data.

 6Appendix A2: Gibbs Free Energy 

for the Speciic Interfacial Area
As explained in the main text, at the contact surface between 
dry and wet domains, we require continuity in the Gibbs free 
energy of air–water interfaces. The Gibbs free energy for air–
water interfaces, Gwa, is defined as (e.g., Hassanizadeh and Gray, 
1993b; Eq. 50b):

s
= -

G
wa

wa wa
wa

G A   [A18]

where Gwa and Awa are the average mass density and macroscopic 
Helmholtz free energy of air–water interfaces, respectively. The 
Helmholtz free energy is known to be a function of Sw, awa, and 
Gwa (if the latter is not constant). In particular, the macroscopic 
interfacial tension, Gwa, is related to the change in the Helmholtz 
free energy as a result in a change in the specific interfacial area 
(see e.g., Hassanizadeh and Gray, 1993b; Eq. 26):
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wa wa wa
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The differential of Gwa is found next from Eq. [A18]:

¶ ¶
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where we have considered the average mass density of interfaces to 
be constant. Substituting Eq. [A19] into [A20] and collection of 
terms results in the following:

s ¶
=- +

G ¶
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d( )
d d

a A
G S
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From Hassanizadeh and Gray (1993b) and the definition of coef-
ficient W in Eq. [12], we find:

G ¶
W=-

s ¶
wa wa wa

wa w

a A

S
  [A22]

Substitution of Eq. [A22] into [A21] gives the following:

( )s Ws
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G G
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An approximate integration of this relationship yields the 
following:

  =− + +  Γ  
wa w

wa wa 0

wa wa

ln
S

G a G
a

σ
Ω   [A24]

where G0 is a constant of integration. Here again, we have assumed 
that Gwa is a constant. Thus, the continuity in the Gibbs free 
energy of air–water interfaces across the contact surface requires 
continuity in lnawa + WSw/awa.
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