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CHAPTER 1

Introduction

Material science aims to create new compounds with specific features in order to
overcome technological challenges. Although many natural materials have conve-
nient properties, they are often "off target" for a certain application. One famous ex-
ample is graphene, which is very thin, light, flexible, has excellent material strength,
and displays a remarkable electronic conductance involving "massless" relativistic
electrons [1]. The carbon atoms in graphene form a two-dimensional honeycomb
lattice and intrinsic spin-orbit coupling could, in principle, open a topological gap
hosting one-dimensional spin-filtered quantum channels at the edge of the crystal.
However, in graphene the intrinsic spin orbit-coupling is much too small to observe
this highly desired property [2, 3]. Although many attempts have been made to
enhance the intrinsic spin-orbit coupling in graphene, like adding heavy atoms [4,
5], the results are not yet conclusive [6].

An alternative method to design systems that fit desired pre-defined requirements
is to build an artificial lattice or quantum simulator. In this case, atom-like building
blocks are positioned and connected with high precision, in such a way as to ob-
tain the desired properties. This can be achieved in multiple ways, e.g., with cold
atom systems [7], photonic systems [8] and acoustic systems [9], each with their
own advantages and disadvantages. However, all these systems are not based on
electronic excitations and, hence, do not directly simulate the electronic properties
of materials.

One way to achieve an artificial electron lattice simulation is by creating artificial
lattices that confine electrons. This can be accomplished in multiple ways, for ex-
ample by coupling quantum dots [10, 11]. Alternatively, one can create a potential
pattern in thin semiconductor films on top of two dimensional quantum wells using
lithography [12-14]. Although these methods have produced preliminary results
and have the potential to be adapted for large scale production, they are not yet
very reproducible and precise. This is unfortunate, as designing and measuring with
great accuracy is vital to reveal the possibilities of electronic lattices in a convincing
way.
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More precise artificial electronic lattices can be fabricated by using a scanning
tunneling microscope (STM) to manipulate the position of atoms and molecules
with atomic precision. The adatoms (or molecules) either repel or attract electrons
of a two-dimensional surface gas; in either way electrons are confined in a two
dimensional lattice, with a geometry that can be made "on demand". This method
was pioneered by Gomes et al. in 2012 [15], using CO molecules on a Cu(111)
surface. The Cu(111) surface hosts an effective two dimensional electron gas, on
which the CO molecules were placed as scattering elements in a triangular pattern
to confine the electrons in a honeycomb lattice. It was later demonstrated that
the creation of artificial electron lattices with STM is possible with several different
material platforms like chlorine vacancies in a chlorine monolayer on top of Cu(100)
[16], and dangling bonds on a H-Si(100) surface [17]. The CO on Cu(111) platform
has since been used to investigate square geometries [18], quasi crystal structures
[19], and fractal systems [20] in artificial electron lattices. In this thesis, we seek
to expand the range of possibilities for this type of artificial lattices and explore
(crystalline) topology, flat bands, and magnetic fields in artificial lattices that can be
created by atomic manipulation.

Magnetic fields break the time reversal symmetry of a system and can give rise
to interesting (topological) phase transitions, such as in the quantum Hall effect
[21]. So far, magnetic fields have only been indirectly studied in artificial lattices, by
introducing lattice distortions to simulate magnetic effects [15]. Thus, time-reversal
broken systems are not yet accessible in artificial lattices, making it impossible to
study the topology of the quantum Hall effect in these systems.

Non-trivial topology can be extremely useful, as it provides unique quantum chan-
nels at the boundaries of the crystal that are protected by the symmetries of the
system. This has led to numerous proposals to use topological materials for the
construction of quantum computers [22, 23]. Additionally, a topological gap can
lead to the creation of isolated topological flat bands [24]. Isolated flat bands are in
general interesting phenomena, as the kinetic energy of the electrons is quenched,
making interaction effects the dominant contribution. Such topological flat bands
hold promise for new physics and applications due to the non local nature of the
topology [25]. Moreover, it has been predicted that an isolated flat band is the driv-
ing factor behind unconventional superconductivity, in magic-angle twisted bi-layer
graphene [25, 26].

This thesis is structured as follows; in chapter 2, we present the theoretical and
experimental concepts underlying the work presented in this thesis. We start with
the description of artificial lattices, how they are created, and how their electronic
properties can be measured. Next, we investigate several interesting lattice features,
like internal degrees of freedom and topology. Finally, we discuss how spin-orbit
coupling can be included in the Schrodinger equation by taking the non-relativistic
limit of the Dirac equation.

In chapter 3, we study the Kekulé lattice, which is a detuned, "dimerized" version
of the honeycomb lattice for which edge states protected by crystalline topology have
been predicted. We create four artificial lattices, with different ratios for the weak vs.
strong hopping and boundary conditions to explore the topological phase diagram.
Experimentally, we observe localized edge modes for the non trivial lattices, in line



with muffin-tin and tight-binding models for the system [27].

In chapter 4, we explore the honeycomb geometry in artificial lattices. We show
that by playing with the size of the artificial sites and their coupling, the p orbitals of
the system can be brought in the experimentally observable energy window. Addi-
tionally, we show that by introducing clusters of CO scatterers, the hopping param-
eters in the system can be manipulated to obtain a system with separated s and p
orbitals and a flat p orbital band [28, 29].

In chapter 5, we include spin-orbit coupling into the muffin-tin framework, and
investigate how this influences the electronic bands of the artificial honeycomb lat-
tice. We find that intrinsic spin-orbit coupling opens up gaps both in the s and p
orbitals. The gaps are much bigger and more robust to Rashba spin-orbit coupling
for the p orbital bands. Investigating this gap further in the finite lattice, we find an
in-gap localized state at the edge of the system, indicative of a quantum spin Hall
state [30].

Finally, in chapter 6, we theoretically explore the influence of magnetic fields on
quantum corrals which are isolated two-dimensional artificial atoms. We find that
even with a non spin-polarized STM tip, it should be possible to observe Zeeman
effect i.e. the coupling between the spin of the electrons and the magnetic field,
in the orbitals of the two-dimensional artificial atom. Additionally, we find that the
magnetic field couples to the angular momentum of the circular quantum corral
solutions. Surprisingly, a similar effect is visible for square quantum corrals, even
though they have no well defined angular momentum.






CHAPTER 2

General concepts




In this chapter we review the fundamental concepts underlying
the results presented in this thesis. We start with the concept of
artificial lattices. We discuss surface states on metals, how sur-
faces can be imaged and prepared atom by atom on a metallic
surface using scanning tunneling microscopy, explore the con-
cept of artificial atoms and how these can be combined to form
lattices. We then discuss the ways we can model artificial lat-
tices. Next, we introduce the concept of topology in lattices, and
discuss crystalline topology and the quantum spin Hall effect.
Additionally, we investigate how spin-orbit coupling can be used
to create isolated flat bands, and their possible applications. Fi-
nally, we finish this chapter with the introduction of the Dirac
equation and take its non relativistic limit to obtain the Zeeman
and spin-orbit corrections to the Schrédinger equation.

2.1 Artificial lattices

In this thesis, we study the possibilities and limits of artificial lattices, specifically
electronic lattices build on the Cu(111) surface, by placing CO molecules on ded-
icated positions on the surface. These artificial electronic lattices are two dimen-
sional, and are based on the principle that the surface state of copper acts as an
effective two dimensional electron gas that is scattered by the CO molecules acting
as potential barriers. We will therefore start by investigating surface states, with a
particular focus on the copper (111) system.

2.1.1 Surface states

At the surface of a material, there is a transition from the band structure of the bulk
material to the vacuum. This change in potential at the surface gives rise to surface
states, as described for nearly free electrons by Shockley in 1939 [31] and for tightly
bound electrons by Tamm in 1932 [32]. As copper is best described from the free
electron perspective; we will follow Shockleys approach here.

Shockley found that, for a potential that is only periodic in a finite range, as in
Fig. 2.1(a), there are two types of solutions. First there is the bulk solution, that
is similar to the fully periodic solution in the infinite material, and decays expo-
nentially into the vacuum, see Fig. 2.1(b). This is the solution we would naturally
expect to find. However, he also found another solution, that is localized at the sur-
face and decays exponentially both into the vacuum and into the bulk (Fig. 2.1(c)).
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Figure 2.1: Shockley states. (a) A sketch of the potential near the surface. (b), (c) The bulk
and surface solution, respectively, to the Schrédinger equation for the potential in (a). (d)
Schematic depiction of a Shockley surface state in a three dimensional material. (a-d) are
adapted from Ref. [35].

For three dimensional materials, due to in-plane electronic coupling, this solution
can become a parabolic surface band, as is the case for Cu(111) around the Fermi
energy. Although copper is a metal and does not have a band gap, it does have a (in-
direct) gap in the band structure projected along the momentum perpendicular to
the surface k,, that the surface state falls into, as shown schematically in Fig. 2.1(d).
It is thus possible to effectively describe the surface state of Cu(111) as a two dimen-
sional electron gas with effective mass m* =0.42m,., with m,, the electron mass [33].
There is, however, limited scattering to the bulk due to impurities like step edges,
phonon, and electron scattering events, resulting in a broadening of 24 meV [34].

2.1.2 STM measurements

The scanning tunneling microscope (STM) developed by Binnig and Rohrer in 1981
[36, 37] is an extremely useful instrument to measure surface phenomena. In an
STM, an atomically sharp tip is positioned close to the surface of interest without
making contact. If now a potential difference V is created between the tip and
sample, a tunneling current that scales exponentially with the distance between the
sample and tip can be observed. For a schematic overview of the STM setup see
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Fig. 2.2(a). As STM allows for an extremely precise control of the relative position
of the tip and sample using piezo electric elements. This principle can be used to
image the surface with atomic resolution. Furthermore, by creating a local potential
next to a surface adatom, this adatom can be moved along the surface and positioned
with atomic precision.

In more detail, there are three main ways in which the STM can be used. First
of all, there is the constant current mode that can be used to observe the height
profile of the surface. In this mode, there is a feedback mechanism between the
height control and the tunneling current, keeping the current constant by varying
the height as the tip moves over the sample. By keeping track of the changes made
in the position of the tip, a topographic image of the sample surface can thus be
created.

Secondly, one can use the STM to measure the local density of states in the sample.
Here, instead of keeping the current steady and varying the tip sample distance, the
derivative of the tunneling current with respect to the bias voltage is measured. To
understand how this works, we first investigate the tunneling current more closely.
As described by Bardeen [38], the tunneling current from a tip with states ¥, to a
sample with states ¥, is given by

2me 2
Ires = == 3 f(E) [1= f(E)]IMy| 6((Ei - Ej) - V), 2.1
]

where e is the electron charge, f is the Fermi-Dirac distribution and E;, E; are the
energies of the states ¥;, ¥}, respectively. A schematic overview of the energies in
the system is given in Fig. 2.2(b). Tunneling occurs between states at both sides of

(b) tip vacuum  sample

Ej EF

Y A

Figure 2.2: STM (a) schematic overview of the STM setup. Adapted from Ref. [35]. (b)
Schematic representation of the energies involved in the tunneling problem

the barrier of the same energy. Finally, there are the tunneling matrix elements M,;
that describe the coupling between tip and sample and are given by,

h
M;; = %f(\png-quwj)-ds, (2.2)

where the integration is over any surface in the vacuum between the sample and
tip. The tip used to obtain the results in this thesis is metallic, and its apex can
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be approximated as a spherically symmetric s orbital, while the bulk of the tip is
neglected. This approximation, in combination with the assumption of low temper-
atures and small bias voltages, as first done by Tersoff and Hamann [39, 40], leads
to a simplified form of M;; and tunneling current 7,

I o< eVpr(Erp) ), |0, (r)[° 6(E; - Er). (2.3)
J

Here, pr(FEFr) is the density of states of the tip at the Fermi energy Er and r is
the position of the tip in the plane of the sample. Although the dependence of the
tunneling current on the tip sample distance is not obvious here, we can see that it is
indeed exponential by remembering from the previous section that the surface state
wave functions squared |V > scale exponentially with the distance to the surface.

The formula in Eq. 2.3 can be extended to larger bias voltages that are still lower
than the work function ® of both tip and sample to get [41],

EF+6V
I o fE pr(E - eV)ps(r, E)dE, (2.4)
F

with pg(r, E') the local density of state of the sample. Thus, under the assumption
of a constant density of states of the tip, we have,

dl
W(V) Ocps(’l",EF+6V). (25)
In order to measure this derivative, a lock-in amplifier is used to modulate the bias

voltage with the time ¢ according to
V() = Vo + Vinod cos(wWimodt), (2.6)

where V.04, Wmoq are the modulation amplitude and frequency, respectively. Thus,
the first order Taylor expansion of the current is,

dl

W Vo ‘/mod COS(Wmodt)- (27)

dI
IV)=1(Vo)+ —| (V-V)=1(Vo)+
avly,
Thus, for known V,,.q, all that is left to do is measure the amplitude of the cur-
rent variation I,,,q to obtain the local density of states in the sample. A schematic
depiction of the measurement is given in Fig. 2.3.

2.1.3 Adatom manipulation

The last use for the STM that we discuss here is the manipulation of adatoms or
small molecules on the surface. This was first done by Eigler and Schweizer at IBM
in 1989 [42], when they patterned xenon atoms on a substrate of nickel to form the
IBM logo. It was later discovered that an atomically precise manipulation process
is possible for many combinations of adatoms and surfaces [43-46]. As we will be
considering the manipulation of CO molecules on top of the Cu(111) surface in this
thesis, we will explore this system in more detail. CO is chemisorbed to the Cu(111)
surface with the carbon atom pointing down on top of a surface copper atom [47].
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Figure 2.3: Schematic representation of the measurement of the variation in current I,,,,4 as
a function of bias voltage V.

Although the CO molecules are not mobile below 40 K [48], the position of the
molecule can be adapted by using an STM tip, as was first done by Bartels et al.
in 1997 [49]. Here, the CO molecule was transferred from the Cu(111) surface to
the tip apex, after which the tip was moved to a desired position and the CO was
once again placed on the Cu(111) surface. An alternative manipulation technique is
to position the STM tip above the molecule, decrease the junction resistance (move
the tip closer to the molecule), and then moving the tip sideways to the preferred
position, until finally the tip is retracted again [44]. The tip does not break the bond
between the CO molecule and the surface, but applies forces on the molecule to drag
it along the surface. This lateral manipulation procedure of CO on Cu(111) is used
for the results presented in this thesis.

Once adatoms/molecules are on a surface, they affect the surface state. One pos-
sible effect is that the adatom attracts electrons of the surrounding state, resulting
in an effective potential well. This is for example the case with In adatoms on
InAs(111)A [50]. CO on copper is of a different type, it scatters the electrons on the
surface. Hence, COs on appropriate positions form a landscape of potential barriers
that can define a lattice of artificial atoms sites (see below). In addition, the scatter-
ing results in an increased coupling between surface and bulk states. This results in
a reduction in the lifetime of the surface electrons, leading to a larger broadening of
measured energy peaks. The total broadening is estimated to be around 40-80 meV
depending on how many CO molecules there are per surface area [15]. This is in
contrast to the 24 meV broadening on pure Cu(111) [34].

On bare Cu(111), the phase coherence length L, is measured to be around 660
A at 77 K [51]. The presence of CO molecules reduces the phase coherence length
of the surface electrons. Even so, it still allows for the observation of standing wave
patterns on the nm scale. This is especially true for the experiments described in this
thesis, which where performed at T = 4K.

2.1.4 Quantum corrals

With the option to manipulate individual atoms, came the possibility to make a
quantum corral. For this, the adatoms were patterned in the shape of a circle, effec-
tively trapping surface electron waves in a circular quantum well. In 1993, the first
quantum corral was created by Crommie et al. [52], who patterned 48 iron atoms
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in a ring on the Cu(111) surface, shown in Fig. 2.4(a). Much later, it was shown
that it is also possible to build a quantum corral with CO on Cu(111) [53]. In both
these experiments, the observed local density of states matches with the analytically
known quantum well solutions. For an infinite quantum well, the wave functions
¢n,; and corresponding energiesE,, ; are given by [54],
. h2 -2
Bua(r) o< (M6, p, = = 2.8)
a 2ma
where Jy is the |/|th Bessel function, jy;,, is the nth zero of .J, and a is the quan-
tum well radius. The first three quantum well solutions, and their corresponding
measured quantum corral states are shown in Fig. 2.4(b).

(b) | Rew)| w)? | sT™

-0 +0 +

Figure 2.4: The quantum corral. (a) Spatial image of the first quantum corral, adapted from
Ref. [52]. (b) comparison of the quantum well solutions (left and middle column) and the
local density of states of the corresponding quantum corral states measured using STM (right
column), adapted from Ref. [53].

Just like atomic wave functions, quantum well solutions are quantized states with
discrete energies. Although the precise radial shape of the wave function is differ-
ent, both have the same angular symmetry (in two dimensions), and therefore the
same degeneracy stemming from the angular part of the wave function. Hence, we
will refer to the (n = 1, 1 = 0) and (n = 1,/ = +1) solutions as s-type and p-type,
respectively. The similarity is even more clear when studying the way two quantum
corrals behave when they are coupled. In this case, the quantum corrals behave as
two artificial atoms to form bonding and anti-bonding states [53].

2.1.5 Building an artificial lattice

Extending the idea of connecting artificial atoms together to form an artificial atomic
molecule, we can combine many of these artificial atoms to form a lattice. As
the atomic sites need to be electronically coupled, the scatterers are generally not
present between the sites. Thus, we get a structure where the scatterers form an
anti lattice to the artificial electronic lattice. This was shown for the first time by
Gomes el al. [15], who created an artificial version of graphene. As graphene has
a honeycomb lattice, a triangular anti-lattice of CO molecules was patterned on top
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of the Cu(111) surface state, as shown in Fig. 2.5(a). Indeed, Gomes et al. found
a V-shaped density of states, a characteristic signature of a Dirac cone, as shown in
Fig. 2.5(b).

(a) 2z ol Jos

g (ev'nm?)

V(mV)

Figure 2.5: Artificial graphene (a) topograph of the artificial lattice. The black spots indicate
CO locations. Adapted from Ref. [15]. (b) The green line shows the measured averaged local
density of states close to the center of the lattice sites of the artificial graphene. The dotted
line indicates the tight-binding prediction. Adapted from Ref. [15].

Although the symmetry of the triangular anti-lattice in the work of Gomes et al.
matches the underlying symmetry of the Cu(111) lattice, this does not have to be
the case. As shown by Slot et al. [18], it is also possible to create a simple square or
Lieb lattice, that does not match the symmetry of the underlying substrate lattice.

2.1.6 Muffin-tin calculations

In order to predict and interpret the experimental results of artificial lattices, it is
very useful to build a theoretical model of the system. One valuable tool for this is
the muffin-tin model, as first proposed for artificial lattices by Park and Louie [55].
In this framework, the surface state is described as a two dimensional electron gas
with an effective mass m*, and scattering adatoms are incorporated as disk shaped
protrusions, with diameter d and height 4 in the potential V. Thus, a plot of the
potential landscape V' (x) will look similar to an inverted muffin tin (see Fig. 2.6),
to which the model owes its name. Now, we can write down the time-independent
two-dimensional one-electron Schrédinger equation for the muffin-tin model,

—h?

— VU +V(x)V = EV. (2.9)

2m*
Thus, once we have determined the value of m*, d and h, all that remains is to solve
Eq. 2.9 for the appropriate lattice design. For complicated finite designs, it is not
practical to do this analytically. We therefore need to solve the problem numerically.



2.1 — Artificial lattices | 13

Figure 2.6: The muffin tin owned by the author of this thesis, turned upside down.

In order to numerically solve Eq. 2.9, we first discretize the system. For a better
understanding, we will start with a one dimensional system. Instead of ¥(x) being
a continuous function of x we now define a n points grid on our system -z,
defined as z;,1 = x; + dz. Thus, the points have a spacing dr between them. The
numerical spatial derivative of ¥U(x;) is then given by

\Il(xﬂl) — \IJ(xi—l) )

U (x;) =
(:) 2dx

(2.10)

Thus, for a system with periodic boundary conditions ¥ (z,, + dz) = ¥(z1) we have,

U’ (z1) 0 1 0 - =1\ (¥(x1)
\IJ,(Z‘Q) 1 -1 0 1 - 0 \IJ({L‘Q)
O =|V(z3)|=—]0 -1 0 -« 0]|]|¥Y(x3)]|=DW, (2.11)
: 2dx | . T : :
V' (z,) 10 0 -« 0/\U(z,)

where we have defined a derivative matrix D. Extending to two dimensions, we
define a two dimensional grid «;; = dz(ié; + jé>) using the orthogonal unity vectors
é1, és,and i,j € {1,2,---,n}. The derivative in the é; direction becomes,

W' (211) (1)
U’ (x21) U (x21)
‘Ifl(xgl) \I’(-TSI)
v-| : |-nep| : |-Dyu, (2.12)
V' (z12) U(z12)
U’ (222) U(z22)

where I, is the n dimensional identity matrix, and we have defined the derivative
in the &; direction D,. Similarly, we have the derivative in the direction of é,,
D, = D ® I,,. Finally, we can define the potential V. We would like the operator V
working on our discretized wave function ¥(x;) to give V(x;;)¥(x;;). This can be
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done by multiplying V (x;;) with the n? dimensional identity matrix,

V(Ill)
V(Zgl)
V(!L‘dl)
V=1,; : (2.13)
V(fﬂlz)
V(Izz)
Thus the discrete Hamiltonian is
32
H= i(D§+D§)+V. (2.14)
2m*

As the Hamiltonian has a second order spatial derivative, we need to apply the
derivative matrices D, and D, twice. Hence, the derivative matrices D; and D,
have been squared in Eq. 2.14. When studying the artificial lattices of the previous
section, Eq. 2.14 can become a very large matrix. Therefore, the eigenvalues are
not exactly calculated but instead approximated numerically. Although we are in-
terested in the lowest energy eigenvalues of the system, algorithms used for matrix
diagonalization are generally most efficient at calculating the eigenvalues with the
highest magnitude. This problem can be solved by using the inverted matrix equa-
tion. More precisely, instead of solving the eigenvalue equation H¥ = A\, we can
solve H~1V = %\Il In this equation, the largest magnitude eigenvalues correspond to
the smallest |)\|. An additional improvement of the efficiency of the diagonalisation
can be made by using the fact that most of the matrix does not contain any infor-
mation and is zero. These types of matrices are called sparse matrices. The Arnoldi
algorithm [56] is specialized for these type of matrices. However, for real symmetric
matrices, or Hermitian matrices such as the one in Eq. 2.14, the efficiency can be
further improved using the Lanczos algorithm. [57, 58]. For this thesis, the Lanczos
algorithm was implemented using the build-in algorithm in the program Mathemat-
ica [59] for chapter 3 and 4, and using the Python Scipy package [60] for chapter 5
and 6.

Once the wave functions and energies of the system have been calculated, we
would like to compare the results to outcomes of STM measurements. Thus we
need to calculate the LDOS. In a system without scattering, the LDOS is given by:

LDOS(,€) = 3 |Wu(z)]> (e - €), (2.15)

where we have denoted the eigenenergies of the system and their corresponding
wave functions as ¢ and U (x), respectively. However, due to the scattering of
electrons in experimental samples, a broadening is introduced in the peaks of the
LDOS, and the delta function (e - €¢') in Eq. 2.15 is replaced by a Lorentzian,
L(e-¢€)= ;2, (2.16)
(c=er+(3)

where b is the broadening.
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2.1.7 Periodic muffin-tin

Instead of solving Eq. 2.9 for a finite system, as in the previous section, we will
now investigate a periodic system. In this case, we have a periodic potential VV and
we can calculate the band structure of the system. This technique is very useful to
understand the behavior of a finite system, as it allows us to investigate features like
band gaps, flat bands and Dirac cones in a much more direct manner.

We first Fourier transform the wave function:

U(x) = kg (k), (2.17)

1
—>e
VA%
where the area A = L?, with L the system size in which the wave function is periodic,

and k = 2% (I,,l,) and [; range from —oo to co. Next, we Fourier transform the
potential V,

V(z) =) eV, (2.18)
K

where K are the reciprocal lattice vectors. Applying these transformations to Eq.
2.9, the resulting equation also has to hold for a single Fourier component q,

2

T U(a) + X VicW(q - K) = ¥ () (2.19)
m K

As only wave functions of the shape ¥(q — K) appear in this equation, we get a
system of equations for each ¢,

h2
%(q - K')U(qg - K') + Y Vk-x¥(qg - K) = Eq.x%(q - K'), (2.20)
K

where we have performed a transformation K — K — K’ in the second therm on the
left side of the equation. In principle, Eq. 2.20 defines an infinite set of equations,
and can therefore not be solved numerically. However, we are only interested in
the lowest bands. If Vi becomes exponentially small for large values of K2, we
can therefore make a cutoff in the values of K that we take into account. We can
then solve the system of equations for arbitrary ¢ in the Brillouin zone. In classical
muffin-tin calculations, the potential is fully periodic and the Fourier transformed
potential is analytically known [61]:

wd d
Vic = {1 (|K| 5) V. 2.21)

Here, d is the diameter of the muffin-tin potential disks, V; is the height of the
potentials, and .J; is the first Bessel function. Indeed, we see that Vi becomes small
for large K.

Thus, we now do not only have the possibility to calculate the wave function
maps ¥(z,y) as in the previous section, but we can now also calculate the energy
dispersion of the periodic lattice £, ,,.



16| Chapter 2 — General concepts

2.1.8 Tight binding

Finally, we would like to compare the results for artificial lattices with their atomic
versions. By making this comparison, we can check whether the artificial lattices
indeed mimic atomic systems, as expected. For atomic systems, many predictions
are made and toy models are investigated, using the tight-binding theory. In this
framework, electrons are approximated to be closely bound to the atomic core, and
the wave functions for isolated atoms located at each atomic site i are taken as a
basis |¥;;), where [ indicates the single-atom orbital. Thus, the time-independent
Schrodinger equation becomes,

H|%,)=E%,;), (2.22)

where H is the full Hamiltonian of the system, and |¥,;) is a vector in the iso-
lated atomic orbital basis. Thus, we would need to compute and solve the matrix
(V| H |V,,) = H ji, where 4, j, k, Il range over all sites and orbitals of the lattice.

Often, the theory is simplified by only considering the non interacting part of the
Hamiltonian and setting H;; ;;, to zero if site ¢ and j are not equal or (next) nearest
neighbors. Many of the matrix elements H;; ;, are symmetry-related and in a large
part independent of the specific material, as a general basis is used. These mate-
rial independent parts have first been calculated for the lowest couple of orbitals
by Slater and Koster [62]. The material-dependent magnitude of the elements is
usually fitted to results from other sources, such as experimental measurements or
density functional theory calculations.

In the description above, the assumption has been made that |¥;;) form an or-
thogonal basis; in other words, we assume that the orbital overlap elements, s, =
(Wil |¥;k) = 6;501. Although this is true for atomic orbitals on the same site, it is
generally not the case for atomic orbitals on different sites. This orbital overlap is
often neglected. However, it turns out to be of vital importance when trying to fit
artificial lattice results to tight-binding theory. In order to incorporate the orbital
overlap correctly, we solve the generalized eigenvalue equation,

H|¥,)=ES|¥,). (2.23)

Here, S is the orbital overlap matrix.

To see how the STM measurements, muffin-tin calculations, and tight-binding
calculations discussed in the previous sections compare, we consider results for the
Lieb lattice from Ref. [18]. The Lieb lattice has three non equivalent sites in a square
unit cell, as shown in Fig. 2.7(a). Thus, a tight-binding band structure of the lattice
has three bands if only s orbitals are considered, as shown in Fig. 2.7(b). Here,
the corresponding lowest three muffin-tin bands are also displayed. We see that
although the two band structures match closely for the first band, the results are
less similar for the second two. This is due to the influence of higher energy (p)
orbital bands, that are naturally included in the muffin-tin approximation but not
in the tight-binding model. For the finite system, a comparison of the local density
of states measured using STM and the simulated results using muffin-tin and tight-
binding methods is shown in Fig. 2.7(c-e).
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Figure 2.7: The artificial Lieb lattice as build in Ref. [18]. (a) Schematic overview of the
locations of the CO molecules (black) on the Cu(111) lattice (brown). The artificial lattice
sites are indicated by the red and blue dots. (b) Calculated band structure for the design
in (a) using periodic muffin-tin (black) and tight-binding (gray) methods. (c) Differential
conductance map at -0.05 V taken above the artificial lattice. (d), (e) Muffin-tin, tight binding
simulated local density of states at -0.05 eV. (a-e) are adapted from Ref. [18].
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Figure 2.8: Tight-binding band structures with different electronic degrees of freedom. (a)
The simple square lattice, with one s orbital at each site. (b), (c) Honeycomb lattice, with two
sites in each unit cell, and one s orbital, two p orbitals per site (and no s orbital), respectively.
(d) Honeycomb lattice with two p orbitals per site and intrinsic spin-orbit coupling. (e) Same
as (d) but in the ribbon geometry, instead of a fully periodic lattice. The edge state dispersion
is indicated in red.

2.2 Interesting lattice features

Artificial lattices can mimic many features that are present in atomic systems. The
advantage of artificial systems is that several parameters, like onsite energy and
hopping can easily be adapted, allowing for detailed studies of many interesting
phenomena. In this section we will investigate some of these features, their basic
principles, and their possible applications.

2.2.1 Electronic internal degrees of freedom

Besides their location on the lattice, electrons have additional degrees of freedom.
One degree of freedom is the spin, and in case of electrons tightly bound to an
atom, there is also the orbital degree of freedom. Finally, it can happen that there
are multiple sites in the same unit cell, generating a sublattice freedom. If there was
only one degree of freedom, there would only be one energy band, as is the case for
the spinless tight-binding model of the simple square lattice shown in Fig. 2.8(a).
Adding an additional site to each unit cell, we can get a honeycomb band structure
with two bands, as for graphene which has two bands, see Fig. 2.8(b). We can then
introduce multiple orbitals in the system, like the degenerate p,, p, orbitals (here,
we ignore the s orbital), which results in one additional band for each orbital, at
each site, totaling four bands, as in Fig. 2.8(c). If we next introduce spin to the
lattice, this doubles the amount of bands, but if the inversion symmetry is preserved,
the bands are degenerate. Relativistic spin-orbit effects result in a band opening at
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I' and K, as can be observed from looking at the fully periodic band structure in
Fig. 2.8(d). If we investigate a ribbon geometry, on the other hand, the inversion
symmetry is broken at the surface. In this case, spin polarized edge modes appear in
the spin-orbit induced band gaps at each edge, see Fig. 2.8(e). It turns out that the
appearance of these edge modes is no coincidence, and their presence is guaranteed
by the topology of the system.

2.2.2 Topology

Mathematically, topology is the study of properties of geometric objects that are
conserved under continuous transformations. This conservation is quantified by so-
called topological invariants that can change value only when the object is changed
in a non-continuous way. A famous example is the amount of holes in a doughnut. If
we continuously transform the shape of the doughnut to, for example, a coffee mug
with a handle, the amount of holes will not change. Hence, the number of holes is a
topological invariant. In addition to geometrical shapes, it is also possible to define
topological invariants for wave functions. These invariants are protected by the band
gap and the symmetry of the system, and thus do not change as long as the band
gap remains open and symmetries are unbroken [63]. This is especially interest-
ing because of the bulk boundary correspondence, linking the topological invariant
to the protection of edge states on the boundary of the topological material. This
leads to edge states that are pinned at the middle of the gap (for one dimensional
systems), or cannot be gapped (for two and three dimensional systems) as long as
the topological invariant is unchanged. As the topology is determined by the crys-
tal structure and/or other bulk properties of the material, this yields a remarkably
strong protection.

In one dimension, a well known topological system is the Kitaev chain [64]. In
this superconducting system, the particle-hole symmetry can lead to the protection
of Majorana boundary modes, that have been predicted to be an ideal building block
for quantum computing. Many attempts have been made to experimentally realize
these majorana particles. However, the results remain contested [65].

For two-dimensional crystals, the edge states are one-dimensional in-gap edge
states with a dispersion, prevented from becoming gapped by the topology of the
system. A well known example is the quantum Hall effect. The quantum Hall effect
is the quantum version of the classical Hall effect, where a magnetic field perpen-
dicular to a conducting surface gives rise to a voltage difference that is transverse to
the current running through the sample. In the quantum Hall effect, the edge modes
become quantized, as set by the topology of the bulk, leading to quantized values of
the Hall conductivity. This was first measured in 1980 [21] and was in 2018 used to
redefine the kilogram in terms of Planck’s constant [66].

2.2.3 Quantum spin Hall effect

In the quantum Hall effect there is a magnetic field that breaks time-reversal sym-
metry. If the time reversal symmetry is preserved, however, a different kind of edge
state can appear. Indeed, in the presence of spin-orbit coupling, time-reversal sym-
metry can give rise to the quantum spin Hall effect.
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Figure 2.9: Time reversal symmetric edge states (a) three pairs edge states in the bulk gap.
(b) Two state pairs have become gapped. (a,b) are adapted from Ref. [63].

The time-reversal operator T reverses the direction of time, giving the transfor-
mation x - x and p — —p, and reversing the spin of the electrons. When the Hamil-
tonian H of a system is time-reversal symmetric, this means that 7' commutes with
the Hamiltonian, 7" HT = H. Thus, a state |¥) has the same energy as T'|¥). How-
ever, the two states cannot be the same, as they have opposite spin. This effect is
known as Kramers degeneracy [67]. In the absence of spin-orbit coupling, Kramers
degeneracy is guaranteed by the degeneracy between up and down spins. When
spin-orbit coupling is present though, spin degeneracy is not required and the effect
becomes non trivial.

If the time-reversal symmetric system is insulating and has an uneven amount
of pairs of edge modes (note, this is only possible if spin degeneracy is broken),
Kramers degeneracy makes it impossible to continuously remove the edge states
without closing the gap. This can most easily be seen by studying the example in
Fig. 2.9(a). Here, we see three pairs of edge states in a time-reversal symmetric
system. As shown for two of the pairs of edge modes in Fig. 2.9(b), pairs of crossing
edge modes can become gapped in a continuous way if their time mirrored variant
also becomes gapped. If the pair is its own image under time-reversal symmetry,
however, as for the remaining edge mode in Fig. 2.9(b), this is not possible as the
gap would need to open up at k,=0, which would violate Kramers degeneracy.
Thus, it is not possible to continuously change the band structure in such a way
that you go from an odd number of pairs of edge states to an even one or vice
versa. Therefore, the parity of the edge modes is protected and the corresponding
topological invariant can only have two different values.

Thus, the time-reversal symmetry protects two modes with opposite spin propa-
gating in opposite directions. This so-called spin Hall effect was first proposed by
Kane and Mele, who predicted the existence of these states for graphene [2]. Later,
Bernevig et al. proposed an alternative realization of the quantum spin Hall effect,
this time in HgTe quantum wells [68]. Soon after, the predicted edge state conduc-
tance was observed [69].

Unfortunately, the spin-orbit coupling induced gap in graphene turned out to be
far to small to allow for the detection of the effect in the graphene system. One way
to still detect the quantum spin Hall effect in honeycomb structures is to consider
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Figure 2.10: SSH chain. (a) Schematic diagram of the SSH chain. The sites are connected
through two alternating hopping strengths, ¢; and ¢2. (b) Energies of a 62 site SSH chain as
a function of t1/t>.

in-plane p, and p, orbitals, as was done for the band structure in Fig. 2.8(d,e).
Although these orbitals are not accessible for graphene, they can be highly relevant
for artificial lattices, as we will see in chapter 4, and have been shown to exhibit a
much larger topological gap than out-of-plane p, orbitals with the same amount of
spin-orbit coupling [24, 70, 71].

2.2.4 Crystalline topology

A different class of topological materials not yet discussed here are crystalline topo-
logical insulators. For these materials, the crystalline symmetry protects the topology
and edge modes. Although this symmetry is generally easier to break, these systems
are also much easier to create, especially in artificial lattices. In order to illustrate
the concept of crystalline topology, we present here the best known example, the
Su-Schrieffer-Heeger (SSH) chain [72].

The SSH chain is a one dimensional model that has two sites in each unit cell.
The sites are either connected through a intra cell hopping, #; or through a hopping
between unit cells, ¢, as in Fig. 2.10(a). This lattice has chiral symmetry, meaning
that the sites can be divided in two groups A and B, without any connection between
sites of the same group. We can thus write the tight-binding Hamiltonian as

0o T
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where T describes the connection between A and B sites. In this form, we can see
that for the chiral symmetry operator,

1 0
et %) 229

we have C"'HC = - H. Thus, for an eigenstate |¥) of H with energy E,
HC|V)=CC'HC|V) = -CH|¥)=-EC|V). (2.26)

Therefore, there is for each eigenstate of H with energy E an eigenstate with energy
-E, resulting in a symmetric energy spectrum. In case t;«ty, we have an effective
symmetric dimer system, with two isolated sites at the edges of the system, gener-
ating two zero-energy states. Surprisingly, even when we move away from the ¢ «ty
limit, these states remain pinned at zero, as shown in Fig. 2.10(b). This is due to
the chiral symmetry, requiring the edge states to couple in order to move away from
zero energy, which is prevented by the spatial separation of the edge modes. Let us
now increase t; towards t5. Once we reach the t; =t point, the bulk gap closes and
the protection of the edge states vanishes, leading to a regime without edge states
for t1>t,. Thus, we get protected zero modes as a consequence of the chiral symme-
try of the lattice. Besides chiral symmetry, there are many other crystal symmetries
or combinations of them, that can lead to the protection of edge states, like in the
Kekulé lattice, which can have edge states protected by a combination of chiral and
mirror symmetry that we will discuss in chapter 3.

2.3 Spin-orbit coupling and magnetic fields

In order to study magnetic fields and spin-orbit coupling in artificial lattices, the
muffin-tin framework described in section 2.1 needs to be adapted. As the theory
is based on the Schrédinger equation, we will investigate here how the Schrédinger
equation can be extended. Integration of these additions to the Schrédinger equa-
tion into the muffin-tin framework will be discussed in detail in chapter 6 for the
magnetic field and in chapter 5 for the spin-orbit coupling. In order to include the
magnetic field into the Schrodinger equation, we will start with investigating the
magnetic vector potential.

2.3.1 Magnetic vector potential

The magnetic vector potential, A, is a vector potential defined such that its curl is
equal to the magnetic field B,
B=VxA. (2.27)

A is not unique. We can transform,
A—->A+V], (2.28)

to generate the same magnetic field. Here, f is any continuously differentiable scalar
function. This non uniqueness gives a degree of freedom in the system, known as
gauge invariance. If we want to fully define A, it is necessary to choose a gauge.
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In the presence of a non-zero magnetic vector potential, the conjugate variable
for a particle of mass m to the position, p is no longer given by mwv, with v the
velocity. Instead we have that p = mwv + ¢A, with ¢ the charge of the particle.
However, the Hamiltonian of the system is the same as the one for a particle without

1

a magnetic field H = §m'v2 +V, with V the potential energy. If we still wan to write

the Hamiltonian in terms of p, it becomes,
1
H = 5(p —qA)? +qV. (2.29)

Thus, we have effectively done a transformation:
p—>p-qA. (2.30)

2.3.2 From Schrédinger to Dirac

Although we have now incorporated a magnetic field into the Hamiltonian, we still
do not have any spin dependent terms. This is unfortunate, as we would expect a
strong enough magnetic field to couple to the spin of the electron. We therefore
turn to a full relativistic description, where the inclusion of spin-dependent terms
appear naturally. In the Schrédinger equation, time and space derivatives appear in
different orders:

_h2
iho, U = HyW = (—v2 + V) 0, (2.31)
2m

where we have shortened V() to V for notation simplicity and defined H,. The
asymmetry in derivatives is a problem, as we turn to relativistic physics where space
and time are treated as a whole. We therefore need the space and time derivatives
to appear with the same order to make the equation relativistic.
A good starting point for this relativistic approach is the relativistic energy equa-
tion,
E? = p*c +m2ct. (2.32)
Following the same structure as the Schrodinger equation, this would give,
~h20%W = —h2AVAT + m2 Y. (2.33)

This equation is known as the Klein Gordon equation [73, 74]. It is second order in
both time and space. Therefore, a wave function at a set time does not fully define
the future of the system. An even bigger problem with this equation is that it can
give negative probabilities.

These problems were first solved by Dirac in 1928 [75]. He found a way to fac-
torize the Klein Gordon equation, to get an equation linear in both space and time.
For this, one needs to find « and S such that

p2c? +m2ct = (ajpjc+ Bmc?)?, (2.34)
where a summation over the three spatial components j is implied. Thus, we get

a? =g%=1, a0 + oo, = 0 and faj + ;8 = 0. (2.35)
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These equations only have a solution if a; and 3 are at least four by four matrices:

0 o I 0
(La)n) e

Here, I is the two by two identity matrix and o; are the Pauli matrices. Using these,
we get the Dirac equation

ihdy U = cap¥ + Bmc . (2.37)

Here, we indeed have a linear equation in both time and space that is consistent
with Eq. 2.33, as desired. However, ¥ is now a four component vector, although
we would have expected at most two components, one for spin up, and one for spin
down. Additionally, this equation gives negative energy solutions.

The most conventional explanation of this phenomenon interprets the four vector
as consisting of both an electron, and a positron. According to hole theory, the
negative energy sates coming from the Dirac equation are almost all filled creating a
Dirac sea. The positron is then a hole in the otherwise filled sea of negative energy
states.

2.3.3 Relativistic correction to the Schrédinger equation

In non-relativistic physics, we generally do not encounter any positrons. Indeed,
if we go to the non-relativistic limit, we can bring back the purely electron im-
age. However, to get the full picture, we first add the magnetic vector potential:
p — p— ¢A and add the potential energy V to the relativistic Dirac equation 2.37.
Additionally, we use a separation of variables to go to the time-independent Dirac
equation with ¢ the energy,

e¥ = ca(p - qA)V + fmc* U + V. (2.38)
We can now split the above equation in two parts by writing ¥ = ( q,e ) and using
h
Eq. 2.36 to get,
e¥, = co(p-qA)V), + mc*¥, + V., (2.39)
eV, = co(p-qA)¥, - mc¥, + V. (2.40)

In the non relativistic case, we have that ¢ — V ~ mc?. Using this in Eq. 2.40, we get
2mec? Wy, = co(p-qA)Y.. (2.41)
Substituting this into Eq. 2.39, we obtain
1
(e -mc?) T, = 2—(a(p—qA))2 U+ VO, (2.42)
m

which is the Pauli equation [76]. In order to state this in a more recognizable form,
we can first define ¢ - mc? = E, with E the non relativistic energy. Next, we use that
(o-u)(o-v)=u-v+ic(uxv) to write

U, - - [(p-44)” - gho - B|w. + Vi, (2.43)
2m
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where A and B are related through Eq. 2.27. It is important to note here that the
cross product of (p — ¢A) with itself is non zero due to the operator character of p.

In Eq. 2.43, we have recovered the Schrodinger equation with a magnetic field,
and a coupling between the magnetic field and the spin of the electron. Unfor-
tunately, there still is no coupling between the spin and orbital momentum of the
electron. In order to obtain this contribution, we need to do a more precise calcula-
tion. For simplicity, we will not consider the magnetic field contribution here, and
set A =0.

We again start with Eq. 2.40, where we have rearranged the terms and used that
e=E+mc?,

1
2me?+ E-V
Now, instead of doing the zeroth order approximation that 2mc? + E -V ~ 2mc? we
will do a first order Taylor approximation in £ -V,

Uy, = cop¥,. (2.44)

1 1 E-V
~ - . 2.45
2me2+ E-V  2mc? ( 2mc? ) (2.45)
Using this in Eq. 2.44 and substituting into Eq. 2.39, we obtain
1 E-
EV, =op— (1 - V)crp\Il + V.. (2.46)
2m 2mc?

As p and V do not commute, [p, V] =-ihVV, we get

P
2m

E_ .
‘2/)( p)° U, 4mz (c-VV) (o -p)U. +VT,.. (2.47)

2mec
2
Finally, we use that £ -V » Ey, = f—m to write,

4 h
P g, (VV.p+ic(VV xp))T., (2.48)

EV,=HyV, + e
0 8m3c? 4m2c?

where Hj is the Hamiltonian from Eq. 2.31. Here, we see three additional terms.
The first one ¢ 3 g7z Ve is the first relativistic correction to the kmetlc energy. The sec-

ond term — 55— ih = (VV p) U, is the Darwin term. The last term — (ioc(VV xp)) ¥,
is the spin- orbit coupling.

4m202

2.3.4 Spin-orbit coupling

Spin-orbit interaction is the coupling between the spin of a particle and its motion
in a potential V. If V' is spherically symmetric, as for single atom systems,

VV=—"—pf==-—r, (2.49)

where r it the radial coordinate. Thus, we get for the spin-orbit coupling Hgso,

h 10V

HSO = WT ar (T’ ><p)0' x< S- L (250)

h
el
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where S and L are the spin and angular momentum operators respectively. Hgso
is highly relevant to understand the energy spectra of individual atoms, as it can
give significant shifts in energy levels. This effect is usually referred to as intrinsic
spin-orbit coupling.

For larger systems, the potential is generally not spherically symmetric and incor-
poration of spin-orbit coupling is more complicated. One often used approach to
calculate the effect of spin-orbit coupling in crystals is to include the effects into a
tight-binding approximation [2, 77]. Although this works relatively well to under-
stand the qualitative effect of spin-orbit coupling, quantities such as gap sizes are
difficult to estimate and have to be obtained through fitting to other results. Alter-
natively, in density-functional theory, the interacting many body ground state can
often be accurately approximated with inclusion of the spin-orbit term [78]. Unfor-
tunately, density functional theory is not very well suited for quick calculations with
relatively large systems such as the artificial lattices described in this thesis.
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The boundary states of topological insulators are thought not
to depend on the precise atomic structure of the boundary. A
recent theoretical study showed that for topological crystalline
insulators with given bond strengths, topological states should
only emerge for certain edge geometries. We experimentally
probe this effect by creating artificial Kekulé lattices with differ-
ent atomically well-defined edge geometries and hopping ratios
in a scanning tunneling microscope. Topological edge modes are
found to only appear for specific combinations of edge geometry
and hopping ratio.

3.1 Introduction

A common assumption concerning topological states of matter is that their existence
should be insensitive to any detail, except the topology of the bands. This is indeed
the case for the quantum Hall [79-81] and quantum spin Hall [2, 68, 69] effects,
which are triggered by a magnetic field and strong spin-orbit coupling, respectively.
However, theory predicts that the edges of topological crystalline insulators are im-
portant [82, 83]. The reason is that the topological invariant depends on the choice
of unit cell, which also determines the edge geometry. To establish the relation be-
tween edge geometry and the existence of protected boundary states in topological
crystalline insulators experimentally, it is essential to work with systems that have
atomically precise edges.

Electrons in engineered potentials can be used to study the electronic properties of
a large variety of systems [15, 18-20, 84]. Importantly, it is possible to control the
hopping strength between different sites [15, 85]. Vacancies in a chlorine mono-
layer on Cu(100) have been coupled together to realize topologically non-trivial
domain-wall states in 1D Su Schrieffer Heeger (SSH) chains [16]. In addition, the
manipulation of Fe atoms on the superconducting Re(0001) surface led to a topo-
logical superconductor [86, 87]. Recently, the carbon-monoxide (CO) on Cu(111)
platform was used to create a so-called higher-order topological insulator [88]. This
platform is therefore ideally suited to experimentally address the relation between
the geometric structure of topological crystalline insulators and the emergence of
non-trivial states.

We investigate this relation by focusing on the Kekulé lattice, see Fig. 3.1. The
lattice consists of a triangular array of hexagonal molecules with intra-hexagon bond
strength ¢, (light blue lines), connected to each other by bonds of strength ¢; (navy
lines). Gapless edge modes appear when the edge is connected only via weak bonds
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Figure 3.1: (a) and (b) give the geometries of the partially bearded and molecular zigzag
edges. The light blue and navy lines indicate the intra- and inter-hexagon hopping parame-
ters, respectively. The edges are highlighted in pink. The unit cell is defined by one yellow
rhombus. a1, a2 indicate lattice vectors. The edge is formed by translation along a;. (c) and
(d) depict configurations of CO molecules that lead to hopping regimes ¢ < to and ¢ < t1,
respectively. (e-h) show the configurations of CO molecules to realize the partially bearded
and molecular zigzag edges in both hopping regimes. The gray circles represent additional
CO molecules that reduce the interactions with the surrounding 2D electron gas.

to the rest of the lattice. This topological crystalline system is protected by sublattice
and mirror symmetry [89, 90].

Here, we experimentally show that the same Kekulé structure may be trivial or
topological, depending on the termination of the sample. The experimental observa-
tions are corroborated by theoretical calculations using muffin-tin and tight-binding
approaches for the specific experimental realization, as well as investigations of the
underlying crystalline symmetries protecting the topological phase.

3.2 Lattice realization

To experimentally realize Kekulé lattices with atomically well-defined edges, we pat-
tern the surface of a Cu(111) crystal with CO molecules, such that the surface state
electrons form the desired structure [15]. All experiments were performed using a
commercially available Scienta Omicron low temperature Scanning Tunneling Mi-
croscope (STM). Details of the procedures are given in the supplemental material,
see also [18, 20, 88].

We generate finite lattices with two different hopping parameter ratios and two
different edge terminations (bearded and molecular zigzag [89]). The geometry of
the lattices is shown in Fig. 1(a) and Fig. 1(b). The leftmost column in Fig. 3.1
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shows the precise positioning of the CO molecules on Cu(111) for a single Kekulé
unit cell. Our designs are adjusted compared to those in Refs. [15, 91] to mini-
mize next-nearest neighbor hopping and to reduce building complexity. For ¢y < 1,
the repulsive potential introduced by the central six CO molecules diminishes the
strength of ¢q (light blue). In contrast, for ¢; < tg, there is less repulsion about the
single central scatterer. Additionally, for ¢q < ¢1, each triangularly shaped collection
of four CO molecules reduces the bond strength between hexagons. For the t; < t
case, these tetramers are rotated by 60°. This allows for a stronger ¢, while simul-
taneously impinging on the connection between hexagons, decreasing ¢;. We built
triangular lattices to have the same edge geometry on all sides. Symmetry is locally
preserved at the edges, including at the corners, where there is local resemblance
to the edges. Interactions with the surrounding 2D electron gas were minimized by
adding additional CO molecules, see supplemental material.

To verify that the configuration of CO molecules leads to the appropriate hopping
regime, and to find the hopping parameters, the band structures calculated within
the tight-binding were matched to those calculated using the muffin-tin method
[18, 20, 88]. Besides the hopping parameters ¢, and ¢;, orbital overlap and next-
nearest neighbor (NNN) hopping were included in the tight-binding model. Detailed
information is given in the supplemental material. We find ¢; = 0.7ty and ¢ = 0.67¢;
for the configurations shown in Fig. 3.1(c) and 3.1(d), respectively. This confirms
that the designs result in the desired parameter regime.

Although the orbital overlap deforms the band structure and is therefore of vital
importance to understand the experimental results, it was numerically verified that
it does not break the topological protection of the edge states in the Kekulé lattice.
The NNN hopping however, breaks chiral symmetry. It was found that most NNN
hopping parameters were small (< 0.02 ¢y) due to the clustered CO structure. Only
the NNN hopping within the hexagon for the ¢; <t design (0.2¢t) is larger, as there
is only one CO in the middle of the hexagons. Therefore, we expect that the chiral
symmetry is weakly perturbed for that case.

Two different types of termination have been investigated for each lattice: the
partially bearded edge and the molecular zigzag edge [89]. Fig. 3.1 shows both
their geometric structure, as well as the configuration of CO molecules needed to
realize these edges in both parameter regimes.

Two lattices with ¢; < ¢ty are shown in Fig. 3.2(a) and Fig. 3.2(b). They have the
same bulk but are terminated with a partially bearded and molecular zigzag edge,
respectively. Differential conductance spectra of bulk and edge sites of both lattices
are shown in the middle panels of Fig. 3.2(a) and Fig. 3.2(b) (locations indicated by
the colored dots in Fig. 3.2(a) and Fig. 3.2(b)). The spectra of bulk and edge sites of
the molecular-zigzag terminated lattice are similar, c.f black and blue curves in the
middle panel of Fig. 3.2(b). In contrast, the local density of states (LDOS) of bulk
and edges sites of the lattice with the partially bearded edge are markedly different.
The spectrum of bulk sites (indicated in black) shows two peaks associated with
the valence (at V = -0.15 V) and conduction bands (V' = 0.05 V), separated by a
gap. In contrast, the spectrum of the edge site (indicated in red) shows a large peak
positioned at the energy of the bulk gap. The experimentally observed features are
reproduced in the tight-binding (lower curves in the middle panels of Fig. 3.2(a)
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Figure 3.2: (a) Top: STM topograph of a Kekulé lattice with partially bearded edges and in
the ¢ < to regime (Vyqp = 100 mV, I = 10 pA). Navy and light blue colors indicate bonds
as depicted in Fig. 3.1. Middle: experimental differential conductance spectra acquired at
bulk (black) and edge (red) sites, normalized by spectra taken on Cu(111). Positions where
spectra were acquired are indicated by colored dots in the top panel. The bottom curves depict
the LDOS calculated using tight-binding. The bottom panel shows a differential conductance
map acquired at a voltage close to the middle of the bulk gap (V = —-65mV’). The inset shows
the tight-binding LDOS map. (b) same as (a), but now for a lattice with a molecular zigzag
edge. Settings for the topograph: V., = 100 mV, I,.: = 100 pA. (c) and (d) are the same
as (a) and (b) but now for the opposite regime of hopping parameters, i.e. t1 > to. Scan
parameters for the topographs in (c) and (d): Vyaep = 100 mV and I..; = 30 pA. Differential
conductance maps were acquired at -20 mV and the LDOS was calculated at -20 meV. Scale
bars (black) are 5 nm.

and Fig. 3.2(b)) and muffin-tin simulations, see supplemental material. For the
calculated LDOS, a broadening of 80 meV was added to account for the coupling
between surface and bulk states [18, 20, 29, 88].

The spatial extent of the in-gap state is probed by taking differential conductance
maps at energies corresponding to the middle of the gap (approximately the on-
site energy of the system). By comparing the maps, shown in the bottom panels
of Fig. 3.2(a) and Fig. 3.2(b), it is immediately clear that the bearded edge fea-
tures a well-defined edge localized mode, whereas the lattice with molecular zigzag
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edges in the same hopping regime does not. Again, the experimental features are
reproduced in the simulations, see the insets in the bottom panels of Fig. 3.2(a) and
Fig. 3.2(b). This edge localized state is robust with respect to the introduction of
defects, see supplemental material.

These results support the theoretical prediction based on calculation of the topo-
logical invariant (the mirror winding number) [89] that the edge mode at the par-
tially bearded edge is topological when ¢; < ;.

The situation is reversed when the hopping strengths are inverted. Fig. 3.2(c),(d)
show topographs and LDOS spectra for the Kekulé lattice in the opposite regime
of hopping parameters, ¢y, < ¢t;. In this case, for the partially bearded edge lattice
(Fig. 3.2(c)), the experimental spectra at different edge positions match the behavior
of the spectrum in the bulk of the crystal (Fig. 3.2(c), middle panel): there is a dip
in the experimentally measured LDOS around V = —20 mV for all positions, implying
trivially insulating behavior throughout. At the molecular zigzag edge (Fig. 3.2(d))
for the same ¢, < t; case, there is a markedly higher LDOS at the edge positions at
energies corresponding to the bulk gap (Fig. 3.2(d), middle panel). The differential
conductance maps confirm that for this parameter regime, the molecular zigzag
terminated lattice features a topological edge mode. The theoretical spectra and
maps agree with the experimental data, see inset in Fig. 3.2(d).

From these results, we conclude that non-trivial edge modes in topological crys-
talline insulators in a given regime of hopping parameters only emerge for specific
edge geometries. The topological protection occurs at the I" point and remains ro-
bust as long as the bulk states do not mix with the edge states in the middle of the
bulk gap. Our experimental broadening is small enough that we do not expect it to
influence the topological protection.

3.3 Finite size effects

Finally, we turn our attention to finite-size effects. We first study how edge states are
protected in the ribbon geometry, and then investigate how these features change
for the finite structures built experimentally. Kariyado et al. [89] found that the
mirror winding number protects the zero energy crossing of the edge modes in the
Kekulé system. The calculation of this invariant requires both reflection symmetry
M, (the mirror plane intersects the middle of the unit cell and is perpendicular to
the edge) and chiral symmetry. Therefore, both symmetries need to be present to
protect the edge states. This has been confirmed by Noh et al. [90] by numerically
adding perturbations to the Hamiltonian. In case of armchair terminated Kekulé
lattices, the M, symmetry is broken and the edge modes become gapped.

When a system can be divided in two subsystems that only couple to each other
and never to themselves, the system possesses chiral symmetry. The chiral symmetry
leads to a spectrum that is symmetric around zero energy. This means that zero
modes can only move away from zero energy in pairs. If there are more sites of
one subsystem than of the other on the edge, but not in the rest of the structure,
this can result in zero modes on the edge, as in graphene ribbons with a zigzag
termination [92, 93]. The edge geometry considered here contains equally many
sites of each sublattice. Thus, chiral symmetry alone does not enforce the existence
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of edge states. To understand the protection of zero modes in the system, we should
therefore also consider the reflection symmetry M,,. At the I" point in the Brillouin
zone, M, commutes with the Hamiltonian. Hence, the Hamiltonian needs to have
the same eigenstates as M, and states which are even and odd under M, cannot
mix. This mechanism prevents two zero modes on the edge of a Kekulé ribbon to
mix, thus pinning them at zero energy due to the chiral symmetry.

The Kekulé lattices realized here have (approximate) chiral symmetry, since the
NNN hopping is small. The M, symmetry is preserved locally. In the experimental
designs, the lattice sites are locally affected by the same environment as they would
be in an infinitely long ribbon, as illustrated in Fig. 3.3(a). However, the global
mirror symmetry present in the ribbon is broken in the finite lattice: the boundary
is not fully periodic due to modulations to form the corner. Moreover, the lattice is
relatively small; thus the momenta are not continuous and a state with zero momen-
tum (the I" point) does not need to exist. By performing tight binding calculations
on finite molecular zigzag terminated lattices, we determine the evolution of the
energy levels upon tuning the ratio ¢y/t;. Fig. 3.3(b) shows this for a lattice with
the same size as the experimental system. The in-gap energy levels obtained for
a fixed ratio of ¢/t; are continuous lines for infinite systems, but become discrete
dotted lines (coarse-grained) for finite sized systems. The smaller the system, the
larger the distance between the dots. Nevertheless, the spreading and the number
of edge states do not change with the size of the system as shown in the supplemen-
tal material. Due to hybridization of the edge modes in this finite size system, the
edge modes move away from zero energy before the phase transition at ¢y = ¢;. For
larger systems, the edge modes remain close to zero energy for a longer parameter
range, as shown in the supplemental material. Note that since the edge states here
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Figure 3.3: (a) Illustration of the finite molecular-zigzag terminated lattice. Green represents
protruding sites that couple weakly to two blue sites, orange represents sites sitting in a “cove”
at the edge of the lattice. The sections shown in pink have the same local environment. (b)
Energy spectrum as a function of ¢y /t1. The spectrum is shown for the system size used in the
experiments with 28 hexagons in total. The coloring of the points signifies the localization of
the states. Fully edge localized states appear red, bulk localized states appear blue. The color
value was determined for each point by summing over the tight binding wave function edge
(bulk) components squared to get the red (blue) contribution.
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are dispersive, they span the entire bulk band gap.

3.4 Conclusion

In conclusion, by studying Kekulé lattices with two different bulk structures and
two types of edge termination, we investigated the influence of the boundary shape
on the existence of non-trivial edge modes in topological crystalline insulators. We
found that for the same bulk, the existence of non-trivial edge modes depends on
the termination of the sample.

The detection of 1D edge modes in this finite-size 2D system is remarkable. In
translational invariant ribbons, the mirror and chiral symmetries pin the edge modes
to zero energy at the I" point in the Brillouin zone. However, here we investigate a
finite and relatively small system, without translational symmetry and for which a
Brillouin zone cannot be defined. Furthermore, in the ¢; < t( regime chiral symmetry
is not strictly enforced due to a non-zero NNN hopping, and the mirror symmetry
is not globally preserved. This suggests that the edge modes are remarkably robust
to weak symmetry breaking and finite-size effects. Finally, this work highlights the
potential of using artificial lattices to study topological states of matter.
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Experimental methods

Atomic manipulation, scanning tunnelling microscopy and spectroscopy were per-
formed using a commercially available Scienta Omicron LT-STM. A Cu(111) surface
was prepared to atomic flatness by repeated cycles of sputtering with Ar* and an-
nealing at approximately 550°C. Carbon monoxide was then deposited onto the
Cu(111) surface within the cooled microscope head at a pressure of 1.3 x 10~ mbar
for 1 minute to achieve a coverage of roughly 0.5 CO molecules per nm?. Following
this, the microscope head was kept at constant UHV (in the range of 10-11 mbar)
and at a temperature of 4.5 K during construction of the lattices and measurements.
An STM tip was cut from platinum-iridium wire, which was conditioned insitu by re-
peatedly dipping the tip into the surface and/or applying voltage pulses between tip
and sample. This procedure leaves the tip with a randomly shaped apex made from
copper atoms, and the process was considered complete when the tip satisfactorily
performed the desired task (either atom manipulation, imaging or spectroscopy).
STM topographs were acquired in constant current mode. Plane subtraction was
performed on the topographs. Atom manipulation was performed with a bias volt-
age of 20 mV and constant current maintained with a feedback loop ranging from 10
nA to 60 nA depending on the condition of thetip. Differential conductance spectra
and maps were acquired in constant height mode with bias modulation provided by
a lock-in amplifier. The amplitude of the modulation was 10 mV r.m.s at a frequency
of 273 Hz. Integration time for signal acquisition was 50 ms at the lock-in amplifier
for spectra and 20 ms for each pixel in the differential conductance maps.

Data processing

The differential conductance spectra were processed by averaging over numerous
sites of equivalent type or repeated measurements within the same site, then divid-
ing this average by the average of many spectra on bare Cu(111). The purpose of
the division by spectra on bare Cu(111) is to eliminate LDOS contributions from the
tip and from the copper itself. Fig. S3.1 shows an example of average dI/dV spectra
acquired with the same tip on bare Cu(111) and at a position in the edge. Cer-
tain aberrations are common in both datasets, for example the dip at OV. These are
features of the tip. In the normalised data, these features have been removed. Pro-
cessing of the differential conductance maps included alignment of the forward and
backwards scans, then averaging the two. A small amount of Gaussian blurring was
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Figure S3.1: Data normalisation. (a) Bright green: dI/dV acquired on an edge site, averaged
over several measurements. Orange: dI/dV averaged over numerous positions on bare copper.
Pale green: Normalised and averaged dI/dV at the edge site. (b) Positions where spectra were
taken marked in corresponding colours. Scale bar is 5 nm.

applied to reduce the appearance of noise in each map, except for the trivial partially
bearded edged lattice, for which this was not necessary. The "sky" color map, which
is perceptually uniform, was used from the freely available open source program
Gwyddion [94] (with which all experimental image processing was performed).

Theoretical methods

Tight binding: Finite-size tight binding calculations were performed to simulate
the experimental LDOS spectra and maps. To maximise the accuracy with which
we could describe the experimental results, not only the nearest neighbour (NN)
hopping parameters were taken into account, but also the orbital overlap and next
nearest neighbour (NNN) hopping. To start with, the tight binding parameters are
unknown, which presents an obvious difficulty when trying to model experiments.
To estimate these parameters, band structures were calculated using a periodic tight
binding model, and using the muffin-tin approximation (described in the next sec-
tion). The tight binding parameters were adjusted until the band structure calcu-
lated from it matched that from muffin-tin. These parameters were then inserted
into the finite-size tight binding model to produce LDOS spectra and maps, which
ultimately parallel the experimental observations.

To produce realistic spectra and maps from the finite-size tight binding model,
several things were taken into account. The first effect is the broadening of the
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peaks in the experimental differential conductance spectra, arising dominantly from
the finite lifetime of surface electrons. The presence of CO molecules allow an addi-
tional means by which the surface electrons can enter bulk states, which decreases
the lifetime of surface electrons and broadens the LDOS. The extent of the broad-
ening depends on the concentration of CO molecules in the immediate vicinity of
the measurement; the more CO molecules per unit area, the larger the broadening.
Here, we use a broadening of 80 meV [18, 20, 88]. Without broadening, the local
density of states (LDOS) for an energy e is determined by the wave function ¥ and
given by

LDOS(z,y,€) = Y. [V, (z, )[26(e - €;), (Supplementary Equation 1)

where i iterates over the energies. The broadening can be described by replacing
the delta function in Supplementary Equation 1 by a Lorentzian. The LDOS is now
described by

b
(—ey+ (3

where b = 0.08 €V in this setup. A second significant effect is orbital overlap, which
describes the non-zero overlap between the orbitals of neighboring sites. This leads
to the generalised eigenvalue equation HV = ESV, where H is the Hamiltonian, £
is the energy, and S is the overlap matrix. In order to limit the number of parameters
to match and to avoid overfitting, we only considered NN overlap. Thus, there are
two orbital overlap parameters for each design: the orbital overlap of two sites
in the same hexagon, and overlap between sites of two different hexagons. If all
orbitals are orthogonal, the generalised eigenvalue equation reduces to the standard
eigenvalue equation, HV = EU,

Finally, NNN hopping was also included. This again gives two extra parameters,
NNN hopping within and between hexagons. The magnitude of both NNN parame-
ters in the t; > tg lattice are small due to the use of clusters of CO molecules. In the
to > t; design, however, a single CO molecule is used in the centre of the hexagon,
resulting in a non-negligible intra-hexagon NNN hopping of 0.2 ¢.

LDOS(z,y,€) = Z |, (z,y)[? (Supplementary Equation 2)

LDOS maps were obtained from the tight binding eigenvectors ¥, with energy e
according to:

LDOS(z,y.€) = .| exp[-(z - z;)*1.15a]
Wy e(2,y)L(e - €),

where q is the lattice constant of the Kekulé lattice, L is the Lorentzian broadening
function, 7 enumerates the sites and z; is the position of site 1.

Muffin-tin: The CO molecules in each lattice were approximated as disk shaped
"protrusions” in an otherwise constant 2D potential landscape. This is the foundation
of a muffin-tin calculation. For the calculations done here, a disk diameter of 0.6 nm
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Figure S3.2: Band structure for the periodic Kekulé lattice. (a) ¢1 < to and (b) to < t1. The
tight binding fit is displayed in black, and the muffin-tin band structure in colour (blue and
red, respectively).

(based on observation from STM scans) and a potential height of 0.9 eV were used
to describe the CO molecules, as used by Slot et al. [18].

The periodic tight binding Hamiltonian was expanded up to the 5th Fourier com-
ponent in the plane wave basis, making use of Bloch’s theorem. This was then
solved numerically using the analytically known Fourier components of the muffin-
tin potential [61]. The resulting band structures were then used to identify the tight
binding parameters (see Fig. S3.2), where the muffin-tin band structure and the
corresponding tight binding match are shown for both designs used).

When comparing muffin-tin and tight binding derived band structures, the low
energy bands match each other well. For the bands at higher energy, the match
becomes less accurate due to the interference with p-bands that are not included
in the tight binding description, but are present in the muffin-tin model. The tight
binding parameters that were obtained from this procedure are displayed in Table
S3.1.

TDesign [ fo | & | tw | tm |50 ] 51 | ¢ |
t1 <tg | -0.13 eV 0.7 to 0.2ty | 0.02¢y | 0.2 | 0.12 | -0.105 eV
to <t1 0.67t; | -0.13 eV 0 0 0.1 | 0.15 | -0.005 eV

Table S3.1: Tight binding parameters obtained by matching to muffin-tin band structures.
Here, e is the on-site energy, to and ¢; are NN hopping parameters, ¢,, and ¢,, are NNN hop-
ping parameters, and so and s; are orbital overlaps, each of them intra- and inter-hexagon,
respectively.
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Figure S3.3: Comparison of LDOS maps. Local density of states maps at the gap energy for
both edge types obtained experimentally (top row), with muffin-tin (centre row) and with
tight binding (bottom row). Scale bars in white indicate 5 nm.

The experimental results (LDOS spectra and maps) were also simulated using the
muffin-tin model. For a finite system, we numerically solved the non-interacting
Schrodinger equation for the muffin-tin potential. A flat potential landscape sur-
rounds each lattice, and the edges of the defined area are given by von Neumann
boundary conditions. After including broadening in the same way as for the tight
binding model described above, we find that the muffin-tin results closely match the
experimental findings, as shown in Fig. S3.3 for the local density of states maps and
in Fig. S3.4 for the local density of states spectra. In these figures, tight binding
results have also been included for comparison. Spectra on additional edge sites are
also included compared to those shown in the main text.

Limiting interactions with the surrounding 2DEG

At the edge of artificial lattices built by confining the surface state of a metal, there
can be significant broadening as a result of the states within the lattice interacting
with the surrounding free surface state. Minimizing this interaction can be achieved
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Figure S3.4: Comparison of LDOS spectra. Local density of states spectra for both edge types
obtained experimentally (top row), theoretically using a muffin-tin calculation (middle row)
and with tight binding (bottom row). The y axis in each plot is the local density of states in
arbitrary units. Each colour refers to a type of site, as illustrated in the STM topographs.

by placing additional CO molecules at the boundaries of the structure. However,
care should be taken because the positioning of CO molecules outside their regular
anti-lattice may change the on-site energy of edge sites, which could lead to a spu-
rious modulation of the spectrum. In order to find suitable positions to place the
“blocker” CO molecules, several potential designs were calculated for each of the
four lattices using muffin-tin, and those that yielded the best fit to the tight binding
predictions were chosen. An example using the molecule zigzag edge for ¢y < t; is
shown in Fig. S3.5. Here, multiple blocker positions (and an edge with no blocking)
are shown alongside the corresponding muffin-tin spectra. The broadening is plain
to see in the LDOS calculated for the design with no blocking (Fig. S3.5(a)) — no
clear similarities to the tight binding calculated LDOS are seen. When blockers are
introduced too far away as in Fig. S3.5(b), familiar behaviour is observed, except the
on-site energy of the edge sites are shifted to lower energies because the edge states
are less confined. Upon repositioning the blocker-CO molecules one Cu(111) atom
distance closer (Fig. S3.5(c)), the on-site energies of the sites are shifted towards
higher energies. Finally in Fig. S3.5(d), after shifting the blockers one site closer
still, the on-site energy becomes approximately comparable to the bulk minimum.
Thus, this was the design chosen for our investigation. Similar calculations were
performed for the three remaining lattices to find the best position for CO blockers.

Defects at the edges

One of the most exciting aspects of topological insulators is the resilience of the edge
modes to non-symmetry breaking defects. To test this, we introduce CO molecules
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Figure S3.5: The effect of protective “blocker” CO molecules. The left column shows positions
of CO molecules (black circles) on the Cu(111) surface (orange dots) to form the molecule
zigzag edge of the Kekulé lattice. Grey dots represent CO molecules that are used to shield the
electronic states in the lattice from unwanted interactions with the surrounding 2DEG. The
spectra were calculated on the dots of corresponding colour, except the black line, which was
calculated for the bulk. A spectrum was taken for equivalent sites at the corner and edges,
thus there are multiple spectra of each colour. (a) The lattice with no blocking CO molecules
and the corresponding spectra. (b) Blocking at distant positions, leading to a shift of the
edge modes to lower energy. (c) An improvement on (b), where the blocking CO molecules
are shifted one Cu(111) atom distance closer. (d) The final design used in our investigation,
where the CO molecules are pushed one additional site closer and the on-site energy of the
edge mode is comparable to the energy of the bulk gap.
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Figure S3.6: Defects in edges. Experimental differential conductance maps showing the
effect of defects in the edge modes of the lattices. Brighter pixels represent higher LDOS.
White arrows point to the defects. Scale bars represent 5 nm. (a) The molecular zigzag edge
with ¢9 < ¢; (acquired at -40mV). (b) The partially bearded edge with ¢; < ¢¢ (acquired at
-65mV).

into the edge to behave as defects. Fig. S3.6 shows experimental differential con-
ductance maps, where defects have been introduced. Sites on opposite sides of the
defect should only couple very weakly via the defect, possibly affecting the shape of
the edge. By examining Supplementary Figure 5, it can be seen that the edge modes
still exist despite the defects, even in close proximity to them, thus substantiating
the topological character of the edge.

Larger lattices

Upon increasing the system size, the states become more dense, compare Fig. S7
and Fig. 3.3(b). The finite size of the system leads to hybridization, thus moving
the zero-energy modes away from zero in parameter space: while the zero modes
already deviate from zero energy at roughly ¢o/t; = 0.7 in Fig. 3.3(b), in Fig. S7,
they remain close to O up to a larger value, about ty/t; = 0.9.
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Figure S3.7: Energy spectrum as a function of ¢o/t; for a finite size system of 163 hexagons
with same corner and edge geometry as in the experiments.
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Theory anticipates that the in-plane p,, p, orbitals in a hon-
eycomb lattice lead to potentially useful quantum electronic
phases. So far, p orbital bands were only realized for cold atoms
in optical lattices and for light and exciton-polaritons in pho-
tonic crystals. For electrons, in-plane p orbital physics is diffi-
cult to access since natural electronic honeycomb lattices, such as
graphene and silicene, show strong s—p hybridization. Here, we
report on electronic honeycomb lattices prepared on a Cu(111)
surface in a scanning tunneling microscope that, by design, show
(nearly) pure orbital bands, including the p orbital flat band and
Dirac cone.

4.1 Introduction

The electronic properties of two-dimensional solids, including materials with Dirac
bands and topological insulators, are largely determined by the geometry of the
atomic lattice and the nature of the interacting orbitals [95, 96]. A compelling
case is presented by the system of in-plane p, p, orbitals in a honeycomb lattice
providing an electronic flat band, due to geometric frustration, and a p type Dirac
cone [97-99]. The in-plane p orbitals in the trigonal honeycomb lattice cannot
form conventional bonding — antibonding combinations; their interaction gives rise
to complex interference patterns. As a result, the four in-plane p bands consist
of a non-dispersive flat band, followed by two dispersive bands forming a Dirac
cone at higher energy, followed by another flat band. Intrinsic spin-orbit coupling
will open a gap at the Dirac point (the quantum spin Hall effect) and detach the
flat band from the Dirac cone, making it topological [71, 100]. Since the kinetic
energy is quenched in the flat band, the dominant energy scale is set by interactions.
It has been predicted that this will lead to interesting quantum phases, such as
unconventional superconductivity and Wigner crystals [99, 101]. The physics of in-
plane p orbitals in a honeycomb has been studied with ultracold atoms in optical
lattices [101-105], [103]light in photonic systems [106], exciton-polaritons in a
semiconductor pillar array [107, 108], and has been theoretically investigated for
real layered materials [109]. However, an experimental realization of an electronic
material in which the physics of in-plane p orbitals can emerge by design has so far
only been reported in a square geometry [29]. In this case, the p orbital symmetry
fits naturally with the lattice, and the degeneracy between the orbitals can be lifted
by manipulating the length scales in the in plane directions independently. This is
not the case for the honeycomb geometry investigated here, as the symmetry of the
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p orbitals is not commensurate with this lattice.

4.2 Results and discussion

Natural electronic honeycomb systems show interesting results, but there is con-
siderable hybridization between different types of orbitals [100]. In graphene, the
most studied electronic honeycomb lattice, the s- and in-plane p,, p, orbitals of the
carbon atoms hybridize and form sp? electronic bands, the lower one being com-
pletely filled [97]. This filled band leads to a very strong in-plane bonding between
the carbon atoms, but is not electronically active. The remaining p, orbitals (per-
pendicular to the graphene plane) form 7 bonds, resulting in two bands touching
at the (K, K’) Dirac points at which the Fermi energy is situated. The linear energy-
wave vector dispersion (Dirac cone) around the (K, K’) points is responsible for the
electronic properties of graphene [97]. We remark that bilayer graphene twisted
at magic angles offers exciting physics whereby interlayer coupling and interacting
electrons result in a flat band and unconventional superconductivity [26, 110].

Here, we report solid-state designs for non-interacting electrons in which the
physics of in-plane p orbitals fully emerge. Our work is inspired by the work of
Gomes et al. who reported an artificial electronic honeycomb lattice based on the
surface state electrons of a Cu(111) surface [15]. In that work, the confinement
of the surface state electrons in a honeycomb geometry by CO molecules leads to
a Dirac cone formed by the first two surface bands at the high symmetry K point.
It has been shown afterwards that this concept can be extended to create systems
with different geometries [18], fractal structures [20], non-trivial topology [27, 88]
and multiple orbitals by changing the size of the lattice sites [29]. Using this last
concept, we design honeycomb lattices consisting of atomic sites with a variable de-
gree of quantum confinement, and electronic coupling between them. Mulffin-tin
calculations show that it is possible to create lattices in which the on-site s orbitals
and p orbitals are sufficiently separated such that s — p hybridization can be avoided
and Dirac-cones and a flat band emerge with nearly pure p orbital character. The
band structure is experimentally investigated by measurement of the local density
of states and wave function mapping.

The theoretically designed honeycomb lattices are presented in Fig. 4.1, with the
original lattice by Gomes et al. [15] (Fig. 1(a)), and two geometries where the split-
ting of s- and p orbitals is enhanced (vide infra) (Fig. 4.1(b, ¢)). We have calculated
the electronic band structure of these lattices by solving the Schrédinger equation
with a muffin-tin potential accounting for the rosettes of CO molecules as repulsive
scatterers [55]. A broadening of 40 meV was used in the muffin-tin calculations
to account for the intrinsic coupling of surface and bulk states in the CO/Cu(111)
system. The resulting band structures are presented in Fig. 4.1(d-f). In addition,
we fitted the muffin-tin band structure with a tight-binding model based on artifi-
cial atomic sites in a honeycomb lattice; each atomic site has one s orbital and two
in-plane p orbitals, and we assume s-s, s-p and p-p hopping between neighboring
sites. We obtained excellent agreement between the two band structures for all but
the highest bands, as the tight binding calculation does not take bands of energies
higher than the p orbitals into account (see 4.4 and 4.4 for more details and fitted



48| Chapter 4 — p Orbital flat band and Dirac cone in the electronic honeycomb lattice

0.50
<0.25
)
2 0.00
@
§-0.25
-0.50
r M K rr M K rr M K r
Wavevector Wavevector Wavevector
10}(9) 12
- 10
5 8 ¥ 8
S 6
2 4 ;
4
[a)
- 2 2
0 0
-0.4 -0.2 0.0 02 -04 -02 00 02 04 -04 -02 00 02 04
Energy (eV) Energy (eV) Energy (eV)

Figure 4.1: Designs for artificial atoms in a honeycomb lattice, corresponding band structures
and LDOS spectra. (a-c) Schemes of a Cu(111) surface (copper) and the positions of the CO
molecules (black) defining the on-site energies of the s- and p orbitals and their inter-site
coupling. The lattice sites are indicated in green, the bridge sites with purple crosses. (a) The
lattice reported by Gomes et al [15], with a honeycomb lattice vector of 1.92 nm. (b) Lattice
with single-ringed CO rosettes as scattering islands and a honeycomb lattice vector of 3.58
nm, corresponding to 14 Cu atoms, (c) lattice with double-ringed CO rosettes as scattering
islands, the lattice vector is also 3.58 nm. (d-f) Corresponding band structures calculated by
the muffin-tin approximation. The band structures for the designs (b) and (c) reflect (nearly)
separated s (blue) and p (orange) orbital bands. (g-i) The LDOS for these three designs;
green for the on-site positions, purple for the bridge positions between the sites. Blue arrows
indicate the s orbital Dirac point, orange arrows indicate the p orbital flat band and the p
orbital Dirac point. A broadening of 40 meV is included to account for scattering with the
bulk.
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parameters). The calculations predict a single Dirac cone (blue color) for the lat-
tice by Gomes et al. (Fig. 4.1(d, g)), in agreement with the experimental results
reported. For this lattice, our calculations show that the next band (orange color)
is strongly dispersive and extends outside the Cu(111) surface state energy window
(-0.45V to +0.5V). To be able to lower the energy of the p bands, the lattice con-
stant was increased [15, 18]. Additionally, to be able to separate the on-site s- and p
orbitals, we increased the on-site quantum confinement by using single and double
CO rosettes as potential barriers.

The design presented in Fig. 4.1(b) is based on single CO rosettes [29]. In this
case, two dispersive s orbital bands emerge, forming a Dirac cone (blue). The four p
orbital bands (orange) contain a (nearly) flat band and two dispersive bands forming
a Dirac cone. However, in this design the s— and p bands are not separated. We
remark here that in the context of real materials, similar-sized lattices of graphene
in a graphane matrix have been considered by DFT and tight-binding calculations;
in this system, there is strong hybridization between the carbon s and in-plane p,, p,
orbitals, while the Dirac properties arise from the coupling of the perpendicular p,
orbitals [111]. In order to prevent this s-p hybridization, the on-site s- and p energy
levels must be better separated by quantum confinement. This is achieved with the
lattice presented in Fig. 4.1(c) (double-ringed CO rosettes as scatterers), showing
the p orbital flat band and Dirac cone, well separated in energy from the lower s
Dirac cone. The LDOS calculated for designs (b) and (c) (Fig. 4.1(h, i)) display a
double peak with a minimum, reflecting the s Dirac cone, followed by a single peak
with high LDOS due to the p orbital flat band, followed by a second double peak due
to the p orbital Dirac cone. This indicates that our lattices are appropriate electronic
quantum simulators for the study of the in-plane p orbital physics.

First, we present an overall electronic characterization of the honeycomb lattice
according to the design shown in Fig. 4.1(c). The results on the other lattice (Fig.
4.1(b)) are given in 4.4. Fig. 4.2(a) shows a scanning tunneling microscope image
using a Cu tip. Details are presented in Fig. S4.5, displaying a nearly identical
lattice but now imaged with a CO-terminated tip. The LDOS could be probed with
scanning tunneling spectroscopy by placing the metallic Cu-coated tip above the
center of the artificial sites (green circles in Fig. 4.1(c) and 2(a)) and on bridge
sites between the lattice sites (purple crosses); the bias voltage was changed over
the entire voltage region of the Cu surface state between V = -0.4 and +0.5V. The
LDOS, i.e. normalized dI/dV vs. bias voltage [15], spectra on the on-site and bridge
site positions are presented in Fig. 4.2(b), see Fig. S4.6 for details; they should
be compared with the theoretical muffin-tin spectra, for convenience replotted from
Fig. 4.1(i) in light colours.

The first double peak (peaks 1 and 3) corresponds to two s orbital bands forming
a Dirac cone, the minimum indicates the Dirac point (point 2). The two maxima cor-
respond to the high LDOS at the M points (see 4.4); if the overlap integral between
neighboring s orbitals is neglected, the distance between these two maxima provide
a good estimation for two times the hopping term between the nearest-neighbor s
orbitals, i.e. 2tss (see 4.4). The t,, value that we obtain is 45 meV. From a tight-
binding fit, taking the overlap into account, we find 60 meV. The two s orbital bands
do not show the typical bonding (lowest s band) and anti-bonding (higher s band)
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Figure 4.2: Scanning tunneling spectroscopy and electron probability maps of an artificial
honeycomb lattice with separated s- and p bands. (a) Scanning tunneling microscopy image
(0.5V, 0.3nA) of the artificial honeycomb lattice prepared with double-ringed rosettes ac-
cording to scheme 4.1(c); a detailed image for a similar lattice is presented in Fig. S4.5. The
bright spot in the center of the rosettes is typically found in dI/dV plots at positive bias. Other
examples can be found in 4.4. (b) The LDOS, i.e. (dI/dV)lattice/(dl/dV)Cu, vs. bias voltage
V, measured by scanning tunneling spectroscopy, on top of the artificial atom sites (green)
and bridge sites (purple). The LDOS calculated using the muffin-tin approach is replotted in
light green and light purple for comparison. The magnitudes of ¢,; and ¢,,, are indicated.
(c, d, e) Spatially resolved LDOS maps in the energy region of the lowest Dirac cone (points
1-3 in Fig. 4.1(b)) measured at constant height with (f, g, h) the same maps calculated with
a muffin-tin potential landscape. The high density of states at the sites reflect s orbital bands.
Scale bars are 5 nm.
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character. An analytical tight-binding model presented in 4.4, provides a detailed
explanation.

Around V = 0V, a very strong LDOS peak is observed on the bridge sites, while
the LDOS on the lattice sites is very low (peak 4). A comparison with the muffin-
tin band structure, and the tight-binding fit to it, reveals that this strong resonance
localized between the sites is due to the flat band originating from p orbitals. The
high electron probability observed between the lattice sites will be discussed in detail
below. Between 0.1 and 0.4 V, we find a second double peak with a minimum.
Comparison with our calculations shows that this feature reflects the dispersive p
orbital bands; the minimum corresponds to the Dirac point (point 6), the lower
maximum (peak 5) reflects the high LDOS at the M point. The maximum at higher
energy (peak 7) corresponds to the third and fourth p orbital bands. If the orbital
overlap and residual s-p hybridization are neglected, the energy difference between
the flat band maximum and the Dirac point is 1.5 t,,,; from this, ¢,,, is found to be
160 meV. From the muffin-tin calculations combined with a tight-binding fit we find
a value of 127 meV (see Table S4.1).

Figures 4.2(c, d, e) display energy-resolved LDOS maps in the energy region of
the s bands measured over the entire lattice at a constant tip-sample distance, while
the panels below (Fig. 4.2(f-h)) show the electron probabilities calculated with the
muffin-tin model. There is a good agreement between the observed and calculated
LDOS; the large on-site LDOS reflects the on-site s orbitals, the LDOS at the Dirac
point is much lower, but does not vanish completely. This reflects a certain broad-
ening of the resonances due to the coupling of the lattice states with surface states
outside the lattice and with Cu bulk states. A discussion of the LDOS maps in the s
band region from the tight-binding perspective is given in see 4.4.

Maps of the electron probability measured in the energy region of the p bands are
presented in Figs. 4.3(a) and (b); Figs. 4.3(c) and (d) show the calculated results.
The electron probability pattern at the flat-band energy has a very high electron
probability between the sites, and a very low probability on the sites [Figs. 4.3(a),
(c) and inserts]. In addition, the electron probability (LDOS) map in the region of
the p orbital Dirac cone show detailed patterning [Figs. 4.3(b), (d) and insert], see
also 4.4. The low on-site electron probability on the center of the lattice sites show
that these two bands are formed from p orbitals.

The intricately patterned electron probabilities observed in the energy region of
the p orbital bands in the honeycomb lattice require further investigation. The inter-
action of in-plane p orbitals at the sites of a honeycomb lattice can best be described
as orbital interference by geometric frustration [100]. We have calculated these in-
terference patterns by using the original tight-binding theory [99, 100], see Fig. 4.4.
The results of the muffin-tin calculations combined with a tight-binding parameter
fit are presented in Figs. S4.2(c) and (d). At the flat band energy, different points in
the Brillouin zone show distinct interference patterns from the in-plane p orbitals,
two of them being presented in Fig. 4.4(a, b). The overall sum of the electron prob-
ability patterns over the Brillouin zone at the energy of the flat band is presented
in Fig. 4.4(c), showing a strongly enhanced electron probability on the bridge sites,
in full agreement with the experimental results. Likewise, as originally proposed
in Ref. [99], Wannier-like eigenstates with the flat band energy can be constructed
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Figure 4.3: Electron probability (LDOS) maps in the energy region of the p orbital flat band
and p orbital Dirac cone obtained by energy-resolved scanning tunneling microscopy at con-
stant height. Spatially resolved LDOS measured at (a) the flat band energy [point 4 in Fig.
4.2(b)] showing patterns of very high electron probability at bridge sites, and very low prob-
ability on the atomic sites; (b) in the energy region of the p orbital Dirac cone [point 7 in
Fig. 4.2(b)]. Several bright spots assigned to mobile hydrogen species are visible in the
maps; however, these spots do not perturb the observed pattern. The LDOS calculated us-
ing a muffin-tin approach for (c) the flat band showing a pattern of large electron densities
between the sites, and very low electron density on the sites, to be compared with the ex-
perimental result in Fig. 4.3(a); (d) the energy region of the p orbital Dirac cone, showing a
good agreement with the intriguing patterns experimentally observed. More information can
be found later in this chapter. The inserts show a magnification. Scale bars are 5 nm.
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Figure 4.4: Tight-binding calculation of the interference patterns of the in-plane p, p, orbitals
in the honeycomb geometry and the resulting electron probabilities in the p type flat band.
(a) Scheme of the Brillouin zone with I, M and K points indicated. The yellow (red) circles
denote the positions in the zone used in panel (b). (b) Two spatial patterns due to interference
of the p,,p, orbitals in the honeycomb geometry at the flat band energy (-0.01 V) at the
two points in the Brillouin zone indicated in panel (a). Artificial atom sites (green) and
bridge sites (purple) are indicated. (c) The overall electron probability at the flat band energy
obtained from the interference patterns (see panel (b)) and summed over the entire Brillouin
zone. Strong electron probabilities are observed on bridge sites (purple crosses) as in the
experimental maps. (d) Representation of the electron probability map at the flat band energy
by construction of Wannier-like eigenstates from p orbitals organized around a hexagon. The
dark blue color indicates high electron probability. See also Fig. S4.9(c).
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around each CO rosette of artificial sites resulting in a high electron probability be-
tween the lattice sites (also called bridge sites), see Fig. 4.4(d). This spatial electron
probability pattern in the flat band agrees with the experimental results and the re-
sult of muffin-tin calculations, see Fig. 4.3. In addition, a comparison between Fig.
4.3(b) and 4.3(d) shows that the spatial patterns of the LDOS in the p orbital Dirac
region are well reproduced by the muffin-tin calculations.

4.3 Conclusions

Our results show that solid-state electronic honeycomb lattices can be designed in
such a way that in-plane p orbital physics fully emerges. The design is purely based
on the lattice geometry and the degree of quantum confinement and inter-site cou-
pling. These concepts can, therefore, be directly transferred to two-dimensional
semiconductors in which the honeycomb geometry is lithographically patterned [14,
112-114], or, obtained by nanocrystal assembly[71, 115]. Such honeycomb semi-
conductors can be incorporated in transistor-type devices in which the Fermi level
and thus the density of the electron gas can be fully controlled [14, 116]. For in-
stance, a partial filling of the flat band can result in electronic Wigner crystals, mag-
netic phases and superconductivity [99, 100]. Hence, we present a feasible geomet-
ric platform for real materials opening the gate to unexpected electronic quantum
phases, both in the single-particle regime [2, 55, 70, 71] as in the regime with strong
interactions [117-119].

4.4 Methods

The measurements were obtained in a Scienta Omicron LT-STM. It was operated at
a base temperature of 4.5 K and with a pressure in the 107'° mbar range. A clean
Cu(111) surface was prepared by multiple sputtering and annealing cycles [120].
CO molecules were deposited on the sample placed in a cooled measurement head
by leaking in gas at a pressure of 2 x 1071 mbar for 3 min. The STM tips were Ptlr
coated with Cu due to tip preparation. Atomic scale lateral manipulation of the CO
molecules was performed to build the honeycomb lattices using previously obtained
parameters of 40 nA and 10 mV [15, 49, 121]. Unless mentioned otherwise, all STM
topography images were acquired at a constant current of 1 nA and 500 mV. Wave
function mapping and differential conductance spectroscopy were performed using
constant-height mode with a lock-in amplifier providing a 273 Hz bias modulation
with an amplitude between 5 and 20 mV rms. Experimental data was analyzed with
the SPM analysis software Gwyddion 2.49 and/or Python 3.7.

The design of the CO rosettes was determined by previously acquired knowledge
about CO manipulation [15] and muffin-tin band structure calculations. The double-
ringed rosette consists of 18 CO molecules arranged in two rings placed around a
central (empty) Cu lattice site as shown in Fig. 4.1(c). This central site was left clear
for ease of building. The rosettes were placed at a 3.58 nm spacing (14 Cu atomic
sites) along close-packed Cu atomic rows.

All band structures and theoretical LDOS maps shown Fig. 4.1-4.3 of the main
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text were calculated using the muffin-tin model. The surface state of Cu(111) is
modelled as a two-dimensional electron gas with an effective electron mass of 0.42
times the free electron mass, at a constant potential. The CO molecules are por-
trayed as discs with a diameter of 0.6 nm and a repulsive potential of 0.9 eV. These
parameters were used previously to successfully describe the CO on Cu(111) system
[18]. When CO molecules were placed close together and the radii overlapped, the
potential of that area was added together and increased to 1.8 €V. The one elec-
tron Schrédinger equation was solved numerically for this system to determine the
band structure (periodic case) and LDOS maps (finite size). For the LDOS maps,
Neumann boundary conditions were applied. In order to obtain the maps shown, a
broadening of 0.04 eV was included.
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Tight-binding analysis of the s and p orbital bands in
artificial honeycomb lattices

In the main text, we have compared the experimental spectra and spatial LDOS maps
with a muffin-tin calculation (see Fig. 4.2, 4.3), showing a very good agreement be-
tween experiment and theory. It is however very insightful to also perform simple
tight-binding (TB) calculations, in order to show which atomic site orbitals are in-
volved in the band formation and to estimate the strength of the coupling between
specific orbitals.

In the TB approximation, we assume that due to the repulsive potential of the CO
rosettes atomic sites can be defined, with s and p orbitals (see Fig. S4.1(a)). We
can choose the on-site energy of the s and (two) p energy levels, they are denoted
as e, and e,. The interaction energy, i.e. hopping (in €V) between the s orbitals of
two neighboring sites is denoted by ¢, the hopping between s and in-plane p, and
py orbitals by ¢,,, the o type interaction integral between the in-plane p orbitals on
adjacent sites by t,,., and the = hopping between in-plane p orbitals by ¢,,.. These
hoppings are depicted in Fig. S4.1(a). We neglect the on-site orbitals at higher
energy in this simple approximation. The TB Hamiltonian is:

H, H,
(i) i) (4.1
with
es 0 0
Hl =10 €p 0 (42)
0 0 e
and
tss(w + 2v) cos[m]) top(—w + €% cos[m]) tepin/3vsin(m)
Hs =| top(w—-vcos[m]) —tppow — (t”% - ”p%)v cos(m) —(tppo + tppw)%ﬁv sin(m)
—tspi\/gv sin(m) —(tppo + tppw)¥1) sin(m) tpprW — (3“’% - t”%)v cos(m)
(4.3)
where

k, _ kg ikg
m==v=e 25 andw=e V5.
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Figure S4.1: Tight-binding band structures, for various values of the hopping parameters. (a)
Scheme of the possible hoppings between s and in-plane p orbitals of adjacent atomic sites
in the honeycomb lattice. (b) A generic band structure for pure s and p orbital bands, by
assuming there is no coupling between s and p orbitals, i.e. ¢, = 0 and no = hopping. (c)
A band structure showing the effect of = hopping between the in-plane p orbitals, resulting
in some dispersion of the bands that were flat in (b). (d-f) The effect of reducing the energy
difference between the on-site s and p energy levels. (d) Bands cross as t., is set equal to
zero. (e) The effect of s-p coupling results in two groups of (sp?) bands, with Dirac cones and
flat bands. (f) When t,,- is set to non-zero, the formerly flat bands obtain a dispersion.

In Fig. S4.1(b-f), we show how different hopping parameters influence the band
structure. Here, we neglect the overlap integrals. If ¢, is zero, there is no hopping
between the s and p orbitals, thus no hybridization, and the bands formed should
have pure s character (two bands) and pure p character, (four bands). The s bands
form a Dirac cone with the Dirac point at zero energy. The orthogonal in-plane p
orbitals are not commensurable with the trigonal binding structure (see Fig. 4.4).
This results in two flat bands, with a Dirac cone between these flat bands (Fig.
S4.1(b)). If ¢~ is non-zero, the two flat bands acquire a dispersion, while the p
orbital Dirac point is preserved. Here we also take t,,, equal to ¢,,., resulting in a
fourfold degeneracy of the p bands at the T" point, see Fig. S4.1(c).

In Fig. S4.1(d, e) we show what happens if the energy difference between the
on-site p and s orbitals is lowered and if s — p hopping is allowed. First, in panel
(d), we show the bands with reduced on-site energy difference, but still with ¢,
being zero. This results in unrealistic crossing points between the s and p bands.
The introduction of hopping between s and p orbitals of adjacent sites results in a
grouping of three lower bands and three higher bands, separated by a gap. There is
a downwards shift of the lower Dirac cone, and an upwards shift of the second Dirac
cone. The lower flat band touches the lower Dirac cone. Finally, panel (f) shows an
example if all hopping parameters are non-zero; the two Dirac cones are preserved,
but the originally flat bands obtain a dispersion due to = hopping.
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Parameterization of the tight-binding hoppings in or-
der to obtain maximum agreement with the experimen-
tal results and the muffin-tin approximation.

In the main text, the experimental results are compared with a muffin-tin calcula-
tion of the band structure. The potential landscape of the individual CO molecules
and CO rosettes on Cu(111) can be modelled using a muffin-tin (MT) potential.
This is done by adding disk-shaped potential barriers to an otherwise flat poten-
tial landscape, resulting in an upside-down muffin tin like structure. In this work,
disk diameters of 0.6 nm and potential heights of 0.9 eV were used to account for
each CO. By analytically Fourier-transforming the muffin-tin potential landscape and
using Bloch-type wave functions, we calculate the electronic band structure for elec-
trons in the honeycomb lattices presented in Fig. 4.1.

In order to be able to discuss the strength of the hoppings between the on-site s
and p orbitals, we have varied the tight-binding (TB) hoppings and on-site energies
in order to obtain the best agreement between the MT band structure (in agreement
with experimental results) and the TB approximation. Here, we have also accounted
for the overlap integrals in the TB calculation; orbital overlap between the s orbitals
is denoted as s,5, between the s and in-plane p orbitals as s;,, and between in-plane
p orbitals as sp,, and sppr.

We have varied the TB parameters such that the MT and TB band structures agree
as well as possible. In finding the best agreement, we focus on the lower bands, and
allow for differences between TB and MT results for the higher p orbital bands. The
MT and TB band structures and the corresponding designs are shown in Fig. S4.2.
It can be seen that the s and p orbital bands of the experimentally studied lattices
can be well approximated with a TB model with s and p orbitals only, except for
the highest p band. The corresponding parameters are given in Table S4.1. Because
there are 10 fitting parameters, this fit might not be unique. We would like to remark
that the relative values of the main hopping parameters ¢, and ¢,,, seem to be very
reasonable, seen from a chemical orbital perspective. We show calculations for a
lattice similar to the one studied previously by Gomes et al. [15], the two lattices
that we have examined, and a lattice with a triple-ringed CO rosette. When the
rosettes are enlarged, on-site quantum confinement increases the energy difference
between the on-site s and p energy levels.

The increasing agreement between TB and MT with increasing confinement has
several origins. First, orbitals higher than p are not incorporated in the TB model.
The influence of these orbitals on the lower bands is not completely neglectable
and is automatically taken into account in the MT calculations, but not in the TB
calculations. Thus, the simple TB approximation becomes more accurate when the
energy difference between the on-site energy levels increases. In addition, the s
and p orbital bands become more pure when the on-site energy separation between
the s levels and p levels increases. We were able to design artificial lattices that
unambiguously show two separated Dirac cones and a flat band.

A second factor that improves the TB approximation is that for increasingly larger
rosettes, the influence of the orbital overlap and ¢,,. hopping decreases. When ¢,
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Figure S4.2: Fitting of the calculated muffin-tin band structures with a tight-binding model.
Each panel contains a unit cell (blue diamond) of the corresponding lattice with CO molecules
portrayed as brown discs. The corresponding band structures are shown next to it with the
muffin-tin results in blue and tight-binding results in red. The tight-binding hopping and
overlap parameters are presented in Table S3.1. (a) The lattice reported by Gomes et al.
[15] with a single CO molecule as scatterer. (b) A lattice with single-ringed CO rosettes as
scatterers. (c) A lattice with double-ringed CO rosettes as scatterers. (d) A lattice with triple-
ringed CO rosettes (not experimentally studied).

becomes neglectable, the lowest and highest p orbital bands lose their dispersion
and become genuine flat bands.

tss tsp tppo tppm es ep Sss Ssp Sppo Sppm
single CO -0.09 -0.09 -0.11 -0.11 -0.24 -0.075 0.06 0.06 0.15 0.15
single-ringed rosette -0.07 -0.09 -0.105 -0.045 -0.22 0.105 0.06 0.07 0.2 0.1
double-ringed rosette -0.062 -0.06 -0.1265 -0.00825 -0.22 0.185 0.1 0.1 0.05 0.05
triple-ringed rosette -0.034 -0.05 -0.131 0 0.01 0.49 0.04 0.01 0.03 0.01

Table S4.1: Fitting parameters for the designs shown in Fig. S4.2 Units, where applicable are
eVv.

Results obtained on an artificial honeycomb lattice formed
by single-ringed CO rosettes.

Figure S4.3 presents dI/dV vs. V spectra taken on the single-ringed CO rosette lat-
tice, the design is shown in Fig. 4.1(b). We demonstrate the effect of the two
normalization techniques shown in Fig. S4.6: subtraction (panel (b)) and divi-
sion (panel (c)). In panel (a), in orange, we show an averaged spectrum taken on
Cu(111), notice that this spectrum shows an increase in intensity above -0.2 V. This
feature is also visible in the spectra taken on the atomic lattice sites (green) and
bridge sites (purple). Subtraction of the dI/dV of the Cu(111) background partially
corrects for this, but it is possible that features in the lattice LDOS remain clouded
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Figure S4.3: Effect of normalizing the raw spectra on an artificial honeycomb lattice formed
by single-ringed CO rosettes by various techniques. The (dI/dV) vs. V spectra were acquired
on the lattice presented in Fig. 4.1(b), formed by an anti-dot lattice of single-ringed CO
rosettes. (a) Averaged spectra taken on two different symmetry positions in the lattice; on
the center of the atomic lattice sites (green) and at bridge sites in between (purple). The
surface state measured on bare Cu(111) is shown in orange. (b) The same spectra, but with
the Cu(111) dI/dV background subtracted. (c) The same spectra but divided by the Cu(111)
di/dv.

above 0.1V.

In the region below 0.2V, the bare and normalized spectra obtained on this lattice
show clear features corresponding to the LDOS of the artificial lattice. The two peaks
at -330 and -210 mV are assigned to the s orbital Dirac cone, more specifically to the
M points around the Dirac point at -290mV at K (see also main text). The strong
feature at -0.1V measured at the bridge sites reflects the p orbital flat band. The
results are similar to those obtained with a lattice created with double-ringed CO
rosettes. The large dip in intensity at -0.4 V corresponds to a normalization artefact
and has no relevance for the band structure.

The spatial distribution of the LDOS over the lattice is presented in Fig. S4.4.
At -330mV, the LDOS intensity is strong on the lattice sites. The LDOS intensity
is minimal at the Dirac point at -290 mV. At the second peak of the Dirac cone, at
-210mV, the intensity is high again on the lattice sites. The muffin-tin calculations
reproduce the experimental maps well.

Figure S4.4 shows that there is a strong resonance peak at -90 mV for the bridge
sites. This peak is absent on the atomic sites. Comparison with our muffin-tin
and tight-binding calculations show that this peak reflects the p orbital flat band
(see main text). The spatial distribution of the LDOS shows the remarkably strong
intensity of the LDOS between the atomic sites, in full agreement with the results
obtained on the other artificial lattice presented in the main text. Although the
spectra are not very different around 70 mV, we observe patterning throughout the
lattice in the LDOS maps. This pattern corresponds to measurements taken on the
double-ringed CO rosette lattice.
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Figure S4.4: Electron probability maps obtained on an artificial honeycomb lattice formed by
single-ringed CO rosettes. (a-c) LDOS maps corresponding to the s orbital Dirac cone taken
at the first maximum at -330mV, the Dirac point at -290 mV and the second maximum at
-210 mV. The maxima reflect the M points of the Dirac cone. (d-f) Corresponding muffin-
tin calculations for the electron probability corresponding to the maps in (a-c). (g) LDOS
map corresponding to the p orbital flat band at -90 mV, showing zero intensity on the lattice
sites and very strong intensity in between the sites. (h) LDOS map corresponding to higher
energy p orbital bands at +70 mV. (i, j) Corresponding muffin-tin calculations for the electron
probability corresponding to the maps in (g, h), respectively. Scale bars are 5nm.
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Figure S4.5: Detailed structure of the CO rosettes used to prepare artificial electronic lattices.
Constant current STM image of a honeycomb lattice with a lattice vector of 3.86nm. The
potential landscape is obtained by using double-ringed CO rosettes as repulsive scatterers for
the surface state of the underlying Cu(111) surface. The purpose is to form artificial atomic
sites located between the repulsive rosettes. This image was obtained with a CO-terminated
tip. Each double-ringed rosette consists of 18 CO molecules, which are imaged as circular
protrusions. Several defects or misplaced CO molecules can be spotted. Scale bar is 5nm.

The structure of an artificial honeycomb lattice cre-
ated by rosettes of CO scatterers imaged with a CO

tip.

The artificial honeycomb lattices studied in this work are prepared by creating a
potential energy landscape to force the electrons of the Cu(111) surface state into
a honeycomb geometry. The potential energy landscape is obtained by placing re-
pulsive CO molecules acting as scatterers in rosettes, e.g. see Fig. 4.2. Fig. S4.5
presents a specific lattice imaged with a CO tip, allowing us to discern the individual
CO molecules (absorbed on top of Cu atoms) as circular protrusions in each rosette,
and even misplaced CO molecules. Please, also notice that we have placed CO scat-
terers around the lattice to isolate the lattice from the rest of the Cu(111) surface
state.



64| Chapter 4 — p Orbital flat band and Dirac cone in the electronic honeycomb lattice

(a) atomic sites '; «{ (b) atomic sites ; “1(c) atomic sites
° bridge sites S, bridge sites| & s bridge sites,
5 cuin| &, 3.
< > >
g o . T .
3 3, 3
S . -~ =
3" 3
) A S
Voltage (V) ~ \Voltage (V) Voltage (V)

Figure S4.6: Effect of normalizing the raw spectra by various techniques. The (dI/dV) vs. V
spectra were acquired on the lattice presented in Fig. 4.2(a), formed by an anti-dot lattice of
double-ringed CO rosettes. (a) Averaged spectra taken on two different symmetry positions
in the lattice; on the center of the atomic lattice sites (green) and at bridge sites in between
(purple). The surface state measured on bare Cu(111) is shown in orange. (b) The same
spectra, but with the Cu(111) dI/dV background subtracted. (c) The same spectra but divided
by the Cu(111) di/dV.

Effect of normalizing the raw spectra by various tech-
hiques

In order to correct for the effects from the Cu sample and Cu tip, all dI/dV vs. V
spectra in this manuscript have been presented as normalized spectra. This was
done following a method used by Gomes et al. [15]. The raw spectra were divided
by an averaged dI/dV obtained on a bare Cu(111) surface, acquired with exactly the
same settings and the same tip. This procedure should remove LDOS components
of the tip and the Cu(111) sample. The normalization technique is the same as
shown in 4.4. For the two different tip states and lattices the normalization provides
reproducible results, a good indication that our normalization technique is sound.

In Fig. S4.6 we demonstrate the effect of two different normalization techniques.
In panel (a) we show the raw spectra taken on bare Cu(111), and on lattice sites
and bridge sites. First, the effect of quantum confinement in the lattice can be seen
by the onset of resonances at higher energy than the onset of the bare surface state.
Second, one can already see the peaks and valleys of interest in the spectra taken
on the two positions in the lattice. However, the spectral intensities of the lattice
should be corrected for the background related to substrate and tip. In panel (b),
we subtracted the dI/dV of the Cu(111); a horizontal line through zero would form
a reference. In panel (c) we divided the raw spectra by the Cu(111) background
spectra; thus a horizontal line through 1 would now form a reference. The spurious
peak at OV (green line) is absent in both cases. The procedure shown in (c) is the
procedure used to represent the LDOS in the main text.
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Analytic tight-binding model for the electronic honey-
comb lattice in the absence of hybridization, broaden-
ing and orbital overlap.

DOS and spatially-resolved LDOS maps in the s sector

We have calculated the local density of states LDOS(FE,r) in the absence of broad-
ening, at energy E and position r using

LDOS(E.1) =3 [ Wia(0)0(E - Eya) 4.4)

where Uy ,(r) is a state in band «, with lattice momentum k, and energy FEj .
Due to the presence of the delta function, the LDOS(E,r) can be rewritten as an
integral over a constant-energy path in the Brillouin zone of the honeycomb lattice.

In the absence of s-p hybridization, the energy bands in the s sector are given by
[122]:

Bis = +tos|u(k)| (4.5)

where the zero of energy is set at the Dirac point, ¢,, is the hopping between
nearest-neighbor s orbitals, and u(k) is defined as Z;’:l ™% with the vectors §,
pointing to nearest neighbors of a site. By symmetry, the weight of each eigenstate
Uy (1) is the same on the two Bloch waves formed by the s orbitals on the sub-
lattices A and B. However, the phase between the two contributions differs by the
angle 6 = Argu(k). Since Ej , does not depend on 6y, the phase can be seen as a
pseudo-spin degree of freedom. [97]

Figure S4.7(a) depicts constant-energy paths in the Brillouin zone. Close to zero
energy, since the allowed states form cones around (K, K’), the paths consists of tiny
(blue) circles, as shown at F = +0.2t,;. The radius of the circles goes to zero at
the Dirac point where the DOS vanishes. At increasing energy from the Dirac point,
the constant-energy path tends to deviate from the circular shape. For E = +t,,,
the constant-energy path becomes a hexagon that touches the edge of the Brillouin
zone at the M points. This leads to a maximum of the LDOS at these energies. In
this simple model, in which hybridization with p orbitals is excluded and the overlap
integral is neglected, the distance in energy between the two peak maxima in the
LDOS(E) plot of the s bands is equal to 2|ts|. This is used in the main text for a
first estimation of |¢s5|. This value can be compared with the value obtained from
a tight-binding model by fitting the 6 lowest bands (s and p bands), including s-p
hybridization, and taking the overlap integrals into account.

Spatially-resolved LDOS maps are obtained by integration of |Wy ,(r)[* on the
constant-energy paths (Fig. S4.7(a)). In a tight-binding representation with one s
orbital ¢s(r - R;) on each site R;, the LDOS for any allowed energy E close to the
Dirac point is just the superposition of the squared s orbitals, i.e., ¥, |¢s(r - R;)|*.
The extra terms in |¥y ,(r)|*, which come from the cross terms between nearest-
neighbor s orbitals, cancel out after integration over constant-energy paths because
they are proportional to cos(6y). This is one explanation for the experimental results
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presented in Fig. 4.2: the two peaks reflecting the high density of states at the M
points of the s orbital Dirac cone are nearly symmetrical in intensity, when measured
on atomic sites (green curve in Fig. 4.2(b)) and on bridge sites (purple curve in Fig.
4.2(b)). This also explains the experimental LDOS maps of Fig. 4.2(c) and (e), with
high intensities on the atomic sites and weaker intensity between the sites. However,
in Fig. S4.8 we do not see the same symmetry effect. This can be understood as a
consequence of the contribution of the energies far away from the Dirac point, where
the approximation explained above is not valid. The symmetric density of states on
the bridge sites can alternatively be explained by the influence of s-p hybridization
in the highest s orbital that is not taken into account in Fig. S4.8.

DOS and spatially-resolved LDOS maps in the p sector

The four energy bands (Fig. S4.7(b)) in a pure p,,p, model (no s-p hybridization)
with negligible 7 coupling are given by

3
Ex1=-5tppo Eya=-Ey;

4.6
Bra = ~2tppolu(®)P  Fis = -Fis (4.6)

where t,,,, is the hopping term of ¢ type between nearest-neighbor p orbitals [99,
101]. The second and third bands have the same dispersion as the s orbital bands,
provided that ¢, is replaced by tp% The description with constant-energy paths,
shown above, remains valid after this substitution. In particular, the DOS vanishes at
zero energy (Dirac point) and presents a maximum at E = itp%, when the constant-
energy paths form a hexagon connecting the M points of the Brillouin zone. The first
and fourth bands in this p,,p, model are totally flat, giving rise to the DOS in the
form of Dirac delta functions at F = 13“’% in absence of extra sources of broadening
or dispersion (absence of © bonding or s-p hybridization).

Comparison between the band structure for the pure p,,p, model (Fig. S4.7(b))
and the band structure calculated by solving the Schrodinger equation with a muffin-
tin potential (Fig. 4.1(f)) shows that the lowest flat band and the p orbital Dirac
cone are well distinguishable in the muffin-tin results and in the experimental LDOS
spectra. The main differences appear in the upper part of the band structure due
to strong coupling with higher-energy orbitals. This leads to a down shift of the
dispersive band FE 3, especially at the I' point. In addition, the upper band Ey 4 is
not flat anymore. It is thus wise to use the lowest bands to estimate the value of ¢,,,
from the experimental LDOS results, Fig. S4.7(b) and the values given in the main
text.

Whereas the LDOS maps close to the Dirac point do not depend on energy in the
s orbital model, the situation is totally different in the p orbital model due to the
orbital degree of freedom [99, 101]. The orbital configuration on each site strongly
varies with k, explaining the remarkable patterns that were observed and presented
in Fig. 4.3. In the case of the flat bands, the eigenstates ¥y (1) can be written either
in terms of Bloch states or, alternatively, as a linear superposition of Wannier-like
localized states, which are all degenerate. One localized state exists per hexagonal
plaquette [99, 101]. The configuration in terms of p orbitals for the lowest flat
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Figure S4.7: Tight-binding analysis without hybridization. (a) Constant-energy paths in the
Brillouin zone of the honeycomb lattice for different energies around the Dirac points at (X,
K’). Blue cones around (K, K): E = +0.2¢55, green curves around (K, K): F = +0.7tss, red
hexagon F = +t,, (b) p Orbital band structure for a tight-binding model with in-plane p,,
orbitals in a honeycomb lattice, in absence of 7 coupling (¢pp~ = 0) and hybridization. The
energies are given in units of ¢,,,. (c) Localized eigenstates for the lowest flat band in two
neighboring hexagons (red and green colors, respectively). The sum of the squared amplitude
of these two eigenstates is shown along the bond common to the two hexagons.

band is depicted in Fig. S4.7(c) (see also Fig. 4.4). One p orbital is tangential to
the hexagon; as a consequence, the other p orbital on the same site is then parallel
to the bond external to the hexagon. The flatness of the band is explained by the
cancellation of hopping terms to neighboring loops (interference effect) in absence
of 7 bonding. In this configuration, the LDOS map on nearest-neighbor atoms A and
B is given by the squared amplitude of the two localized eigenstates that share this
bond. Fig. S4.7(c) presents the summed amplitude calculated using a p, orbital of

Il

the form x - e™ , where v = 0.25a , a being the lattice vector (same definition for
py). It can be seen that the LDOS amplitude is very high at the center between two
adjacent sites of the hexagon, in agreement with the experimental results and the
muffin-tin calculation, see main text.

Calculation of the LDOS(E) spectra by using the tight-
binding approximation.

Using the tight-binding model, we can obtain the eigenvectors corresponding to

each energy E, (k) in the band structure, where n denotes the band number. This

gives the wave function distribution over the orbitals and sublattice sites for that
2

energy. We approximate the s orbitals as normalized Gaussians Ae™*, the p orbitals
‘1)2 . ‘1)2 .
as Be = sin¢ for the p, orbital and Be™"= cos¢ for the p, orbital, where A and

B are normalization constants, r is proportional to the lattice size, r = \{—ga, with
a the lattice spacing, and ¢ the angle with respect to the horizontal axis. Using
this approximation, we can calculate the wave function ¥(z,y)g, (r)- If we now
wish to calculate the LDOS for an energy £, we can sum V¥(z,y)g, x) over n and

a (dense enough) k grid, where each contribution is weighted by the broadening
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L[E,(k) - FE]. Here L(x) is given by m with b the broadening of 0.04 eV.

In Fig. S4.8, the resulting maps and spectra are shown for a simple tight-binding
model. On the lattice sites, the s orbital Dirac cone is manifest, but the p orbital
bands have nearly zero intensity due to the nodal planes. The p orbital flat bands
and the p orbital Dirac cone are mostly localized on the bridge sites. In this tight-
binding calculation, no s-p hybridization or ¢,,. are taken into account, the overlap
integrals (which are small compared to the hoppings, see Table S3.1, have been

neglected.

Differential LDOS conductance maps acquired for the
lattice of Fig. 4.2 in the energy region of the p orbital
Dirac cone.

The spatial patterns in the energy region of the p orbital Dirac cone are very detailed
and typical (Fig. S4.9(a, b)). There is high intensity close to the rosettes, very
weak intensity on the sites and even weaker intensity between the sites. As a guide
to the eye, a scheme is presented in Fig. S4.9(c) where the CO rosettes are left
uncolored for clarity. At the Dirac point, the rings of high intensity around the
rosettes are nearly uniform. For both peaks (M points) around the Dirac point, the
high intensities form trigonal arrays around each artificial site.

Comparison of the experimental results obtained on
the artificial lattice with double-ringed rosettes (Fig.
4.1(c)) with the muffin-tin calculations.

Figure S4.10 shows a comparison between experimental results and muffin-tin cal-
culations. Overall, an excellent agreement is found between experimental and the-
oretical LDOS maps for the energy region with the s orbital Dirac cone and p orbital
flat band, and a reasonable agreement for the region of the p orbital Dirac cone.

First row: Experimental spectra (left) and the muffin-tin calculations (right). The
numbers are related to the LDOS maps below. Notice that the orange spectrum
(close to the rosettes) was taken with a different tip. Peaks 1-5 are at the same
position, but have a slightly different relative intensity. This can either be due to a
remaining effect of the tip change, but could, in our view, also be caused due to the
fact of the very close proximity of the position of measurement to the CO rosette.
Insert: A sketch of the locations at which the spectra were taken.

Second and third row: Experimental electron probability (LDOS) maps acquired
at constant-heights at the spectral features (numbers 1-7). The intriguing LDOS map
at the flat band (point 4) has been summarized in a sketch that emphasizes the high
electron density (yellow) between the artificial sites (grey circles on the hexagon).
The high intensity regions between the sites form plaquettes around each hexagon
of the honeycomb lattice.

Fourth and fifth row: LDOS maps calculated with the muffin-tin model. The maps
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Figure S4.8: Tight-binding analysis of the spectra, band structure and wave function maps of
a periodic system for the lattice with the double rosettes. (Top) Spectra are shown for three
positions in the lattice: artificial atomic sites (blue), bridge sites (red) and very close to a CO
rosette (green). Inset shows the band structure. (Bottom) LDOS maps corresponding to the
interesting features in the spectra with no orbital overlap, s-p hybridization or ¢,,~.
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Figure S4.9: Differential LDOS conductance maps acquired for the lattice of Fig. 4.2 in the
energy region of the p orbital Dirac cone. (a) Electron probability map taken at 180 mV (lower
energy maximum of p orbital Dirac cone). The atomic sites have a low intensity while the
bridge sites have an even lower intensity. The rings of high intensity around the CO rosettes
show a modulation in the intensity as well. (b) Electron probability map taken at 240 mV
(p orbital Dirac point). The atomic sites have a low intensity while the bridge sites have a
slightly higher intensity. The insets show an enlargement. Scale bar is 5nm. (c) Scheme of
the intensities around an artificial site for the region of p orbital Dirac cone. The artificial
site has low intensity (light grey), the bridge sites have even lower intensity (dark grey).
Each rosette is circumvented with high LDOS intensity, resulting in a triangle of high intensity
around each artificial site.

1-4 are in excellent agreement with the corresponding experimental results. The
calculated maps 5 and 6 (first peak of the p orbital Dirac cone and Dirac point) show
intricate and rapid oscillations in intensity that differ from those in the experimental
spectrum; in addition, the calculated overall intensity is much weaker than observed
experimentally. In contrast, the calculated LDOS map 7, at the second peak of the
Dirac cone, is in very reasonable agreement with the experimental result shown at
330mV. As in our muffin-tin approach, the CO’s are modeled as vertical potential
barriers, the muffin-tin results in close proximity to the CO barriers become less
accurate.For convenience, the detailed LDOS pattern found in the region of the p
orbital Dirac cone is sketched again. The regions of high intensity are indicated
in yellow. Each artificial atom (grey circle) is surrounded by three regions of high
intensity (yellow disks) and with three regions of very low intensity (black regions
at bridge sites). The regions of high intensity (yellow) form hexagonal plaquettes.
The low intensity regions (bridge sites) form plaquettes around each hexagon of the
honeycomb lattice. The scale bars are 5 nm.

A check of the uniformity of the LDOS across the ar-
tificial lattice of Fig. 4.2 by differential conductance
spectra acquired along lines in the lattice.

To check that the LDOS measurements are similar throughout the entire lattice, we

obtained many spectra along a line to visualize the uniformity (Fig. S4.11). Periodic
intensity plots show the strong reproducibility of the LDOS on different sites across



Supplementary information | 71

Experiment

Muffin-tin

normalised differential conductance (a.u.)

04 0.2 0.0 02 04
Voltage (V)

Experiment

dliaV (a.u.)

Muffin-tin

145mv 230 mv 300 mvV
Figure S4.10: Comparison of the experimental results obtained on the artificial lattice with

double-ringed rosettes (Fig. 4.1(c)) with the muffin-tin calculations.
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Figure S4.11: A check of the uniformity of the LDOS across the artificial lattice of Fig. 4.2
by differential conductance spectra acquired along lines in the lattice (a) An STM image of
the lattice with two dashed black lines indicating the line traces along which spectra were
taken. 100 spectra were taken along line A, consecutively on the green lattice sites, the violet
positions between the lattice sites, and orange positions closer to the CO rosettes. On line
B 15 spectra were taken on green and violet sites. The scale bar is 5 nm. (b, ¢) Individual
representative spectra taken on lines A and B, respectively. (d, e) Colored LDOS intensity
plots obtained from all 100(15) spectra taken on line A(B), respectively, presented in a (line
position — bias) frame. The arrows indicate the locations corresponding to the colored loca-
tions in panel (a).

the lattice. At 0V, the high intensity on bridge sites reflecting the p orbital flat band
is reproducibly observed. The orange sites closer to the rosettes show high intensity
above 0.2 V due to the peaks of the p orbital Dirac cone, in line with the maps
presented in the main text, Figs. 4.3, 4.4.

Three-dimensional £(k,, k,) diagram of the band struc-
ture of the artificial lattice in Fig. 4.1(c).

For the experimentally realized design presented in Fig. 1(c), we show a three-
dimensional representation of the band structure in Fig. S4.12.

Contrast of the CO rosettes at positive bias.

The contrast of the differential conductance maps shown in the main text can be
adjusted such that the internal contrast of the CO rosettes is more visible. Figure
$4.13 shows two dI/dV maps (+150mV and +330mV) with an adjusted colour
scale. The central missing CO molecule shows up as brighter spots.
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Figure S4.12: Three-dimensional E(k.,k,) diagram of the band structure of the artificial
lattice in Fig. 4.1(c). (a,b) Three F(k.,k,) diagrams at various viewing angles of the band
structure corresponding to the double-ringed rosette lattice calculated with the muffin-tin (a)
and tight-binding (b) approach.
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Figure S4.13: Two differential conductance maps taken at positive bias showing the internal
contrast of the CO rosettes.



CHAPTER 5

Spin-orbit gaps in the s and p
orbital bands of an artificial
honeycomb lattice

This chapter is partially based on the following publication:

J. J. van den Broeke, I. Swart, C. Morais Smith & D. Vanmaekelbergh, Spin-orbit gaps in the
s and p orbital bands of an artificial honeycomb lattice, arXiv preprint, arXiv:2104.06912
(2021)




Muffin-tin methods have been instrumental in the design of hon-
eycomb lattices that show, in contrast to graphene, separated s
and in-plane p bands, a p orbital Dirac cone, and a p orbital flat
band. Recently, such lattices have been experimentally realized
using the 2D electron gas on Cu(111). A possible next avenue
is the introduction of spin-orbit coupling to these systems. In-
trinsic spin-orbit coupling is believed to open topological gaps,
and create a topological flat band. Although Rashba coupling is
straightforwardly incorporated in the muffin-tin approximation,
intrinsic spin-orbit coupling has only been included either for a
very specific periodic system, or only close to the Dirac point.
Here, we introduce general intrinsic and Rashba spin-orbit terms
in the Hamiltonian for both periodic and finite-size systems. We
observe a strong band opening over the entire Brillouin zone
between the p orbital flat band and Dirac cone hosting a pro-
nounced edge state, robust against the effects of Rashba spin-
orbit coupling.

5.1 Introduction

Ever since the prediction of the quantum spin Hall effect in graphene as a result
of intrinsic spin-orbit coupling by Kane and Mele [2], efforts have been made to
observe the predicted state. Not only would the intrinsic spin-orbit coupling turn
graphene into a bulk insulator, it would also create conducting edge modes that
would be protected from scattering by the topology of the system [2]. Unfortunately,
the gap turned out to be too small for practical applications [3]. Although efforts
have been made to enhance the intrinsic spin-orbit coupling [5, 123], no convincing
method has been found so far. An alternative pathway to create lattices with robust
quantum spin Hall edge states would be to lithographically pattern quantum wells
from heavy element semiconductor compounds such as GaAs [14] and GalnAs [12].
However, these lattices still suffer from geometric disorder. Meanwhile, the effects
of intrinsic spin-orbit coupling can be studied in artificial lattices, created by placing
energy barriers on top of a (heavy) metal with a 2D electronic surface gas using a
scanning tunnelling microscope. This method was pioneered by Gomes et al. [15]
using CO molecules as energy barriers on top of Cu(111), to create a triangular
array of scatterers, resulting in an effective honeycomb potential for the surface
state electrons. The potential landscape can be thought of as an artificial lattice of
coupled quantum corrals, i.e. artificial atoms, that have one s and two (in-plane) p
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orbitals. If s-p hybridization is absent, the coupling between the sites in the lattice
results in an s orbital Dirac cone and 4 p bands. In Ref. [15], only the lowest two
bands were considered, forming a Dirac cone (c.f. the bands derived from the 2p,
orbitals in graphene). Later, Gardenier et al. [28] extended the method: The size of
the atomic sites was increased to bring the p band system in the accessible energy
window of the Cu(111) surface state [53]. Additionally, by using CO rosettes instead
of single COs s-p hybridization could be avoided to a large extent, resulting in two
s- and four p orbital bands. The p orbital bands include a Dirac cone and a flat band
[28], which was considered by tight-binding methods [24, 70, 71, 77, 99, 101].

The system of in-plane p orbital bands is of high interest to study the effects of
intrinsic spin-orbit coupling. Not only is the effect of the coupling shown to be larger
in these systems [70, 71, 124] because it is onsite instead of next-nearest neighbour,
as would be the case for s and p, orbitals, but it is also predicted to generate topo-
logical flat bands [24]. Flat bands are particularly interesting to study interactions,
as the kinetic energy is quenched. Thus, interaction driven phenomena like super-
conductivity and charge density waves become accessible. Moreover, flat bands can
be even more interesting when they are topological [25]. Thus, introducing intrinsic
spin-orbit coupling in artificial electron lattices could open up exciting new possibil-
ities for the field.

Patterned lattices are usually described as a two-dimensional (2D) free-electron
gas confined to the lattice using a modulated (muffin-tin) potential. This muffin-tin
method has yielded remarkably accurate predictions for effectively spinless systems,
and has proven to be a vital tool in the design of artificial electronic lattices [12,
18, 28, 29, 55, 61, 88]. For these systems, the muffin-tin approach is often more
convenient than the tight-binding method because there are only a few parameters
involved, namely the potential landscape V(z,y) and the electron effective mass.
These parameters only have to be determined once for a material and patterning
technique, whereas the tight-binding approach requires new fitting for each design.
The muffin-tin method has the additional advantage that it does not require any
assumption about the orbital character of the system. It can be complemented with
a tight-binding parametrization, enabling one to understand which lattice orbitals
are involved in the band formation. Besides this, the muffin-tin method is also well
suited for finite-size calculations, and thus very useful for the study of edge states in
practical systems.

Unfortunately, the inclusion of intrinsic spin-orbit coupling in muffin-tin models is
not straightforward. The theoretical approaches proposed so far vary substantially
[124, 125], and are only valid for a specific setup or only describe the physics near
the Dirac point. In addition, these techniques are not easily extended to finite-size
calculations.

Here, we propose a heuristic method that uses text book spin-orbit Hamiltonian
terms, the magnitude of which depend on two input parameters, one for the intrinsic
spin-orbit coupling, and one for the Rashba coupling. We reproduce the defining
features of other approaches that use ab-initio derived expressions to account for
spin-orbit coupling. Additionally, this method allows for calculations on finite size
systems, crucial for the study of protected edge states.

The outline of this paper is the following: in Sec. 5.2, we review the muffin-tin
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model and adapt it to incorporate Rashba and intrinsic spin-orbit coupling. We
then investigate the influence of spin-orbit coupling on a honeycomb toy model in
Sec. 5.3, an present our conclusions in Sec. 5.4.

5.2 The model

Let us consider an artificial lattice, created by adatoms arranged to form an anti-
lattice confining the surface state electrons into the honeycomb geometry. These
confined electrons can be described by the one-electron time-independent 2D
Schrodinger equation,
2
(iv2+v)m:E@, (5.1)
2m*
where m* is the effective mass and V is the potential created by the adatoms pat-
terning the surface. Thus, the only freedom in the input parameters is in the shape
of the potential. When modeling a patterned potential V' (x,y) as a collection of disk
shaped protrusions, also called a muffin-tin potential, only two parameters remain,
namely the disk height and the disk width.
In order to study the effect of spin-orbit coupling in artificial lattices, we start
with the spin-orbit coupling that originates from the Dirac equation as a relativistic
correction to the Schrodinger equation, given by

Hso = _bh (VV*xP)-o, (5.2)
4m2c2

where m is the real electron mass, V* is the full potential, P is the vector momen-
tum, o is the vector of Pauli matrices, and c is the speed of light. Here, we see
that spin-orbit coupling is proportional to the gradient of the potential V*. The
Rashba spin-orbit coupling originates from Eq. (5.2) at the surface of materials, due
to the large change in the potential at the interface. As inversion symmetry is not
present, spin degeneracy is not required and is indeed broken. The Rashba term for
a 2D electron system with a potential change in the out-of-plane direction has been
derived before, see Refs [126, 127], and reads:

Hr=o (puLO'y _pyox) . (5.3)

Here, p; (i = z,y) is the momentum component, o; are the Pauli matrices, and a;
is the effective strength of the Rashba coupling. As a check, we add this term to
Eq. (5.1), and use a; and m* as experimentally measured in Ref. [128] for the
Au(111) surface state, which is known to have a large Rashba splitting. It can be
seen that our calculation reproduces the previously observed Rashba splitting of 0.26
nm~! between the two parabola minima [128], as shown in Fig. 5.1. Therefore,
the muffin-tin method can accurately describe the Rashba spin-orbit coupling in
the absence of scatterers by including Hg in Eq. 5.1. When scatterers are present,
this can potentially locally change the derivative of the potential in the 2 direction.
However, this effect is expected to be negligible.

Next, we consider intrinsic spin-orbit coupling, which is a consequence of the cou-
pling between the magnetic moment of the orbital angular momentum and the spin
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Figure 5.1: The gold surface state, calculated as a free electron gas (a) without and (b) with
Rashba spin-orbit coupling. Here, an effective mass of 0.25 em and «; = 6.02 x 10* m/ s were
used, as measured in Ref. [128]

of the electron. In atomic systems, the intrinsic spin-orbit term H; scales supralin-
ear with the atomic number [129]. Thus, H; tends to be much larger for heavier
elements. In the case of the muffin-tin technique, however, the substrate is approx-
imated as a 2D electron gas with an effective mass m* and a scattering potential
originating from the patterned adatoms. Thus, details on the precise potential land-
scape, like the size of the nuclei in the substrate, that give rise to the intrinsic spin-
orbit coupling, are lost. Here, we propose a heuristic solution to this issue that maps
the intrinsic spin-orbit coupling coming from Eq. (5.2) to the muffin-tin calculations
by assuming an effective coupling «; between the patterned muffin-tin potential and
the spin-orbit term,

H;=a3(VV xp)-o. (5.4

Note that p represents the momentum operator acting on the envelope wave func-
tions of the electrons in the 2D muffin-tin model. By allowing the effective parame-
ter « to be system dependent, Eq. 5.4 can be used for any type of artificial lattice.
Additionally, because of the relative simplicity of this approach, it easily translates to
both finite and periodic calculations, which is highly convenient when working with
topological materials. Please note that «; and as do not have the same units and
Hp ~ Hy does not mean that a; » aa, as the potential derivative is only absorbed in
a1, cf. Eq. (5.3) and (5.4).

As the electrons are confined to the x,y plane, only the z component of the cross
product survives, and the intrinsic spin-orbit contribution becomes,

ov avpm) . 5.5

H; = - —
I1=02 ( py by ay

With appropriate fitting for the effective parameter as, Eq. (5.5) should yield ad-
equate predictions for spin-orbit coupling in an artificial lattice. Indeed, as shown in
the next section, Eq. (5.5) reproduces the main features found using other methods.
Adding Hg and Hj to Eq. (5.1), the full time-independent one-electron Schrédinger
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equation becomes:

_h2V2 " ov o oV 6)
om " aQ(ax oy oy ox)”
) 0 0
—ihon (—ay - —O‘I) + V] U, =E¥,. (5.6)
ox oy
For finite-size systems, solving this equation is not much different from solving the
spinless system. Nevertheless, there is one important point to consider. Due to the
presence of a derivative of the potential, the precise shape of the potential becomes
important. For the muffin-tin potential, we would encounter infinities in the spin-
orbit term. We solve this by using Gaussian potentials instead. As shown in the
supplementary information, a change in potential shape from muffin-tin to Gaussian
does not yield significantly different results in the case without spin-orbit coupling,
and is therefore an appropriate approximation.
In the case of a periodic system, careful Fourier transformation is required to
incorporate the spin-orbit couplings. We first Fourier transform the wave function:

Uy (x) = kxy(k), (5.7)

1
— ) e
VA%
where A = L? is the system size in which the wave function is periodic, and k =
QT” (1z,1,), with [; ranging from —oo to co. Meanwhile, we also Fourier transform the
potential V. However, as V has the unit cell periodicity we have

Vi(x) =Y ek, (5.8)
K

where K are the reciprocal lattice vectors. Applying these transformations to Eq. (5.6),
the resulting equation also has to hold for a single Fourier component q,

h2
_QQ\IJU(Q) - hay (QyUx - qm’ay) \I/g(q)

2m
- thag Z Vok (K:qy - Kygq:) 0¥, (q+ K)
K
+ Z Vk¥,(q+K)=E,¥,(q). (5.9
K

Only wave functions of the shape ¥(q) and ¥(q + K) appear in this equation. We
can therefore apply a shift g - q + K’ and K - K - K’ to obtain a coupled system
of equations for each q in the Brillouin zone,
h2 "2 /
—(qa+K')*¥,(q+K")
2m
- hay [(qy + Ké)am - (g + K;)ay] U,(q+K")
—ihas Y Vo [(Ko = KL )gy — (K, - K|)qu+
K
K. K, - K,K.]0.9,(q+K)
+ > Vk-kVs(q+K) = Eq.x ¥, (q+K'). (5.10)
K
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In principle, Eq. 5.10 is an infinite set of equations, one for each K’, and can there-
fore not be solved. However, we are only interested in the lowest bands. As Vk
becomes exponentially small for large values of K2 for both Gaussian and muffin-
tin potentials (see also the supplementary information), we can introduce a cutoff
in the values of K’ that we consider. We can then solve the system of equations for
arbitrary q in the Brillouin zone. In this work, a square grid ik + j K, with K, , the
reciprocal primitive vectors and i and j integers ranging from -4 to 4, was used.

5.3 Honeycomb structures

In order to see the effect of the spin-orbit terms introduced above on the band struc-
ture of artificial lattices, it is instructive to first investigate a test system. For this,
we will consider a honeycomb lattice, as spin-orbit coupling has been extensively
studied in graphene-like lattices through other methods [2, 5, 24]. As a starting
point, the first artificial graphene lattice realized by Gomes et al. [15] using CO on
the copper (111) surface might appear as a good choice. However, more elaborated
designs of honeycomb lattices have recently been shown to lead to interesting fea-
tures, like the appearance of a flat p band [28]. Additionally, for patterned quantum
wells, intrinsic spin-orbit coupling is predicted to open a larger band gap between
these higher bands than at the Dirac cone of the lower (i.e. predominantly s or-
bital) energy bands [124]. We therefore use the system described in Ref. [28] as a
reference system. This system also uses CO molecules on copper (111), but instead
of positioning single CO molecules in a triangular lattice as in Ref. [15], clusters of
CO molecules are used. The clusters consist of two highly symmetrical rings. This
added structure gives more confinement to the surface electrons without breaking
the symmetry, which leads to a clear energetic separation of s and p orbitals and
the appearance of not only s bands, as in Ref. [15], but also (nearly flat) p bands
and a p orbital Dirac cone. The cluster arrangement of the CO molecules on the Cu
(111) surface is shown in Fig. 5.2 (a). In Ref. [28], a muffin-tin potential with a
height of 0.9 eV and a diameter of 0.6 nm is used. When switching to Gaussians,
the choice was made for Gaussians with a full width at half maximum of 0.6 nm.
With an adjustment of the potential height to 0.45 €V, this setup fully reproduces
the muffin-tin results from Ref. [28], as shown in the supplementary information.
The bare band structure of the reference system is shown in Fig 5.2 (b). Here,
we see the two lowest energy bands forming the well known Dirac cone at the K
point, like in graphene. The p bands start with a (nearly) flat band, connected to
two bands forming a p orbital Dirac cone at the K point, which is connected to a
fourth p orbital band. Upon inclusion of the Rashba coupling, spin degeneracy is
lifted everywhere except at the I" point, as shown in Fig. 5.2 (c). This result is anal-
ogous to that of previous tight-binding studies on single-orbital honeycomb lattices
[130, 131]. Additionally, the splitting of Dirac cones under the influence of Rashba
spin-orbit coupling [130] is recovered, as shown in the supplementary information.
The value of o; was set to a quarter of the value we found for Au(111). This allows
for the effects of the Rashba term to still be clearly seen on the band-structure. Note
that in principle the Au(111) surface state can also be used to construct artificial
lattices. If only the intrinsic spin-orbit coupling is included, as shown in Fig. 5.2
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Figure 5.2: Periodic system calculations, using Cu (111) parameters as a test case (effective
mass m*=0.42 em, CO molecules as Gaussians with a height of 0.45eV and a FWHM of
0.6 nm). (a) shows the arrangement of CO molecules on Cu (111) in the reference system
realised experimentally in Ref. [28] without spin-orbit coupling. The unit cell with the two
lattice sites A and B is indicated. The band structure with s and p orbital bands plotted
in red and blue respectively are shown (b) without any spin-orbit coupling; (c) with only
Rashba spin-orbit coupling («; = 1.6 x 10*m/s); (d,e) with only intrinsic spin-orbit coupling
(a2 = 0.8 x 10%5s/kg, aa = 2 x 10'%s/kg) and () with both Rashba and intrinsic spin-orbit
coupling (o = 1.6 x 10*m/s, oz = 2 x 10*°s/kg).
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(d,e), the spin degeneracy remains, and instead we see gaps opening up between
the original band touching points. Indeed, this is also the result of intrinsic spin-orbit
coupling in numerous other theoretical studies on honeycomb systems [24, 70, 100,
124, 125, 130, 131]. There is both theoretical and experimental evidence for these
gaps to be topological and harbor protected edge states [24, 70, 71, 100, 124, 125].
Notably, the gap opening up between the first two p orbital bands at the I" point is
much larger than the gaps opening up at the K points. In previous works, a similar
trend of larger gaps between the p orbital bands than between the s orbital ones is
observed as a consequence of the same intrinsic spin-orbit coupling [70, 100, 124].
This effect can be explained by the angular momentum of p orbitals, making intrinsic
spin-orbit coupling an onsite effect. In s orbitals that have no angular momentum,
the spin-orbit coupling can only emerge through next-nearest-neighbour coupling,
which connect the same sublattice in a honeycomb geometry. On the other hand, for
p orbitals the intrinsic spin-orbit coupling can couple p, and p, orbitals on the same
site, thus rendering the effect more robust [70]. Additionally, we see an unexpected
effect, namely, if «» is large enough, the p orbital flat band is no longer isolated as
in Fig. 5.2 (d), but the gap between the s and p type bands seemingly closes to form
a Dirac cone at the I" point, as shown in Fig. 5.2 (e). However, a small gap can be
observed between the two bands. A zoom in on the gap can be found in the supple-
mentary information. This phenomenon is interesting and it has not been observed
before, as far as the authors are aware. Finally, we can also include both Rashba and
intrinsic spin-orbit coupling, as shown in Fig. 5.2 (f). Here, we see that the Rashba
coupling can close the gaps opened by the intrinsic spin-orbit coupling, diminishing
the protection of possible topological states. However, the gap between the first two
p orbitals is remarkably robust to the Rashba coupling. Additionally, the isolated flat
band in Fig. 5.2(d) remains isolated in the presence of Rashba coupling, as shown in
the supplementary information. This robustness against Rashba spin-orbit coupling
is of high importance in applications of topological materials, as Rashba spin orbit
coupling is to a certain degree always present in devices based on 2D materials.

In order to further study the topological nature of band gaps opened by the in-
trinsic spin-orbit coupling, we calculated the local density of states (LDOS) of the
finite lattice. For this, we solved Eq. 5.6 on a finite grid with 8 points per nm, and in-
cluded a square border of 2.56 nm with V' = 0 surrounding the design. At the edge of
the simulation box, periodic boundary conditions were imposed to mimic an infinite
surrounding surface state. A Lorentzian broadening of 40 meV was included in the
numerical solutions, to account for the experimental broadening resulting from the
scattering of surface electrons to the bulk, as described in more detail in Ref. [18].
The solution for a finite honeycomb domain is essential, as it allows for character-
isation of the in-gap state localized at the edge, see Fig. 5.3. The design used for
the finite-size system is shown in Fig. 5.3 (a). We study two types of locations here,
onsite locations indicated by the pink dot, and bridge locations, indicated by the
green dot for the bulk and blue dot for the edge. Along the top edge, onsite edge
locations have been marked with purple crosses, and edge and sub-edge bridge sites
have been marked with yellow and open circles, respectively. This design is differ-
ent from the periodic case only at the boundary, where blocker potentials have been
placed to separate the lattice from the surrounding 2D electron gas. The introduc-



84 | Chapter 5 — Spin-orbit gaps in the s and p orbital bands of an artificial honeycomb
lattice

A A
MAL ]

LDOS

-0.4 -0.2 0.0 0.2 0.4
energy level [eV]

y [nm]
.
y [nm]

Figure 5.3: Finite-size system calculations using Cu (111) parameters as a test case as in
Fig. 5.2. Here, a spectral broadening of 40 meV realistic for the CO on Cu (111) system has
also been included. (a) The locations of CO molecules (red) on the Cu (111) grid (gray).
Along the top edge, the locations of lattice sites, edge bridge sites and sub edge bridge sites
have been indicated with purple crosses, yellow disks and open disks respectively. (b) The
spectra calculated for the spots indicated in (a). The top and bottom curves correspond to the
system without and with intrinsic spin-orbit coupling (a2 = 2 x 10*°s/kg), respectively. (c),
(d) A map of the calculated LDOS on the energy indicated by a vertical line in (b) at £ = 0.027
eV without and with intrinsic spin-orbit coupling , respectively.
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tion of these blockers is crucial as without them there would be no clear boundary
and therefore it would not be possible to study edge states. The location of blocking
potentials is non trivial, as the introduction of out of lattice potentials can change
the onsite energy of nearby sites. They have, therefore, been chosen in such a way as
to not shift the LDOS spectra at the edge sites with respect to the bulk, as can be seen
by comparing the blue and green lines in the top graph of Fig. 5.3 (b). A triangular
design was chosen to optimise the distance between the boundaries and at the same
time have edges as uniform as possible, given the small system size. The system was
studied without and with intrinsic spin-orbit coupling. The LDOS spectra of the two
systems are mostly similar in the bulk, as shown in Fig. 5.3 (b). The pink and green
spectra representing the bulk both with and without spin-orbit coupling display two
peaks from the s orbitals at »-0.3 and ~-0.2 €V, and both show a peak correspond-
ing to the flat p band around 0 eV. These peak locations are inline with the band
structure in Fig. 5.2 (b) and (e). However, some differences are visible. In the case
without spin-orbit coupling (Fig. 5.3 (b) top), there is very little mixing between the
s and p orbitals resulting in an on-site (pink) dip at the flat band energy due to neg-
ative interference between the p orbitals in the flat band. In the intrinsic spin-orbit
case, there is more mixing, as evidenced by the band touching between the highest
s and lowest p orbital in Fig. 5.2 (e). Therefore, there is some onsite density of state
in this case, as evidenced by a pink peak around 0 €V (Fig. 5.3 (b) bottom). At a
slightly higher energy (0-0.06 €V) we see a dip in the bulk spectra of the intrinsic
spin-orbit case. This corresponds to the band gap between the first two p orbitals in
Fig. 5.2 (e) from 0 till 0.05 V. Notably, the edge bridge site where the spectrum was
calculated (blue) has an increased LDOS in this range (the shoulder is a signature
of an additional peak, which cannot be separated from the flat band one), signaling
a possible edge state. Indeed, if we look at LDOS maps at 0.027 eV, we see a state
clearly localized on the (sub) edge bridge sites of the system indicated in Fig. 5.3 (a)
for the intrinsic spin-orbit system, as shown in Fig. 5.3 (d), whereas none is present
for the system shown in Fig. 5.3 (c), without spin-orbit coupling. Thus, as expected,
intrinsic spin-orbit coupling results in a strong decrease in the DOS over the entire
bulk of the finite system in the gap between the third and fourth band, accompanied
with an increase in the intensity at the bridge sites at the system edge, pointing to
a protected edge state. The intensity is maximal on the bridge sites, in accordance
with the p orbital bands. We cannot test the precise topological nature of the edge
state within the present muffin tin model; but an atomistic tight-binding study on
a semiconductor system showed that this state is a helical quantum spin Hall state
[24].

5.4 Conclusion

We have presented an effective muffin-tin model by introducing the intrinsic and
Rashba spin-orbit coupling into the Schrodinger equation and tested the adequacy
of the model by comparison with established results. Then, we have studied the
effect of spin-orbit coupling on a honeycomb system with separated s and p orbital
bands, which allows us to study p orbital physics in the honeycomb system. Besides
the expected band openings at the Dirac points, intrinsic spin-orbit coupling shifts
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the p orbital flat band downwards, causing hybridization with the s bands. As a
result, a broad gap arises between the third and fourth band of the system; our
results on a finite lattice show the emergence of an edge state in this gap. We see
that Rashba spin-orbit coupling reduces the spin-orbit gaps at the K and K’ points
of the Brillouin zone, but the broad gap between the third and fourth band remains
robust. We should also remark that the model that we developed can be used to
study the effects of spin-orbit coupling on any type of artificial lattice, including
honeycomb patterns in semiconductor quantum wells.

Experimentally, strong spin-orbit coupling might be realized in artificial lattices
by using a metallic surface state on a heavy element metal such as rhenium, lead
or bismuth, and/or using heavy adatoms as potential barriers or attractive sites for
the surface electrons. A similar concept has been reported for graphene, by placing
In and Tl atoms in the hollow sites of a graphene monolayer [5]. Real devices,
applicable in electronics, can be achieved by nanoscale patterning of heavy-element
semiconductor quantum wells, such as Ge, GaAs and InSb, with a honeycomb or
another geometry of interest [12, 14, 114].



Supplementary Information

Gaussian potentials

Recent works have been modeling the experimental results of artificial lattices built
using CO on copper (111) by using a Muffin-tin calculation. Here, the Schrodinger
equation is solved in two dimensions for a potential landscape where the CO molecules
are modeled as positive disk shaped protrusions. This approach is convenient in
Fourier space, as the Fourier transformed form of this potential is analytically known.

However, the intrinsic spin-orbit coupling term contains a derivative with respect
to the potential, making the muffin-tin approach less ideal. We therefore turn to
modeling the CO molecules as Gaussian potential barriers. We find that this repro-
duces the muffin-tin results. Furthermore, there appears to be a lot of freedom in
choosing the width of the Gaussians, as long as the height is adjusted as well (the
broader the Gaussian, the lower it should be). The classical muffin-tin results, along
with the results for a Gaussian potential landscape, are shown in Fig. S5.1. The
relation between the width of the Gaussian and its height in order to reproduce the
classical muffin-tin results is shown in Fig. S5.2.

In case of a periodic system, we run into another important point, which is that
the Gaussian potentials are not zero at the unit cell boundaries, but have a non-zero
tail. However, we can approximate the Fourier transform of the Gaussian in the unit
cell as an infinite Fourier transform. The error is minimal, as the Gaussian potential
exponentially decreases away from the centre and is thus very small outside of the
unit cell. We have

1

Vk = —f emalxl? o -iKx gy
A Junitcell

bed

1 [ .
Z[oo e’al"lQe’ZK'xdx, (5.11D

where A is the unit cell surface. The integral on the right is a known integral, and
thus we get

Vi ~ e 1K /a (5.12)
a
Indeed, the potential becomes exponentially small for large K, thus making it possi-
ble to introduce a cutoff on the K values included in Eq. 5.10 to calculate the band
structure.
In classical mufin-tin calculations, the potential is fully periodic and the Fourier
transformed potential is analytically known,

7d d
Vi = —_ 1 (K| <) v 5.13
KUK 1(‘ |2) 0 (5.13)
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Figure S5.1: Finite-size system comparison. Top images are made using Gaussians with a full
width at half maximum (FWHM) of 0.6 nm and a heigth of 0.45eV and the bottom images
were created using a classical muffin-tin calculation with a diameter of 0.6 nm and a heigth
of 0.9eV.
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mum (FWHM) that reproduce the muffin-tin results.
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Gaussian shaped potentials. The position of CO molecules on a copper lattice is shown in Fig.
5.2 (a).

Here, d is the diameter of the muffin-tin potential disks, V; is the height of the
potentials, and J; is the Bessel function. Just as for the Gaussian potential, Vi
becomes small for large K.

When the spin-orbit coupling is tuned to zero, the muffin-tin and Gaussian poten-
tial can be compared. Using the same parameters as before, we indeed see the same
band structures for both potentials. This is shown in Fig. S5.3.

Rashba modified Dirac point

As mentioned in the main text, the Rashba coupling creates additional Dirac cones
around the s orbital Dirac cone in the muffin-tin method, as shown in Fig. S5.4.
This is in agreement with tight-binding calculations for Rashba coupling in graphene
[130].
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Figure S5.4: A zoom in on the s orbital Dirac cone in Fig. 5.2 (c). The location of the zoom is
indicated in (a). (b) shows the zoomed in image.
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"Dirac" point between s and p bands

In Fig. 5.2 (e) the s and p bands seem to hybridize to form a Dirac cone. However
upon close inspection we see that the gap between the bands does not close, as
shown in Fig. S5.5.
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Figure S5.5: A zoom in on the apparent Dirac cone between the s and p bands in Fig. 5.2
(e) of the main text. The location of the zoom is indicated in (a). (b) shows the zoomed in
image.

Rashba coupling and an isolated flat band

In Fig. 5.2(d), it was shown that an isolated flat band can be obtained with the
right as. The isolation of the band is robust against Rashba coupling, as shown in

Fig. S5.6.
041 w
0.31

; 0.2
Y]
N
> 0.14
()]
ju.
O 0.0 P —
C
L

-0.14

-0.2 1

-0.31

M K r M
momentum

Figure S5.6: Rashba coupling with intermediate intrinsic spin-orbit coupling. The band struc-
ture was obtained with a1 =1.6 x10*m/s and az = 0.8 x 10'°s/kg; the remaining parameters
were the same as in Fig. 5.2(d).
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On the influence of electron spin
in artificial lattices
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Recently, artificial lattices consisting of coupled quantum corrals
have been used to study and engineer the electronic structure of
a wide variety of geometries. Thus far, the spin degree of freedom
of electrons in this kind of artificial lattices has not been consid-
ered. Here, we investigate the interplay between magnetic field,
orbital angular momenta, and spin in quantum corrals, and cal-
culate the spin interaction with a magnetic field in a CO/Cu(111)
system that could be measured with with a non spin-polarized
STM tip.

6.1 Introduction

Atom manipulation in a scanning tunneling microscope (STM) can be used to create
systems that do not exist in nature, such as mirages [132], logical circuits [133] and
2D analogues of real crystals [15, 18]. These analogues have recently been shown
to reproduce a wide array of crystal features, such as topology [27, 88], higher
orbital physics [28, 29] and fractal structure [20]. However, the influence of spin
in these artificial systems has not yet been investigated. This is unfortunate, as the
spin of electrons is the basis for many fascinating phenomena, such as the quantum
spin Hall effect [2] and the quantum anomalous Hall effect. Thus, it is important
to gain a good understanding of the influence of spin in artificial lattices. For this,
it is convenient to start by investigating the spin in the building blocks of artificial
lattices, quantum corrals.

Quantum corrals were one of the first structures built using STM atom manipu-
lation and showed standing wave patterns, corresponding to the electronic states,
due to the confinement of the surface state electrons within a ring of adatoms [52].
Since then, many groups have created quantum corrals on different combinations
of substrates and adatoms [134, 135] and used them to investigate other properties
such as electron diffusion [136] and scattering [134]. Quantum corrals can also be
interpreted as the building blocks for larger artificial lattices [53]. Thus, the intro-
duction of spin and magnetic field in quantum corrals would open up a new array
of possibilities for artificial lattices.

To assess the feasibility to include spin physics in artificial lattices of coupled quan-
tum corrals, we propose experiments on small quantum corrals subjected to mag-
netic fields of up to 5 T. We establish the relative importance of orbital and spin
contributions by studying the influence of the magnetic field on s type (with orbital
moment of zero) and p type orbitals (with orbital moment one). The changes in
local density of states (LDOS) due to the magnetic field show that the orbital mo-
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mentum coupling with the magnetic field has effects on the same order as the spin
magnetic coupling. To investigate this effect in more detail, we have also included a
square quantum corral, for which the angular momentum is not well defined. The
adsorbates that define the quantum corral generate a potential energy landscape
with finite barriers of finite width. In previous experiments, the confining wall of
scatterers was 1 atom or molecule thick. To reduce the coupling between the quan-
tum corral and the surrounding 2DEG as far as possible, we employ a barrier of
three concentric rings of repulsive scatterers, see Fig. 6.1(a), (b) for the circular and
square quantum corral, respectively. The red circles show the position of the CO
molecules with a barrier height of 0.9 eV on the Cu(111) surface (gray).

6.2 Magnetic muffin-tin model

In order to predict the experimental results, a muffin-tin approximation is used, as
described in chapter 2. The surface state is described as a two dimensional electron
gas. The CO molecules are described as potential discs with a diameter of 0.6 nm
and a height of 0.9 eV. Hence, they define the potential landscape for the surface
state electrons. A larger system is created by placing these discs at the positions of
the CO molecules and subsequently numerically solving the Schrodinger equation.
This method has yielded excellent agreement with measurements in earlier works
without magnetic fields [18, 20, 28, 29, 88].

Here, we extend this model to also include magnetic field effects. Without a
magnetic field, the system is described by the following Hamiltonian,

2
L
2m*

+V(xz,y), (6.1)
with p = (ps, p,) denoting the momentum, m* the effective mass of the electrons at
the Cu(111) surface, and V(z,y) the muffin-tin potential. We can add a magnetic
field to this formula by transforming p - p—¢A with A the magnetic vector potential
and ¢ the electron charge. However, as the electrons also have spin, we must add
the coupling between the spin magnetic moment and the magnetic field, the spin
Zeeman term, as well. Thus, we obtain the muffin-tin version of the Pauli equation
[76],

_(p-qA)°

2m*

H - LS5.B+V(ay), 6.2)
m

with S the electron spin operator. As the electrons are moving in a two dimensional
(x,y) plane and the magnetic field is perpendicular to this plane, we can rewrite
this to get,

2 2 p2

‘B

- P 9 (p+28).B+
2m* 8

C2m*

rZ+ Viz,y), (6.3)

m*

where L is the angular momentum, 7 is the position vector and the symmetric gauge

A = 1B xr has been used.
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Figure 6.1: (a) Placement of CO molecules (red circles) to form a quantum corral with a di-
ameter of 3.07 nm on a Cu(111) background (gray circles). The crosses indicate the positions
of the spectra taken at the centre of the corral and 0.5 nm off-centre in purple and green,
respectively. The black dotted line indicates the boundary of the corresponding quantum well
(b) same as (a) but for a square quantum corral. (c), (d) local density of states for the circular
and square quantum corral (solid lines), and quantum well (dotted lines), respectively. The
color of the graph corresponds to the locations indicated in (a), (b).
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6.3 Quantum well

A standard circular quantum corral confines electrons into a circular area which
approximates the standard particle-in-a-box model with the box being a 2D circular
infinite potential well. Solving the Schrédinger equation for such an infinite well
in polar coordinates r, 6, gives eigenenergies and wave functions corresponding to
[54]

j\l\,nr il0 thﬁ‘m
(bn,l(’r?e) o< J|l| —]€ En,l = (64)

b
a 2m*a?

respectively, where n = 0,1,2,..., I = 0,+1,%2,..., jy,, is the n-th crossing of zero
of the |/|-th Bessel function, «a is the radius of the well, and the angular momentum
L is given by L = hl. The local density of states of different positions in a circular
corral is plotted in the bottom row of Fig. 6.1(c). Here, a Lorentzian broadening of
40meV has been included for better comparison to the CO on copper system. In this
work, we will be focusing on the three lowest energy solutions (¢1,0 and ¢ +1). ¢1,0,
also sometimes referred to as the 1s solution for its similarity to the atomic solution,
has a high density of states in the center and gradually becomes lower towards the
edge. This corresponds to the lowest energy peak at -190 mV in the local density of
states plot. At slightly higher energy, approximately 180 mV, the peak corresponding
to the degenerate ¢, .1 (1p) solutions is visible. These solutions have no density
of states in the center of the corral. A quantum corral is similar to the circular
quantum well, but has less confinement by CO molecules than infinite potential
barriers. Additionally, the experimental quantum corral does not have full circular
symmetry. In the quantum corral design shown in Fig. 6.1(a), these differences have
been minimized: the circular symmetry has been maintained as much as possible
on the hexagonal copper grid, and a triple layer of CO molecules has been used
to maximize the quantum confinement. The resulting energy spectrum calculated
using the classical muffin-tin model is in excellent agreement with the quantum well
solutions, as shown in Fig. 6.1(c).

For the square quantum well with infinite barriers at z,y = 0, z,y = L, the solutions
are given by,

h2m2(n? + k?)

2m* L2 ©5)

. (™ . [Tk
Gnk(x,y) o< sin (T.I) sin (fy) s Eng =

Just like the circular well, the square well has an s (n = 1, k = 1) and degenerate
ptype (n =2, k=1and n =1, k = 2) solutions, and can be approximated using a
square quantum corral, as shown in Fig. 6.1(b,d). Note that in contrast to circular
corrals and real atoms, angular momentum is not well defined for square corrals and
wells. It is therefore unclear what the consequence of the L - B term in Eq. 6.3 is.
This raises the question to what extend square (and rectangular) quantum corrals
can be thought of as artificial atoms.
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Figure 6.2: Difference spectra for shifted and split Lorentzian peaks L;(E), centered at F=1
with broadening b. (a) Shifted Lorentzians L;(E) with i=0, z5b, &b, £b in blue, yellow,
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Figure 6.3: (a) Difference spectra peak heights and (b) peak positions for shifted (L; — Lo
(dotted)) and split (L;(F) + L_;(E) — 2Lo (solid)) Lorentzian peaks L;(F).

6.4 Subtracted spectra

Using the Hamiltonian from Eq. 6.3, we can predict how a magnetic field perpen-
dicular to the surface will influence the quantum corral solutions. To enhance the
visibility of the magnetic field effects, we plot subtracted spectra. As the broadening
in the LDOS spectra is Lorentzian [18], a shift or splitting of the s and or p orbital
energy peaks of the quantum corrals corresponds to a shift of Lorentzians. It is
therefore instructive to first investigate how small changes in Lorentzian functions,

b% /4

Li(E) = (E-E;) + b2/4

(6.6)

with F; the center of the Lorentzian and b the broadening, look like in subtracted
spectra.

If a Lorentzian peak in the LDOS is shifted by small amounts compared to the
broadening b, as in Fig. 6.2(a), the resulting subtracted spectra display a single dip,
followed by a peak, as in Fig. 6.2(c). It is important to note here that the top of
the peak becomes approximately linearly higher with a bigger shift, see Fig. 6.3(a),
but this is less clear for the position of the top, as the position does not converge
to zero as the shift ¢ becomes zero (Fig. 6.3(b)). For a split in a Lorentzian peak
as in Fig. 6.2(b), as one might expect from the Zeeman effect, a slightly different
pattern emerges. In this case, we see a symmetric pattern of a peak followed by a
dip and another peak, as in Fig. 6.2(d). Here again we see a clear effect of the size
of the split on the height of the peaks in Fig. 6.3(a), but not on the peak positions in
Fig. 6.3(b), as would be the case for splits large compared to b.

The difference spectra for the quantum corrals for the same center and off-center
positions as in Fig. 6.1 are shown in Fig. 6.4. To assess the importance of the orbital
and spin components on the observed signal, we show theoretical spectra where the
coupling between the spin moment and the magnetic field is excluded (red lines), as
well as calculations where both the orbital and spin degree of freedom are taken into
account (green and purple lines). Due to the absence of orbital angular momentum
for the 1s-like state, the two simulations give markedly different signatures.
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Figure 6.4: Subtracted spectra (5T-0T) taken at the center (purple) and off-center (green) of
the corral. Red lines indicate the spin term is excluded from the Hamiltonian. (a) and (b)
show the spectra for the circular and square quantum corral, respectively.

The top of Fig. 6.4(a) shows subtracted spectra calculated at the center of the cir-

cular quantum corral (purple). The O T spectrum is subtracted from the 5, spectrum
which gives difference spectra with various shapes. At the energy of the 1s peak
(-190mV) we find a small indication of a shift (red) and a clear sign of splitting
of peaks (purple). The shift is most likely caused by the B? term in Eq. 6.3. The
splitting of the peaks is a consequence of introducing the coupling between the spin
and magnetic field to the Hamiltonian. This term causes the spin up and spin down
electrons to shift to lower and higher energies, respectively. At 0.5 nm away from
the center of the corral, a feature due to the p type orbitals appears at V. = +180
mV (Fig. Fig. 6.4(a), bottom spectra). For this energy, the orbitals with angular
momentum (! # 0) already have a splitting even in the absence of Zeeman coupling,
due to the magnetic field coupling with the angular momentum. Realize that the s
type orbitals have no angular momentum and therefore do not split into two peaks
in the spin-less case. If the spin term is turned on, all orbitals gain an additional
splitting irrespective of the angular momentum.

Remarkably, an almost identical picture appears when we study the subtracted
spectra for the square quantum corral, as shown in Fig. 6.4(b). This is interesting, as
we understood the splitting of peaks in the absence of spin as the coupling between
the angular momentum of the quantum corral and the magnetic field. However, due
to the breaking of angular symmetry in the square system, the angular momentum
is not well defined. One could argue that this is due to the square quantum corral
being an imperfect sphere. However, even for the square quantum well, the spin
less splitting of the p orbitals is present, as shown in the supplementary material. It
is presently not fully understood how to interpret the observed orbital coupling for
square/rectangular corrals.
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6.5 Conclusion

We have shown that it is possible to distinguish between orbital and spin effects of
the magnetic field in a quantum corral by focusing on a certain orbital (I = 0 or [ # 0).
STM experiments should be able to visualize a splitting of peaks corresponding to
the coupling between the spin of the confined electrons and an external magnetic
field, even with a non spin-polarized tip. Spectra at the center of a corral can prove
immediately if a spin effect is visible in the quantum corral or not.

In addition, we have found that even if the angular momentum of an artificial
atom is not well defined mathematically, a splitting between p orbital artificial atom
peaks does occur in a spin less system in the presence of a magnetic field, indicating
that artificial atoms effectively have an angular momentum, independent of their
precise symmetry. This idea is supported by the work on spin-orbital coupling in ar-
tificial honeycomb lattices in chapter 5, where the circular symmetry of the artificial
atoms was broken as well. The presence of angular momentum in non-symmetric
artificial atoms allows for an even stronger analogy with atomic systems and opens
the door to more angular momentum related effects.






Supplementary Information

Bessel functions

An infinite quantum well confines electrons into an ideal situation where all states
are quantised. In an infinite well, the wave functions have a strict boundary con-
dition, namely that they must be zero at the edges of the well. An ideal quantum
corral has the same condition, and the wave function shape can be described by
Bessel functions [52, 137]. A 0-th order Bessel function has a non-zero value at
x = 0 which is the centre of the corral. This corresponds to s type orbitals having no
nodes at the centre of a corral. Higher order Bessel functions all have a node at 0
corresponding to orbitals with higher angular momentum quantum numbers (I # 0).
An STM can only measure the electron probability, corresponding to the squared
wave function |¥|2. A schematic depiction of the four lowest lying wave functions
is shown in Figure S6.1. These wave functions correspond to the four lowest lying
states (not counting degeneracy) in a small quantum corral, the 1s, 1p, 1d and 2s
states.

Subtracted spectra of quantum well systems

Besides the subtracted spectra for the quantum corral, as in Fig. 6.4, one can also
calculate the influence of the magnetic field on quantum well systems as in Fig. 6.1.
The resulting subtracted spectra are shown in Fig. S6.2.
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Figure S6.1: Schematic representation of the squared wave function cross section correspond-
ing to the four lowest lying orbitals. FLTR: 1s, 1p, 1d and 2s orbital.

A (@)~ (B) \ ~ -
g
b= \/

04 -02 0 02 04 -04 -02 0 02 04
E(eV) E(eV)

Figure S6.2: Subtracted spectra (5T-0T) taken at the center (off-center) of the well in the top
(bottom) half of the graph, red lines indicate the spin term is excluded from the Hamiltonian.
(a), (b) show the spectra for the circular and square quantum well respectively.



CHAPTER 7

Conclusion

In this thesis, we have explored several possibilities for artificial electron lattices.
We have shown that artificial electron lattices can be adequate quantum simulators
that mimic important features of atomic lattices such as orbital degree of freedom,
topology, spin-orbit coupling and the Zeeman effect. In these artificial electronic
lattices created with an STM, essential lattice parameters such as bonding strengths
and energy scale are much more easily adaptable than their atomic equivalents.

In Chapter 3, we found through the Kekulé lattice that it is possible to introduce
crystalline topology into artificial electron systems, and detected the corresponding
edge states. Contrary to quantum Hall or quantum spin Hall edge states, these crys-
talline topological edge modes do not require magnetic fields or strong spin-orbit
coupling, making them much easier to realize. However, the nature of these edge
modes is also different. The topological Kekulé edge modes only occur for specific
boundary conditions, requiring very precise boundary construction. Additionally,
although the even and odd edge modes in the Kekule lattice are prevented from
splitting at the high-symmetry points of the Brilouin zone by the symmetry of the
lattice, like the time-reversal symmetry related edge modes in the quantum spin Hall
effect, the equivalence seems to end there. The even and odd modes in the Kekule
lattice have no clear backscattering protection and are not well defined outside of
the high-symmetry point, like the spin polarized edge modes, that transform into
each other under a time-reversal operation in quantum spin Hall systems. Whether
these type of edge modes can be used for practical applications, remains an open
question.

For the artificial electronic honeycomb lattice, we found in Chapter 4 that it is
possible to bring p character bands in the accessible energy window of the CO on
Cu(111) system by changing the size of the unit cell. Additionally, we found that
the p orbital band could be isolated in energy from the s orbital bands by increasing
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the quantum confinement through clustering of CO molecules into double layered
rosettes. For the resulting four isolated p orbital bands, we predicted through muffin-
tin and tight-binding calculations two flat bands connected through a p-orbital Dirac
cone. Experimentally, the predicted signatures of the first flat band and the Dirac
cone were measured. However, the second flat band was more difficult to observe
due to the closeness to the edge of the observable energy window and mixing with
higher energy bands. This could possibly be resolved by using larger CO clusters
providing more orbital separation and/or enlarging the lattice unit cell. However,
enlarging the unit cell further would only have limited effect in the CO on Cu(111)
system, as the bands can not get too close together due to the broadening effect. The
observation of flat bands is interesting, as their kinetic energy is quenched, making
interaction effects such as superconductivity the dominant contribution. However,
the flat band observed here is not isolated, allowing for kinetic contributions from
the connecting band.

One way to isolate the p orbital flat band in a honeycomb lattice in a tight-binding
model is through intrinsic spin-orbit coupling. In this case, the band is not only
isolated, but can also become topological [24]. Using muffin-tin simulations, we
predicted in Chapter 5 that this is also the case for artificial electron p orbital flat
bands. We find that under the influence of spin-orbit coupling, the flat band becomes
isolated and the resulting gap hosts edge states, signaling a topological character.
Due to their non local character, topological isolated flat bands are especially inter-
esting, and have been predicted to be responsible for the superconducting behavior
of twisted bilayer graphene [25, 26]. Additionally, we found that the gap in the p
orbital bands is relatively large compared to the gap that opens up between the s
orbital bands. This effect, caused by the onsite character of intrinsic spin-orbit cou-
pling induced p orbital hopping, leads to more robustness of spin-orbit band gaps
against Rashba coupling. It is therefore highly relevant for the realization of the
quantum spin Hall effect, which can be destroyed by Rashba spin-orbit coupling [2].
Unfortunately, the spin-orbit coupling in copper is too small to observe a topological
flat band or the quantum spin Hall effect. There are several possibilities to increase
the intrinsic spin orbit coupling, like the addition of heavy atoms to the lattice, or
building the lattice on heavier substrates. However, these techniques are still in de-
velopment.

Finally, in Chapter 6 we investigated the effect of perpendicular magnetic fields in
artificial electronic lattices. As the effects of the currently available magnetic fields
in STM systems are very small, we investigate subtracted spectra. We find that for
individual artificial atoms, or quantum corrals, the energy splitting due to coupling
of the magnetic field to the spin has approximately the same order of magnitude as
the energy splitting caused by the coupling between the magnetic field and angular
momentum of the electrons. However, as s orbitals have no angular momentum
and p orbitals do, we can compare the energy splitting in these orbitals to separate
the spin and angular momentum effects. Interestingly, we find that in both square
and round quantum corrals there is a significant coupling between the (effective)
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angular momentum and a perpendicular magnetic field. This is remarkable, as the
angular momentum of square quantum wells is not well defined, and provides ad-
ditional proof that artificial electronic atoms have orbitals with angular momenta
similar to atomic systems, even when the circular symmetry is broken. Unfortu-
nately, the predicted effects have not yet been measured. It therefore remains an
open question whether it is possible to reduce the noise in the STM signal enough
to observe the predicted signatures in the difference spectra.

Artificial electron lattices made with an STM thus offer many possibilities to sim-
ulate quantum systems, and there are many more to be discovered. However, there
are also intrinsic shortcomings. For example, in the CO on Cu(111) system, there
is a relatively large broadening compared to the available energy scale and the con-
struction method is not suitable for a larger scale. One possible solution is to create
a potential pattern in thin semiconductor films on top of two-dimensional quantum
wells using lithography [12-14]. These systems have a much smaller broadening
and the production can more easily be scaled up. Additionally, a measurable spin-
orbit coupling has been predicted for such a system [124]. The challenge for the
future is to achieve the same control and precision in these semiconductor films on
quantum wells as is now available for artificial electron lattices made with an STM.
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Samenvatting

Materiaalwetenschap bestudeert de eigenschappen van materialen en heeft tot doel
nieuwe materialen te creéren met specifieke kenmerken die technologische uitda-
gingen kunnen overwinnen. Hoewel veel van deze natuurlijke materialen al bui-
tengewoon nuttige eigenschappen hebben, zijn ze vaak niet ideaal voor een spe-
cifieke applicatie. Een beroemd voorbeeld is grafeen, dat een uitstekende mate-
riaalsterkte heeft en elektronische geleiding vertoont die kan worden beschreven
met 'massaloze’ relativistische elektronen [1]. Grafeen heeft een tweedimensionaal
honingraadrooster; intrinsieke spin-baankoppeling kan, in principe, een topologi-
sche bandopening creéren met daarin een spin-gepolariseerd kwantumkanaal aan
de rand van het kristal. De intrinsieke spin-baankoppeling in grafeen is echter te
klein om dit gewilde effect waar te nemen [2, 3]. Hoewel er veel pogingen zijn ge-
daan om de intrinsieke spin-baankoppeling in grafeen te verbeteren, zoals door het
toevoegen van zware atomen [4, 5], zijn de resultaten tot op heden niet overtuigend
[6l.

Een alternatieve methode om systemen te ontwerpen die aan de gewenste eisen
voldoen, is het bouwen van een kunstmatig rooster ofwel een kwantumsimulator.
In dit geval worden atoomachtige bouwstenen zo gepositioneerd en met hoge pre-
cisie verbonden dat een rooster met de gewenste eigenschappen wordt verkregen.
Dit kan op verschillende manieren worden bereikt, zoals door middel van koude
atoomsystemen [7], fotonische systemen [8] en akoestische systemen [9], elk met
hun eigen voor- en nadelen. Echter al deze systemen zijn niet gebaseerd op elektro-
nische excitatie, en simuleren daarom alleen indirect elektronische materialen.

Kunstmatige elektronenroosters

Een manier om een kunstmatig-elektronenrooster te simuleren is door kunstmatige
roosters te creéren die elektronen opsluiten. Dit kan bijvoorbeeld worden bereikt
door kwantum-stippen [10, 11] te koppelen. Als alternatief kan men een potenti-
aalpatroon creéren in dunne halfgeleiderfilms bovenop tweedimensionale kwantum-
putten met behulp van lithografie [12-14]. Hoewel beide methoden veelbelovende
resultaten hebben opgeleverd en de potentie hebben voor productie op grote schaal,
zijn ze nog niet erg reproduceerbaar en nauwkeurig. Dat is een serieuze tekort-
koming want ontwerpen en meten met grote nauwkeurigheid is essentieel om de
mogelijkheden van deze kunstmatige elektronische systemen op een overtuigende
manier te laten zien.

Meer precieze kunstmatige elektronenroosters kunnen worden gemaakt met een
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rastertunnelmicroscoop. Deze microscoop kan atomen en moleculen op een metaal
oppervalk met atomaire precisie positioneren, en de resulterende elektronendicht-
heid van het gecreéerde kwantumobject meten. De atomen of moleculen stoten
ofwel elektronen in een tweedimensionaal elektronengas af, of trekken ze aan. In
beide gevallen worden de "vrijeélektronen gevangen in een tweedimensionaal roos-
ter, waarvan de geometrie naar wens kan worden aangepast. Deze methode is ont-
wikkeld door Gomes et al. in 2012 [15], met behulp van CO-moleculen op een
Cu(111)-oppervlak. Het Cu(111)-oppervlak bevat een effectief tweedimensionaal
elektronengas, waarop de CO moleculen als verstrooiende elementen in een drie-
hoekig patroon worden geplaatst. Omdat de elektronen worden afgestoten door
de CO moleculen, worden deze opgesloten in een honingraatgeometrie, zoals in
grafeen. Later is gedemonstreerd dat kunstmatige elektronenroosters ook gemaakt
kunnen worden op andere materiaalplatformen, zoals lege plekken in een enkele
laag chloor bovenop Cu(100) [16], en bungelende bindingen op een H-Si(100) op-
pervlak [17]. Het CO op Cu(111)-platform is na Gomes et al. gebruikt om vierkante
geometrieén [18], quasi-kristalstructuren [19] en fractale systemen [20] in kunst-
matige elektronenroosters te onderzoeken.

Muffinvormbenadering

Om kunstmatige elektronenroosters te modelleren wordt het potentiaal landschap
V(z,y,z), dus de onderscheidende term in de Schrodinger eigenwaarde vergelij-
king voor de energie, als een muffinvorm gemodelleerd. De uitkomsten van de
Schrodinger vergelijking kunnen op deze manier de experimentele uitkomsten met
de rastertunnelmicroscoop erg goed voorspellen. De muffinvorm benadering is dus
een uitermate handig hulpmiddel voor het ontwerpen en begrijpen van kunstmatige
elektronen roosters. In het geval van roosters gemaakt van CO op Cu(111) wordt
het kunstmatige rooster beschreven als een tweedimensionaal elektronengas met
een muffinvorm potentiaal gevormd door de met de rastertunnelmicroscoop gepo-
sitioneerde (CO) moleculen. De CO moleculen worden gemodelleerd als schijfvor-
mige potentiaal plateaus. Dit geeft een potentiaallandschap dat ongeveer dezelfde
vorm heeft als een omgekeerde muffinvorm (zie Figuur 1), wat zijn naam leent aan
deze benadering.

Topologie en magneetvelden

In dit proefschrift proberen we het scala aan mogelijkheden voor kunstmatige elek-
tronenroosters uit te breiden en onderzoeken we (kristal)topologie, platte banden
en magnetische velden in kunstmatige roosters die gecreéerd zijn met atomistische
manipulatie.

Niet-triviale topologie kan buitengewoon nuttig zijn, omdat het unieke kwantum-
kanalen aan de rand van het kristal biedt die door de symmetrie van het systeem
worden beschermd. Dit heeft geleid tot voorstellen om topologische materialen te
gebruiken voor de ontwikkeling van kwantumcomputers [22, 23]. Bovendien kan
een topologische bandopening leiden tot het ontstaan van geisoleerde topologische



Samenvatting | 119

Figuur 1: De omgekeerde muffinvorm van de auteur van dit proefschrift.

vlakke banden [24]. Geisoleerde platte banden zijn over het algemeen een interes-
sant fenomeen, omdat de kinetische energie wordt uitgedoofd, waardoor interactie-
effecten de dominante bijdrage leveren. Geisoleerde topologische vlakke banden
hebben de potentie voor nieuwe natuurkunde en toepassingen vanwege het niet-
lokale karakter van de topologie [25]. Daarbij is voorspeld dat een geisoleerde
platte band de drijvende factor is achter onconventionele supergeleiding, bijvoor-
beeld de fascinerende verschijning van supergeleiding in magische hoek gedraaid
dubbellaagsgrafeen [25, 26].

Magnetische velden doorbreken de tijdomkeersymmetrie van een systeem en kun-
nen aanleiding geven tot interessante (topologische) faseovergangen, zoals in het
kwantum-Hall-effect [21]. Tot nu toe zijn magnetische velden alleen indirect be-
studeerd in kunstmatige roosters, door magnetische effecten te simuleren met roos-
tervervormingen [15]. Dus, door tijdsomkering gebroken systemen zijn nog niet
toegankelijk in kunstmatige roosters, waardoor het onmogelijk is om de topologie
van het kwantum-Hall-effect in deze systemen direct te bestuderen.

Opbouw van het proefschrift

Dit proefschrift is als volgt opgebouwd: in hoofdstuk 2 presenteren we de theore-
tische en experimentele concepten die ten grondslag liggen aan het werk dat in dit
proefschrift wordt gepresenteerd. We beginnen met de beschrijving van kunstma-
tige roosters, hoe ze worden gemaakt, en hoe de elektronische eigenschappen van
deze systemen kunnen worden gemeten. Vervolgens onderzoeken we een aantal in-
teressante roosterkenmerken, zoals interne vrijheidsgraden en topologie. Ten slotte
bespreken we hoe spin-baankoppeling kan worden ingevoerd in de Schrodinger-
vergelijking door de niet-relativistische limiet van de Dirac-vergelijking te nemen.

Hoofdstuk 3 bestudeert kristaltopologie aan de hand van het Kekulé-rooster. Het
Kekulé-rooster is een variatie op het honingraatrooster met twee verschillende sterk-
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tes van bindingen, een binnen de zeshoeken en een tussen de naastgelegen zes-
hoeken. Voor dit rooster is voorspeld dat het randtoestanden heeft die worden be-
schermd door kristaltopologie, en afthankelijk zijn van de precieze randvoorwaarden
van het rooster. We creéren vier kunstmatige roosters, met verschillende verhoudin-
gen tussen de twee soorten bindingen en verschillende randvoorwaarden. Hiermee
verkennen we het topologische fasediagram van het Kekulé-rooster. Experimenteel
observeren we inderdaad gelokaliseerde randmodi voor de niet-triviale roosters. Dit
is in overeenkomst met resultaten die we vinden met muffinvorm en sterk bindende
modellen voor het systeem.

Hoofdstuk 4 onderzoekt de honingraatgeometrie in kunstmatige roosters. Tot
nu toe zijn in deze systemen alleen de s-orbitaal banden, de banden met de laag-
ste energie, onderzocht. We laten zien dat door de grootte de eenheidscel van het
rooster te veranderen, door de CO moleculen verder uit elkaar te plaatsen, de hoger
energetische p-orbitalen van het systeem in het waarneembare bereik van het CO
op Cu(111)-systeem kunnen worden gebracht. Bovendien laten we zien dat door
het introduceren van clusters van CO-verstrooiers in plaats van enkele moleculen,
de bindingen in het systeem kunnen worden gemanipuleerd. Op deze manier ver-
krijgen we een systeem met gescheiden s en p banden en een vlakke band gevormd
door p orbitalen. Deze unieke bandenstructuur verschilt van die van grafeen en was
al eerder voorspeld voor optische en roosters met koude atomen [99].

Hoofdstuk 5 neemt spin-baankoppeling op in het muffinvorm raamwerk, en on-
derzoekt hoe dit de bandenstructuur van het kunstmatige honingraatrooster bein-
vloedt. Spin-baankoppeling is een relativistisch effect en koppelt het magnetische
moment van de elektronenspin aan het magnetische moment gegenereerd door de
beweging van het elektron. We gebruiken een heuristisch model om het effect van de
spin-baankoppeling te integreren in muffinvormbenaderingen. Met behulp van deze
methode vinden we dat intrinsieke spin-baankoppeling een kloof opent in de ban-
denstructuur voor zowel de s- als de p-orbitalen. Rashba spin-baankoppeling, ten
gevolge van de potentiaalverandering in der richting loodrecht op het tweedimensio-
nale systeem, kan deze bandopeningen weer sluiten, in het bijzonder voor s-orbitaal
systemen. De bandkloven zijn echter veel groter en beter bestand tegen Rashba
spin-baankoppeling voor de p-orbitale banden. Als we deze bandopening verder on-
derzoeken in het niet-periodieke rooster, vinden we in de kloof rand-gelokaliseerde
toestanden, wat wijst op een kwantumspin-Hall-toestand.

Hoofdstuk 6, tot slot, onderzoekt theoretisch de invloed van magnetische velden
op kwantumkralen. Kwantumkralen zijn geisoleerde tweedimensionale kunstmatige
atomen, uitermate geschikt als eerste testobject. We voorspellen dat zelfs voor een
niet-spin-gepolariseerde rastertunnelmicroscoop-punt, de effecten van spin-magneetveld
koppeling op de kwantumkraaltoestanden zichtbaar zouden moeten zijn. Bovendien
concluderen we dat het magnetische veld koppelt aan het impulsmoment van de cir-
culaire kwantumkraal-oplossingen. Verrassend genoeg is een soortgelijk effect ook
zichtbaar voor vierkante kwantumkralen. Dit is bijzonder, omdat vierkante kwan-
tumkralen door de gebroken circulaire symmetrie geen goed gedefiniéerd impuls-
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moment hebben. De ontdekking dat vierkante kwantumkralen een effectief impuls-
moment hebben is belangrijk voor kunstmatige roosters in het algemeen, omdat in
deze systemen de circulaire symmetrie van individuele roosterpunten niet behouden
is.

Tot slot

We hebben in dit proefschrift verschillende mogelijkheden onderzocht voor met een
rastertunnelmicroscoop gemaakte kunstmatige elektronenroosters. We vonden door
middel van het Kekulé-rooster dat het mogelijk is om kristaltopologie te introduce-
ren in deze systemen. In het honingraatrooster ontdekten we dat het mogelijk is
om geisoleerde p-orbitaal banden en vlakke banden gevormd door deze orbitalen
te meten. Vervolgens vonden we met muffinvorm simulaties dat in deze p-banden
het effect van intrinsieke spin-baankoppeling relatief groot is, wat leidt tot meer ro-
buustheid van door spin-baan gevormde bandopeningen tegen Rashba-koppeling.
Tot slot voorspelden we dat in zowel vierkante als ronde kwantumkralen de kop-
peling tussen spin en (effectief)impulsmoment en een loodrecht magneetveld meet-
baar is.

Met een rastertunnelmicroscoop gemaakte kunstmatige elektronenroosters heb-
ben dus vele mogelijkheden om kwantumsystemen te simuleren. Er zijn echter ook
tekortkomingen, zo is er in het CO op Cu(111) systeem relatief veel verbreding
ten opzichte van de beschikbare energieschaal en is de constructiemethode niet ge-
schikt voor grotere schaal. Daarnaast is de spin-baankoppeling in koper dusdanig
klein dat het niet mogelijk is om in dit systeem de effecten voorspeld in hoofdstuk
5 waar te nemen. Een mogelijke oplossing is om een potentiaalpatroon creéren
in dunne halfgeleiderfilms bovenop tweedimensionale kwantumputten met behulp
van lithografie [12-14]. In deze systemen is een kleinere verbreding aanwezig en
de productie beter schaalbaar. Daarbij is voor een dergelijk systeem een meetbare
spin-baankoppeling voorspeld [124]. De uitdaging voor de toekomst is om in deze
halfgeleiderfilms op kwantumputten dezelfde controle en precisie te verkrijgen als
nu beschikbaar is voor met een rastertunnelmicroscoop gemaakte kunstmatige elek-
tronenroosters.
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