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CHAPTER 1
General introduction

1.1 Radiotherapy

1.1.1 A brief overview of Radiotherapy in Oncology

In approximately half of the yearly diagnosed cancer patients radiotherapy will be
a crucial component of the treatment [1,2]. Radiotherapy is a non-invasive treat-
ment modality that uses high-energy ionizing radiation to sterilize the tumor [3,4].
The amount of deposited energy (dose) to the tumor is directly correlated to the
desired therapeutic e�ect of local tumor control. The optimal tumor dose to max-
imize this therapeutic e�ect is in theory as high as possible [5], but is in practice
limited by the collateral damage to healthy tissue (toxicity). In particular, the
dose to the healthy tissues that are crucial for physiological function, called organs
at risk (OAR), needs to be minimized to prevent severe toxicity [6]. Therefore,
many innovations in the �eld of radiotherapy have been driven by the promise to
minimize the dose to the OAR while maximizing the dose to the tumor, which is
often referred to as conformal radiotherapy [7]. The remainder of Section 1.1 pro-
vides a brief summary on the three parallel innovations tracks that have improved
the dose conformality over the last couple of decades.

1.1.2 Radiotherapy delivery

To improve the treatment conformality, one major line of innovation has been
the optimization of the physical delivery of the radiation. The radiation is of-
ten delivered in the form of external beam radiotherapy using linear accelerators.
Linear accelerators (linacs) generate directional X-rays, which induce scattered
electrons that locally deposit the radiation. The linac’s system properties are
nowadays carefully characterized and modelled, which enables precise predictions
of the delivered dose given a set of machine con�gurations (forward planning) [8].
These precise predictions of the system response in combination with advances
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Chapter 1 General introduction

in inverse computing [9, 10] have enabled inverse radiotherapy planning [11, 12],
which �nds the optimal con�gurations of the linac to maximize the dose confor-
mality. The concept of inverse planning in conjunction with the implementation
of multi leaf collimators (MLCs) [13], an additional con�gurable directionality
�lter for the X-rays, has led to the modern day radiotherapy delivery modes
of intensity modulated radiotherapy (IMRT) [14, 15] and volumetric arc therapy
(VMAT) [16]. IMRT and VMAT are advanced radiotherapy planning techniques
that provide a controlled distribution of the dose over the tumor and healthy
tissue. The high precision of these radiotherapy delivery modes accentuates the
importance of precise imaging to prepare the treatment, as small geometric errors
in the tumor position translate to relatively large losses in the delivered dose [17].

1.1.3 Imaging for treatment simulation

Parallel to the advances in the physical delivery of the radiation, technological
innovations have integrated imaging technology for the localization of the tumor
into the radiotherapy treatment planning work
ow (treatment simulation). The
use of imaging has been primarily driven by computed tomography (CT), which
captures the spatial distribution of the X-ray attenuation, expressed in Houns�eld
Units(HU), which can be converted into a relative electron densities using a look-
up table [18]. The electron density is subsequently used in two distinct ways: 1)
the electron density describes how the radiation beam interacts with the tissue (re-
quired for treatment planning); 2) the electron density provides image contrast
for the radiation oncologist to locate the gross target volume (GTV) and the
OARs. The delineation of the GTV is a key step during treatment simulation,
where any geometric error in the simulation model will persist throughout the
complete course of the radiotherapy treatment. To account for potential micro-
scopic tumor in�ltration that is not visible on the imaging, the GTV is expanded
with an additional safety margin termed the clinical treatment volume (CTV).

The radiotherapy treatment typically consists of 3-35 fractions distributed over a
period of 1-7 weeks. For each treatment fraction, the patient's simulation model
(position) needs to be accurately reproduced. However, the assumption of a re-
producible patient anatomy is inherently 
awed, as limited positioning accuracy
and physiological processes impose geometrical uncertainties. These physiological
processes include relaxation of muscular tissue, peristalsis in the gastrointestinal
tract, �lling of the bladder/rectum and respiratory/cardiac motion. These phys-
iological processes are often distinguished based on the time-constant of how
the anatomy is altered. Processes which change the anatomy between fractions
cause interfraction motion, while processes that change the anatomy within a
fraction cause intrafraction motion. The total geometric uncertainty imposed by
the delineation uncertainty, the physiological processes and the limited position-
ing accuracy are covered in the so called planned target volume (PTV) [19, 20].
The PTV's are volumetric expansions of the CTV and GTV, that ensures that
the CTV and GTV receives the intended dose and is currently determined by
population-based averages [21]. Expansion of the CTV and GTV (into the PTV)
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1.2 MRI in radiotherapy

leads to larger treatment volumes, which in the case of a homogeneous dose distri-
bution, vastly increases the total delivered dose. However, the dose distribution
is not required to be uniform over the PTV, instead tumor probability control
(TCP) models indicate that the dose distribution should approximately follow
the density of the tumor cells [22]. The tumor cell density is di�cult to estimate
with current imaging methods, but the density can be assumed to be lower in the
CTV than the GTV. Therefore, the dose to the CTV is typically lower than the
dose to the GTV. However, the expansion of the GTV to CTV is typically less
than 5 mm and therefore relies on accurate positioning.

1.1.4 Image guided-radiotherapy (IGRT)

In response to the successful integration of imaging into the treatment simula-
tion, technical innovations have also directly integrated imaging technology onto
the linacs, which is referred to as image guided radiotherapy (IGRT) [23]. The
primary function of IGRT is the (daily) localization of the tumor and OAR, while
the patient is on the treatment table, to accurately reproduce the patient posi-
tioning as in the simulation model. In other words, IGRT has to minimize the
expansion of the PTV margin by measuring the position of the patient prior
to (pre-beam imaging) andduring (beam-on imaging) the radiotherapy delivery.
Modern day linacs are equipped with megavoltage planar (MV) or cone beam com-
puted tomography (CBCT) imaging modalities. These imaging modalities typi-
cally acquire images with relatively poor soft-tissue contrast, but provide valuable
information to localize the interfaces between air, bone and soft-tissue. As a con-
sequence, the primary use of IGRT is the daily positioning of the patient's bony
landmarks with respect to the simulation model, while potential internal soft-
tissue deformations, both prior to and during the treatment, are not captured.
These internal soft-tissue deformations lead to residual treatment uncertainties,
which expand the PTV and therefore reduce the treatment conformality. Note
that recent innovations in CBCT technology are improving soft-tissue visualiza-
tion [24], however the image quality is still considerably poorer than CT. The
combined clinical work
ow of creating a static patient model in conjunction with
accurate daily patient positioning using MV or CBCT is currently the standard
of care in radiotherapy.

An illustrative overview of the three innovations tracks that have improved treat-
ment conformality is shown in Figure 1.1.

1.2 MRI in radiotherapy

1.2.1 Rationale

Over the last decade the use of CT in radiotherapy has been augmented with other
imaging modalities such as positron emission tomography (PET) and magnetic
resonance imaging (MRI) [26,27]. The MRI and PET images are fused with the
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Chapter 1 General introduction

Figure 1.1: An overview of the improvements in treatment conformality using
CT imaging, IMRT and IGRT. A) The CT scan of a patient with a prostate tumor (red)
and the bladder (white) and rectum (green) as the primary OAR. B) Radiotherapy without
a CT scan requires a large PTV, which leads to high dose regions in the bladder/rectum. C)
Radiotherapy with the CT scan and IMRT reduces the high dose regions in the bladder/rectum.
D) Radiotherapy with CT + IMRT + IGRT further reduces the dose to the heart and provides
the most conformal therapy. Dose calculations were performed using the open-source dose
calculation and optimization toolkit matRad [25].

CT images to provide additional anatomical, functional or metabolic information
to provide multiple illuminations of the GTV and OARs. In particular, MRI
is an especially versatile imaging modality that is capable to encode multiple
tissue properties, ranging from the di�usivity of water molecules, to estimates
of the (relative) proton density, to the physical properties such as T1 and T2

relaxation (Figure 1.2). The inclusion of these additional imaging modalities
enables comprehensive soft-tissue characterization and is the primary motivation
for the use of MRI in radiotherapy [28].

The secondary advantages of MRI in radiotherapy include: the 3D visualization
of the anatomy in any desired orientation, the measurement of physiological mo-
tion such as cardiac, respiratory and peristaltic motion, the non-ionising nature
of the imaging that enables precise and repeated examinations [29]. The exact
mechanisms through which the motion measurements can be incorporated in the
treatment planning will be discussed in Section 1.2.2. All these three advantages
improve the characterization of the tissue during treatment planning, which ulti-
mately contribute to improved conformality of the therapy.

1.2.2 MRI for treatment simulation

The primary use of MRI in the radiotherapy treatment simulation is the genera-
tion of multi-contrast MR images, which typically consist of the tissue properties
shown in Figure 1.2. Note that these speci�c multi-contrasts scans are often fur-
ther tailored to a speci�c organ such that the contrast between the tumor and
native tissues is maximized. The multi-contrast images are then used by the ra-
diation oncologist, along with the CT images, to precisely delineate the GTV and
the OAR.

While MRI provides considerable theoretical advantages in terms of image con-
trast, MRI comes with additional challenges related to image artefacts that
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1.2 MRI in radiotherapy

Figure 1.2: Versatility of MR image contrast in comparison with CT in a patient
with pancreas cancer. Sequential MRI scans that encode di�erent tissue properties into the
image, while CT only encodes the relative electron density. The MR derived tissue properties
shown are longitudinal relaxation (T 1 ), transverse relaxation (T 2 ), proton density (PD) and the
di�usivity (D). Note that both the CT scan and the T 1 scan are acquired with administration
of contrast agent.

degrade image quality. Image artefacts are especially pronounced in the ab-
dominothoracic region, where the artefacts often originate from physiological mo-
tion (Figure 1.3-A) [30]. The physiological motion is often controlled for during
acquisition, by using breath-hold scans or respiratory triggered/gated scans (Fig-
ure 1.3-B) [31, 32]. While these motion synchronization techniques are e�ective
for mitigating motion-induced image artefacts, these techniques often fail in un-
cooperative patients that are unable to suspend their breath or are unable to
breath in a controlled pattern [33].

Instead of using imaging techniques that control the respiratory motion, free-
breathing techniques can be used that resolve the motion. These techniques are
often referred to as respiratory correlated 4D-MRI [34,35], which provide means
to both correct for the motion in the images [36] (Figure 1.3-C) and to quantify
the time-averaged respiratory motion. The respiratory motion quanti�cation is
of particular interest to radiotherapy, because the motion provides information
on the uncertainty of the GTV delineation, which is subsequently included in the
PTV margin (Figure 1.3-D). However, not all MRI vendors provide commercial
solutions for 4D-MRI scans [35] and the ones that do provide these solutions
require very speci�c MRI scans. In conclusion, a robust and generic solution
for respiratory correlated 4D-MRI remains an unsolved problem, but is key for
radiotherapy treatment planning in the abdomen/thorax.
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Chapter 1 General introduction

Figure 1.3: An overview of respiratory motion compensation methods for abdomi-
nal imaging in radiotherapy. A) Free-breathing standard MR scans results into considerable
loss of resolution and artefacts. B) Respiratory triggered MR scans only acquire data during ex-
hale, which restores the loss of resolution. C) 4D-MR scans acquire data during free-breathing,
which restores the loss of resolution for all respiratory phases. D) The respiratory phases can
be aligned to estimate the average respiratory motion across the MR scan. GTV is shown with
the red contour.

1.2.3 MR-linac for MR-guided radiotherapy

In response to the advantages of using MRI in radiotherapy treatment planning,
the conceptualization of using MRI for online image-guided radiotherapy was �rst
proposed in 1999 [37]. The key idea was that MRI provides the optimal imaging
to localize the GTV and OARs prior to and during the radiotherapy delivery.
The idea of hybrid MR-linacs was implemented in a proof-of-concept in 2009 by
the UMCU [38] and subsequently industrialized by multiple health technology
companies. The two MR-linac systems that are currently clinically certi�ed are:
The 0.35T MRIdian system (ViewRay, Mountain View, CA, United States), which
has been used clinically as of 2014 [39, 40]; The 1.5T Elekta Unity (Elekta AB,
Stockholm, Sweden), which has been used clinically as of 2017 [41{43]. The Elekta
Unity system is installed at the UMCU and the system design will be discussed
in more detail in the next subsection 1.2.4.

The clinical availability of these hybrid MR-linac systems allow daily online (pre-
beam + beam-on) MR imaging during radiotherapy, which provides much more
informative imaging in comparison to MV and CBCT. The online MR imaging
could be used to improve the daily positioning, based on soft-tissue landmarks,
to reduce the PTV. However, the majority of the geometric error in the PTV
margin resides in the intrafraction and interfraction motion of the anatomy with
respect to the static patient simulation model. Instead, the online MR imaging
should be used to adapt the patient simulation model as a response to interfrac-
tion and intrafraction motion. This adaptation presents a radically new approach
to account for geometric errors in radiotherapy, with the potential to eliminate a
large part of the PTV. For example, the interfraction motion could be corrected
for by replanning the radiotherapy treatment on-the-
y (online replanning) [44].
Another example could be to act upon excessive internal organ motion during
the radiation delivery by pausing the radiation beam (beam-gating) [45]. The
complete set of all these possible interventions to modify the treatment plan in
response to the imaging during the treatment is called adaptive radiotherapy
(ART) [46]. ART is fundamentally di�erent from the conventional radiotherapy
work
ow, as discussed in Section 1.1, which relies upon the precise reproduction of
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1.3 Adaptive MR-guided radiotherapy: an imaging perspective

the static patient model that is built during the radiotherapy simulation. The ulti-
mate promise of ART is to deliver the most precise radiotherapy treatment with
the smallest possible PTV. However, optimal implementation of ART requires
high performance MR imaging techniques that necessitate complete system con-
trol over the MR-linac scanner. The requirements of the high performance MR
imaging are discussed later in Section 1.3 and an overview of the MR-linac system
design adjustments that a�ect the imaging are discussed in the next Section 1.2.4.

1.2.4 MR-linac system design

The Elekta Unity MR-linac system combines a whole-body 1.5T cylindrical diag-
nostic MRI scanner (Ingenia, Philips, Best, the Netherlands), with a 7 MV linac
(Elekta, AB, Stockholm, Sweden), which is mounted on a ring-shaped gantry.
The MR-linac system design required considerable hardware adjustments such
that the magnetic interaction between the two systems was minimized. The �rst
major adjustment was the modi�cation of the active shielding of the MRI's main
magnet [47, 48], such that the gun of the linear accelerator and the MRI are
magnetically decoupled (Figure 1.4).

The second major adjustment was the adjustment of the superconducting wires of
the main magnet (15 cm gap) and the design of a split gradient coil (20 cm gap)
to accommodate a (nearly) attenuation-free passage of the radiation beam. The
split magnet design reduces the main magnetic �eld uniformity, which can largely
be corrected for by installing additional passive shim gantry shims [49{51]. The
split gradient coil design has considerable impact on the imposed linear magnetic
�elds (gradients) used in MRI, which increases gradient system imperfections. To
mitigate the impact of the system imperfections the clinical certi�cation of the
system constrains the software to a maximum gradient strength of 15.0 mT/m
(instead of 34.0 mT/m) and to a maximum slew rate of 65 T/m/s (instead of 120
T/m/s) [52]. The constraint con�guration mitigates the impact of eddy currents
su�ciently in the center of the �eld-of-view [53], while substantial residual e�ects
remain in the periphery [54,55].

The third major adjustment was the use of a 2x4 channel radiolucent receive
coil that displaced all attenuating components outside of the radiation window.
These receive coils provide reduced signal-to-noise ratio and parallel imaging per-
formance compared to diagnostic quality receive coils [56,57].

1.3 Adaptive MR-guided radiotherapy: an imaging
perspective

1.3.1 A conceptual introduction to adaptive radiotherapy

Section 1.1 and Section 1.2 have described the process of conventional radiother-
apy and have explained how deeply (MR) imaging is intertwined in the work
ow.
The conventional radiotherapy work
ow can be summarized as a static process
consisting of three building blocks, a single simulation phase, repeated radiother-
apy delivery and �nally tumor response monitoring after the complete treatment.

7



Chapter 1 General introduction

Figure 1.4: Overview of the modi�ed MR-linac hardware components. Left side
shows a schematic front view of the arrangement of hardware components. The right side shows
a 3D rendered side view of the same system. Figures are adapted from [49,50].

The static simulation model of the patient limits the precision of radiotherapy
treatment, as interfraction and intrafraction processes impose geometric uncer-
tainties. These geometric uncertainties can be resolved by using an adaptive
radiotherapy work
ow on the MR-linac, as already brie
y hinted on in Section
1.2.3. The adaptive radiotherapy work
ow consists of multiple sequentially con-
nected static work
ows (Figure 1.5). These multiple static work
ows can be
cycled on di�erent time-scales, ranging from once over the course of the entire
treatment to multiple times per second. The temporal resolution of the cycling
speed is, to a large extent, dictated by the MR imaging required to support the
three work
ow building blocks.

The optimal cycling speed for ART heavily depends on the type of geometric
uncertainty that needs to be resolved. A convenient classi�cation of the types of
geometric uncertainties is obtained by distinguishing between interfraction and
intrafraction processes, as described in Section 1.1.3. The uncertainties induced
by interfraction processes are addressed with ART by online replanning, which
includes recontouring of the GTV/OAR on the daily anatomy. The imaging
required to support the recontouring is referred to as pre-beam imaging and is
on the time-scale of minutes. The uncertainties induced by the intrafraction
processes are addressed with ART by online motion management [58], which
involves real-time adjustments to the radiation delivery. The imaging required to
support the real-time adjustments is referred to as beam-on imaging and is on the
time-scale of subseconds. The third building block of the radiotherapy work
ow
is the tumor response monitoring. Tumor response monitoring in ART is, unlike
the simulation and delivery, not used to reduce geometric uncertainties. Instead,
tumor response monitoring is used to assess whether the on-going therapy is
e�cacious or not, with the ultimate promise to alter the entire treatment strategy
(e.g. to increase the dose or to completely stop the radiotherapy). The imaging
required to support the tumor response monitoring is referred to as beam-o�
imaging and is on the time-scale of days.
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1.3 Adaptive MR-guided radiotherapy: an imaging perspective

The introduction of this section has provided a very coarse description of ART
and explained that di�erent types of MR imaging are required to optimally guide
the individual building blocks. A detailed discussion on these image requirements
will follow in Sections 1.3.2-1.3.4 below.

Figure 1.5: Overview of adaptive radiotherapy on an MR-linac. The ART work
ow
triangle, which consists of three building blocks. The �rst block is the online treatment setup,
which consists of patient positioning, tumor delineation and online replanning and is supported
with pre-beam imaging. The second block is the real-time guided dose delivery, which consists
of motion estimation, MLC adjustments, dose delivery and dose accumulation and is supported
with beam-on imaging. This cycle is repeated many times within a single treatment fraction.
The third block is the therapy response monitoring, which consists of functional/quantitative
imaging to derive the tumor response followed by a change in the treatment plan and is supported
with beam-o� imaging.

1.3.2 Pre-beam imaging

The primary objective of pre-beam imaging is to provide a high resolution 3D and
large �eld-of-view volume that visualizes the daily anatomy. The current clini-
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cal practice of pre-beam imaging uses accelerated free-breathing 3D MR scans
derived from MR simulation protocols. These pre-beam scans provide decent
image quality, but are not optimized with respect to the clinical work
ow. The
clinical work
ow consists of deformable image registration of the pre-beam im-
ages to the pretreatment CT, followed by precise recontouring of the GTV/OAR
for online replanning. Therefore, the pre-beam images should be acquired and
reconstructed with minimal latency to initialize the online replanning in order
to facilitate a fast clinical work
ow. An acceptable acquisition + reconstruction
time for the pre-beam scans is less than 5 minutes. The pre-beam imaging has
to be robust to imaging artefacts, because rescanning is not a practical scenario.
The secondary objective of pre-beam imaging is to quantify the organ motion,
derived from the 4D-MRI, to determine adequate PTV margins. In case of ab-
dominothoracic tumors, the motion can also be used to reconstruct the images in
the desired respiratory phase (i.e. exhale or mid-position) [59,60]. The 4D-MRI
can also be used to aid beam-on imaging to quantify time-resolved 4D motion,
which will be discussed in more detail in the next Section 1.3.3.

1.3.3 Beam-on imaging

The primary objective of beam-on imaging is to quantify the time-resolved 4D
motion in the entire radiation window with high spatiotemporal resolution for
real-time gating/tracking. The current clinical practice of beam-on imaging is the
acquisition of 3D MR scans (� 2 mm spatial resolution and� 10 s temporal resolu-
tion), which are not yet used to adapt the therapy. This spatiotemporal resolution
is su�cient for anatomical sites that are not a�ected by respiratory/cardiac mo-
tion such as the pelvis and rectum. However, the abdominothoracic sites require a
temporal resolution of � 200 ms. The required spatial resolution varies for di�er-
ent anatomical sites, but is often reduced with respect to diagnostic imaging, as
deformable image registration can quantify the motion with sub-voxel accuracy.
A spatial resolution of � 3-4 mm is likely to be su�cient for many cases [61].
The combined requirements of the moderate spatial + high temporal resolution
is not feasible for conventional 3D imaging techniques as these require at least an
order of magnitude longer scan time. Novel time-resolved 4D imaging techniques
have been proposed in literature to speed-up the acquisition. These methods are
based on compressed sensing techniques that will be discussed later in Section
1.4.1. However, compressed sensing based techniques require long reconstruction
time that make them impractical for real-time gating and tracking. Alternatively,
hybrid time-resolved 4D imaging techniques have been proposed that relate 2D
beam-on imaging to the respiratory correlated pre-beam 4D-MRI and infer the
time-resolved 4D motion from the relationship. These methods do provide su�-
cient spatiotemporal resolution, but rely on strong assumptions in the consistency
of the internal anatomy. In conclusion, a robust and generic solution for real-time
time resolved 4D-MRI is still an unsolved problem, but is key for MR-guided ART.

The secondary objective of beam-on imaging is to quantify the time-resolved 4D
motion with high spatiotemporal resolution for retrospective dose accumulation.
Dose accumulation couples the time-resolved motion estimates with the linac's
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1.3 Adaptive MR-guided radiotherapy: an imaging perspective

machine output to calculate the delivered dose for the fraction. The delivered dose
is then compared with the planned dose and possible underdosage or overdosage
can then be corrected in the next fraction. Retrospective dose accumulation has
relaxed requirements regarding the imaging latency, as the motion estimation
does not have to be available in real-time. The relaxed requirements on the
temporal resolution opens up this application for novel time-resolved 4D imaging
techniques with long reconstruction times.

1.3.4 Tumor response monitoring

The primary objective of tumor response monitoring is to assess early radiation-
induced tissue changes. These changes could potentially be used to distinguish
responders from non-responders or to intensify or reduce the (local) radiation
during the radiotherapy treatment [62]. The current clinical practice of response
monitoring is limited to qualitative MR scans, which could be used to derive
macroscopic biomarkers such as the tumor size. However, these biomarkers are
not used yet to adapt the therapy, because the correlation with respect to lo-
cal tumor control is not well established. Alternatively, quantitative MR scans
could be used to derive functional biomarkers such as the T1,T2 or the di�u-
sivity. The biomarkers derived from quantitative MRI could be more sensitive
to radiation-induced tissue changes and are increasingly being used in the pre-
treatment setting for tumor staging [63{65]. Quantitative MR scans typically
require long acquisition times, which pose a considerable practical challenge as
the patient on table time is almost completely �lled with anatomical imaging
(pre-beam + beam-on). Typical MR-linac treatment fractions have at most a
couple of minutes of free imaging time available such that it does not interfere
with the clinical work
ow [43]. Therefore, fast and precise quantitative MR scans
are required for a practical implementation of online tumor response monitoring.

1.3.5 The case for Non-Cartesian readouts

The three building blocks for ART need varying type of image guidance, which
di�er considerably in terms of spatiotemporal resolution (imaging performance).
However, the one requirement that these imaging techniques do have in common
is the need for fast and motion-robust scans. These two properties are in part
dictated by the selected k-space readout, which is therefore a crucial lever in the
sequence design. Conventional MR sequences are mostly sampled using Carte-
sian readouts with varying phase encode view-ordering schemes, which control
the imaging speed through incoherent sampling patterns [66,67] and control the
motion robustness through repetitively sampling of the low frequencies [68]. How-
ever, the imaging speed and motion robustness of Cartesian scans is inherently
limited, because the readout orientation is �xed and therefore can only provide
additional encoding in this single direction. Contrarily, non-Cartesian readouts
continuously rotate the readout direction and therefore provide improved spa-
tiotemporal encoding. Commonly used non-Cartesian readouts include golden
angle stack-of-stars [69], golden angle stack-of-spirals [70], golden mean koosh-
ball [71] and golden mean hybrid radial cones [72] (Fig 1.6). From left to right
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these trajectories provide improved spatiotemporal encoding, but are counter-
balanced by an increased sensitivity to measurement imperfections [73]. These
measurement imperfections include o�-resonances, concomitant gradient �eld ef-
fects [74] and gradient system imperfections [75]. The measurement imperfections
must be adequately addressed in the image reconstruction to e�ectively capitalize
on the advantages of these non-Cartesian readouts, which considerably increases
the implementational complexity. This thesis focuses on the characterization of
the gradient systems imperfections for non-Cartesian MRI, which will be further
discussed in the next Section 1.3.6.

Figure 1.6: Commonly used non-Cartesian trajectories for rapid and motion robust
imaging. A) Stack-of-stars trajectory that samples radial lines on Cartesian planes. B) Stack-
of spiral trajectory that samples spiral interleaves on Cartesian planes. C) Kooshball trajectory
that samples radial lines in a 3D sphere. D) Hybrid radial cones that samples spirals in a 3D
sphere.

1.3.6 MR gradient system characterization

Non-Cartesian trajectories rely on fast time-varying magnetic �elds (gradient)
and the resulting image quality rapidly degrades when deviations of the gradi-
ents occur. In practice, the imposed gradients signi�cantly di�er from the actual
produced gradients due to system imperfections. The dominant system imper-
fections are thermal variation in hardware components, bandwidth limitations of
the gradient ampli�ers, mechanical vibrations caused by gradient switching and
eddy currents induced in the gradient coil and other conducting structures [76].
Most of these e�ects are expected to be more severe in the MR-linac system, in
comparison to the diagnostic system, due to the split gradient coil and magnet
design (Figure 1.3). Therefore, a comprehensive characterization of the gradient
system of the MR-linac is crucial for implementation of advanced non-Cartesian
MR imaging techniques for ART.

1.4 Advancements in MRI physics

The optimal implementation of MRI in radiotherapy requires advanced MR imag-
ing techniques that generate images with high quality. The image quality is a
combination of both the image acquisition and image reconstruction technique.
While innovations in MR imaging have historically been driven by advancements
on the image acquisition side, the current wave of innovation is clearly driven
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by advancements in image reconstruction. The switch from the focus on the ac-
quisition to the reconstruction was guided by the realization that any type of
prior knowledge on the imaging process, such as image structure or model errors
(e.g. motion or system imperfections), could be included in an inverse problem
reconstruction formulation. The inclusion of the prior knowledge into the recon-
struction speed-ups the imaging and reduces the sensitivity to artefacts. The
inclusion of prior knowledge is especially alluring for the repeated imaging in
adaptive radiotherapy. The work presented in this thesis follows this philosophy
and therefore the remainder of Section 1.4 provides the reader with the basic
principles on inverse image reconstruction in order to understand the concepts
and methods developed in this thesis. A detailed and comprehensive review of
the complete image acquisition and reconstruction theory can be found in these
works [77,78].

1.4.1 A brief overview of MR image reconstruction

Consider an MR acquisition that uses the gradients for spatial encoding to sample
k-space points of the steady-state transverse magnetization (m). The k-space
coordinates (~k) represent speci�c spatial frequencies in 3D that are connected
to the object through the Fourier transform. Therefore, an MR system is, in
essence, a machine that performs an analogue Fourier transform of the object
and samples discrete spatial frequencies. The sampled signalyc(t) at the receive
coil (c) is given by the following forward model (Eq 1.1):

yc(t) =
Z



m(~r) sc(~r) e� 2�i ~k ( t ) �~r d~r 1 � c � Nc (1.1)

With sc(~r) as the complex receive coil sensitivity at spatial position~r and Nc as
the total number of coils. The forward model can be described with matrix-vector
notation for all measurements and coils in compact notation (Eq 1.2):

y = FSm (1.2)

With y 2 CN c N � 1, m 2 CM � 1, S 2 C(N c M )� (M ) as the coil sensitivities and
F 2 C(N c N )� (N c M ) as the discrete Fourier transform operator. HereM is the
number of pixels in the image andN as the number of k-space samples. Now
for the special case where we have sampled all k-space coordinates (N � M ) the
image can be reconstructed with the adjoint model (Eq 1.3):

m = SH F H y (1.3)

However, in practical scenarios we have limited sampling time (N < M ) and the
corresponding evaluation of the adjoint model reconstructs images with artefacts,
often referred to as aliasing. To restore the aliasing in the images the additional
spatial encoding of the parallel receive coils can be included in the reconstruction
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Chapter 1 General introduction

with a technique called parallel imaging. Parallel imaging can be included in the
image reconstruction with a least square problem formulation (Eq 1.4):

m � = arg min
m

jjFSm � y jj2
2 (1.4)

An intuitive explanation for parallel imaging is the following: each coil multiplies
the image with a smooth function sc(~r) with wide support, which is equivalent to
convolution in k-space with a compact kernel. Therefore, the sampling function
of a each coil is not a delta function, but provides information on a small neigh-
borhood surrounding the k-space coordinate. This additional information can be
used to infer missing samples in k-space from the multicoil data. The imaging
acceleration performance of parallel imaging can be further enhanced by adding
prior information on the image structure in the reconstruction formulation in the
form of regularization. A particular case of regularization is the l1 norm in com-
bination with a sparsifying transformation, which is referred to as compressed
sensing. Compressed sensing transforms the image to a sparse domain, where
less coe�cients are required to represent the image, which e�ectively reduces the
size ofM and therefore requires less samplesN for reconstruction (Eq 1.5):

m � = arg min
m

jjFSm � y jj2
2 + � jj 	 m jj1 (1.5)

Here 	 is the sparsifying transform and � the regularization parameters that
regulates the trade-o� between the image consistency and regularization term.
Compressed sensing is increasingly being used in clinical MR scans and is cur-
rently the standard for highly accelerated MR imaging.

1.4.2 Gradient system imperfections in image reconstruction

The previous Section 1.4.1 described the theoretical forward signal model (Eq 1.1)
and explained how this forward model was inverted in the image reconstruction.
However, the forward model is not fully accurate in practical imaging scenarios
where gradient system imperfections cause considerable deviations. These de-
viations can be interpreted as additional space-time magnetic �elds� (~r; t ) that
modulate the measured signal (1.6):

yc(t) =
Z



� (~r; t ) m(~r) sc(~r) e� 2�i ~k ( t ) �~r d~r (1.6)

With j� (~r; t )j = 1, such that gradient system imperfections only modulate the
phase of the complex magnetizationm(~r). These additional spatio-temporal mag-
netic �elds are fully dependent on the input gradient waveforms ~G(t) and can be
modeled as a linear and time-invariant system (LTI) [76]. LTI systems allow the
gradient impulse response function (GIRF) to map ~G(t) to the gradient-induced
space-time magnetic �elds � (~r; t ). The GIRF H (~r; t ) can be characterized using
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1.4 Advancements in MRI physics

specialized magnetic �eld probes or customized MR scans that directly mea-
sure � (~r; t ) given ~G(t). However, accurate estimation ofH (~r; t ) is di�cult and
very time-consuming. Therefore, in practiceH (~r; t ) is often approximated using
Laplace's spherical harmonic functions with order l and phasem ( ~H lm (t)) and
corresponding expansion coe�cients! lm .

\ � (~r; t ) =
Z t

0

~G(t) � H (~r; t ) dt �
Z t

0

~G(t) �
LX

l =0

lX

m = � l

! lm ~H lm (t) (1.7)

The neat property of the spherical harmonic decomposition is that speci�cl and
m combinations provide a simple physical interpretation. For example,l = 0 and
m = 0 describe the space-time �eld modulations that are uniform over space,
i.e. � B0(t), which can be corrected for in k-space with a global phase demod-
ulation. Another example, l = 1 and m = � 1; 0; 1 describe the space-time �eld
modulations that vary linearly over space, i.e. deviations of ~G(t), which can be
corrected for by modifying ~k(t) in the image reconstruction. Therefore, correc-
tions for zeroth and �rst order gradient imperfections e�ectively reduce Eq 1.6
to Eq 1.1, which again allows conventional image reconstruction as outlined in
Section 1.4.1. However, higher order terms do not have these quick-�xes and can
only be corrected for by inclusion in the forward model, which requires the inver-
sion of a very large (modi�ed) signal model [79]. The quanti�cation of the higher
order terms and the subsequent adjustments in the image reconstruction were not
considered in this thesis, because these currently do not provide practical use for
MRI in radiotherapy.

While � (~r; t ) only a�ected the phase of m(~r), gradient system imperfections can
also lead to magnitude deviations. Deviations in magnitude are often referred to
as steady-state disruptions and are induced by residual phase errors at the end
of the repetition time � tr (~r):

� tr (~r) =
Z T R �tr

T R �( tr � 1)
� (~r; t ) dt (1.8)

Here lowercasetr refers to the readout number and capital TR refers to the
repetition interval. The impact of � tr (~r), at a speci�c readout (tr ), on the jm(~r)j
depends on the tissue-speci�c propertiesT1;2, which is described with the Bloch
equations. As a consequence, the modulation ofjmtr (~r)j at readout number tr
depends on the entire sequence history� 1;2::tr (~r):

yc
tr (t) =

Z



� tr (~r; t ) mtr (~r; � 1;2::tr (~r)) sc(~r) e� 2�i ~k tr ( t ) �~r d~r (1.9)

Eq 1.9 provides the complete forward model of the MR signal, which includes the
linear part of the gradient system imperfections. The use of the GIRF to correct
for zeroth and �rst order space-time magnetic �elds is currently the state-of-the-
art in clinical MR scans.
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1.4.3 Modelling motion in image reconstruction

Another source of error in the forward signal model is the movement of the sub-
ject during the MR scan. The origin of the subject motion was already discussed
in Section 1.2.2 and therefore the current Section focuses on the mathematical
description of motion for image reconstruction. Motion is often modelled using
deformation vector �elds (DVF) that describe a warping operation from a refer-
ence state to another motion state. The warping operation can be included in the
forward signal model to relate the measured signal at the second motion state to
the reference state:

yc(t) =
Z



m(V(~r)) sc(~r) e� 2�i ~k ( t ) �~r d~r (1.10)

Here V (~r) is the warping operation, where we assumed that the total mass is
conserved, i.e.det r V (~r) = 1. The new forward model can also be described in
matrix form and reconstructed using compressed sensing (Eq 1.11):

m � = arg min
m

jjFSUm � y jj2
2 + � jj 	 m jj1 (1.11)

With U 2 RM � M as the linear operator of V (~r). Now that the motion can be
accurately modelled in the image reconstruction the challenge is the estimation
of the deformation vector �elds V . The concept of consideringU as a warping
operator in image space leads to a di�cult conundrum, namely to accurately esti-
mate U multiple images m for di�erent motion states are required in image space.
However, U is required to accurately estimate a high quality imagem. There-
fore, most approaches that estimateU select parts of the datay to reconstruct
low-quality images m. These low-quality images are subsequently registered with
deformable image registration algorithms that are robust to image artefacts to
obtain the motion �elds. This approach is inherently limited by the amount of
data required for the Fourier transform to reconstruct m with su�cient quality
for deformable image registration.

Another strategy to estimate U is to rewrite the forward model from a k-space
perspective:

yc(t) =
Z



m(~r) sc(~r) e� 2�i ~k ( t ) �V � 1 (~r ) dr (1.12)

Here V � 1 is the inverse of the warping operator, which appears in the expo-
nential function that encodes the k-space. Therefore,V e�ectuates a change of
coordinates of~r. From this perspective it is possible to invert Eq 1.12 to solve
for V (~r) given an adequate imagem. The advantages of this approach is that it
is not limited by the amount of data required for the Fourier transform, but is
limited by the amount of data required to su�ciently encode the motion. Image
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reconstruction using Eq 1.10 is currently gaining popularity and inverting Eq 1.11
is the state-of-the-art in a research setting and will be further explored in this
thesis.

1.5 Scienti�c contributions and thesis outline

MRI is going to disrupt the �eld of radiotherapy in the next decade through real-
time image guidance and frequent tumor response monitoring to optimize the
treatment. The development of advanced MR imaging techniques that are specif-
ically tailored for these adaptive radiotherapy applications are going to be crucial.
This thesis focuses on the development of these MR techniques along/throughout
the whole imaging spectrum in the radiotherapy work
ow, including treatment
simulation (Chapter 2-3), pre-beam imaging (Chapter 4-5), beam-on imaging
(Chapter 6) and tumor response monitoring (Chapter 7).

Chapter 2 quanti�es the typical tumor motion in patients with head-and-neck
cancer to determine PTV margins for treatment simulation. Standard available
available (spoiled) 2D cine MR scans scans were acquired in 100 patients and the
motion was estimated using non-rigid image registration. The motion estimates
were used to determine population-based PTV margins, which were signi�cantly
smaller than the current clinically used PTV margins, therefore the clinical proto-
col was adjusted in response to these �ndings. In addition to the PTV margins,
the imaging data provided insight on the soft-tissue motion dynamics and the
limitations of currently available MR imaging techniques for motion estimation
in more challenging anatomical regions.

Balanced steady-state free precession (bSSFP) scans o�er shorter repetition times
and higher signal-to-noise e�ciency compared to spoiled scans and therefore are
highly useful for real-time beam on imaging. However, bSSFP scans are suscepti-
ble to image artefacts arising from gradient system imperfections. These gradient
system imperfections are characterized inChapter 3 by measuring the GIRF.
We show that the GIRF provides the information to accurately model the bSSFP
image artefacts and we provide a novel method to correct for these artefacts. The
measured GIRFs are subsequently used to enable robust non-Cartesian imaging
in Chapters 4,6-7.

Chapter 4 focuses on the design of a novel pre-beam MR-linac scan (MR-
RIDDLE) that optimally integrates with the online radiotherapy work
ow. MR-
RIDDLE uses non-Cartesian golden angle radial data sampling to reconstruct
multiple resolution images during the acquisition. Low-resolution images are
available after a very short acquisition window, after which the data collection
continues for subsequent high-resolution image updates. We anticipate that this
novel concept of parallelising the MR imaging and the clinical tasks has the poten-
tial to considerably speed-up and streamline the online MR-guided radiotherapy
work
ow.

Chapter 5 focuses on the design of a generic free-breathing imaging technique
that simultaneously quanti�es and corrects for the respiratory motion. We pro-
pose a novel rewinded Cartesian Acquisition with spiral pro�le ordering (rCASPR)
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sampling scheme, which provides similar image contrast to conventional clinically
used T2-w scans, while enabling the self-navigation and robustness to motion arte-
facts required to reconstruct the 4D-MRI. The 4D-MRI is used to estimate the
motion, which is subsequently used for the motion compensated image reconstruc-
tion. The key philosophy of this technique is that clinically used motion-triggered
scans can easily be replaced by free-breathing rCASPR implementations without
loss of image contrast or an increase in scan time. Therefore, rCASPR could be
a robust and generic solution for pre-treatment and pre-beam imaging to obtain
high resolution images for GTV delineation.

Chapter 6 focuses on the implementation of a novel beam-on imaging framework
to retrospectively reconstruct time-resolved non-rigid motion-�elds with very high
spatiotemporal resolution (> 10 Hz for 3D). Here, we build upon a previously
(theoretically) described motion estimation framework called MR-MOTUS [80]
and expand the method with a low-rank signal model and develop a prospective
implementation. Low-rank MR-MOTUS exploits spatiotemporal correlations in
internal body motion with a low-rank motion model, and inverts a signal model
that relates motion-�elds directly to a reference image and k-space data. The
time-resolved motion-�elds are required for retrospective dose accumulation and
could form the basis for prospective real-time motion estimation for real-time
gating/tracking. Note that my contribution to this work primarily consisted of
the k-space trajectory development, the prospective scanner implementation and
the signal preprocessing of low-rank MR-MOTUS on the MR systems.

Chapter 7 investigates the technical feasibility of magnetic resonance �nger-
printing (MRF) for daily tumor response monitoring for MR-linac. MRF is a
rapid multiparametric quantiative MRI technique that relies on adequate control
over system imperfections, such as eddy currents and B1+ , which di�er signif-
icantly on MR-linac scanners compared to diagnostic scanners. We investigate
whether MRF is feasible on MR-linac systems and conclude that the precision
and accuracy of the parametric maps are su�cient for further investigation of the
clinical utility of MRF for online quantitatively MRI-guided radiotherapy.

Lastly, Chapter 8 summarizes the most important �ndings of this thesis, crit-
ically re
ects on the individual chapters and speculates on the potential impact
for MRI in radiotherapy. Finally, I will provide my perspective on the future of
MRI in radiotherapy and how the technologies described in this thesis �t into this
narrative.



1.5 Scienti�c contributions and thesis outline

He who thinks great thoughts, often makes great errors.

- Martin Heidegger
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CHAPTER 2
Quantifying head-and-neck

tumor motion using 2D cine
MRI
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The following chapter is based on:
Intrafraction motion quanti�cation and planning target volume margin
determination of head-and-neck tumors using cine magnetic resonance imaging,
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Chapter 2 2D Head-and-neck tumor motion quanti�cation

Abstract

Purpose: To quantify intrafractional motion to determine population-
based radiotherapy treatment margin determination for head-and-neck
tumors.

Methods: Cine MR imaging was performed in 100 patients with head-
and-neck cancer on a 3T scanner in a radiotherapy treatment setup. MR
images were analyzed using deformable image registration (optical 
ow
algorithm) and changes in tumor contour position were used to calculate
the tumor motion. The tumor motion was used together with patient
setup errors (450 patients) to calculate population-based PTV margins.

Results: Tumor motion was quanti�ed in 84 patients (12/43/29 na-
sopharynx/oropharynx/larynx, 16 excluded). The mean maximum
(95th percentile) tumor motion (swallowing excluded) was: 2.3 mm in
superior, 2.4 mm in inferior, 1.8 mm in anterior and 1.7 mm in posterior
direction. PTV margins were: 2.8 mm isotropic for nasopharyngeal tu-
mors, 3.2 mm isotropic for oropharyngeal tumors and 4.3 mm in inferior-
superior and 3.2 mm in anterior-posterior for laryngeal tumors, for our
institution.

Conclusions: Intrafractional head-and-neck tumor motion was quanti-
�ed and population-based PTV margins were calculated. Although the
average tumor motion was small (95th percentile motion < 3.0 mm), tu-
mor motion varied considerably between patients (0.1-12.0 mm). The
intrafraction motion expanded the CTV-to-PTV with 1.7 mm for laryn-
geal tumors, 0.6 mm for oropharyngeal tumors and 0.2 mm for nasopha-
ryngeal tumors.

Keywords : Intrafraction motion, head-and-neck cancer, MRI, radio-
therapy, margins
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2.1 Introduction

Radiotherapy is used as a primary or secondary treatment in up to 75% of patients
with head-and-neck cancer [81]. Head-and-neck tumors are often in close vicinity
of multiple organs at risk and therefore require highly conformal treatment plans.
These treatment plans are characterized by steep dose gradients that minimize
the dose to the organs at risk while maintaining an adequate tumor dose. These
steep dose gradients generate e�ective treatment plans in theory, but rely heavily
on accurate geometrical dose delivery.

To deliver the dose with high geometric accuracy, the treatment needs to be set
up precisely and the intrafractional and interfractional tumor motion needs to be
accounted for. Treatment setup is improved using immobilization devices such as
thermoplastic masks and a personalized head support [82{84]. The residual inter-
fractional motion is accounted for by adding an uncertainty margin that expands
the clinical target, called the planning target volume (PTV), which accounts for
setup errors [85, 86] patient weight loss and tumor shrinkage [87, 88]. Intrafrac-
tional motion is accounted for by either a personalized margin or a population-
based margin that is included in the PTV. Intrafractional motion could be de�ned
as the internal motion; that is, the result of respiration, swallowing, tongue move-
ments and slow motions induced by organ relaxation. These movements must be
accurately quanti�ed either to determine population-based margins or personal-
ized margins to account for the internal motion. For head-and-neck tumors this
margin is not explicitly reported but generally an additional margin is used for
laryngeal tumors. In our institute an additional margin of 5 mm is added to the
standard PTV margin [89].

Thus far, the quanti�cation of the intrafractional motion has primarily focused on
the impact of swallowing on the accumulated dose. Swallowing-induced motion
of head-and-neck tumors or surrogate structures such as the larynx was in the
range of 15{29 mm [90{96]. Although the tumor motion is large, the incidence
and total duration of swallowing was 1% of the irradiation time. In addition,
the tumor is only at the maximum position during a small part of the complete
swallowing event. Therefore, the sole e�ect of swallowing on the accumulated
tumor dose was considered small [91,92,95].

Non-swallowing induced tumor motion, on the other hand, could have a larger
e�ect on the accumulated dose and has been investigated in three studies. Prevost
et al. used video 
uoroscopy in 15 patients to track platinum markers, as a
surrogate for tumor motion, and concluded that the motion was insigni�cant for
clinical practice [92]. Bradley et al. used 2D cine MRI in 11 patients to quantify
intrafraction tumor motion and concluded that the tumor motion required a PTV
expansion [95]. Gurney-Champion et al. used dynamic contrast enhanced MRI
in 56 patients to quantify intrafractional tumor motion in 3D and concluded that
the tumor motion required a PTV expansion [97].

Although these studies analyzed patients with head-and-neck cancer in radiother-
apy treatment setup, the extent of the quanti�ed (non-swallowing) tumor motion
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varied a lot. The variation could be due to di�erences in imaging setup and pa-
tient population, but we believe that the di�erent imaging methods are the main
cause. In particular, the temporal resolution of the imaging method determines
the sensitivity to measure fast occurring motions such as respiration. While the
3D method [97] is superior to quantify slower shifts throughout the treatment, the
method lacks the temporal resolution (0.34 Hz) to accurately quantify respiratory-
induced tumor motion. This hypothesis is supported by the lower respiratory-
induced tumor motion found with the 3D method compared to the 2D methods
by Bradley et al. That study, however, had a limited sample size (11 patients)
and too short imaging window (15 s) to describe the respiratory-induced tumor
motion on a population-based level.

In this study we quantify the intrafractional motion to calculate PTV margins
of head-and-neck tumors in supine radiotherapy treatment position. We quantify
tumor motion using 2D cine MRI and deformable image registration. We show
that respiratory-induced tumor motion varies considerably among patients (larger
than 10 mm) and we calculate population-based PTV margins for nasopharyngeal,
oropharyngeal and laryngeal tumors.

2.2 Methods

2.2.1 Study population

Cine MR scans were acquired in 100 consecutive patients with head-and-neck can-
cer that were selected for radiotherapy treatment in our department between June
2016 and July 2017. From the 100 selected patients, 16 were excluded due to one
of three reasons: image quality was insu�cient for analysis (2 patients), the 2D
image was not positioned correctly (7 patients), or the patient was retracted from
the treatment (7 patients). The patient characteristics are described in Supple-
mentary information I. MR scans were acquired during pretreatment imaging for
which the requirement to obtain informed consent was waived by the institutional
review board.

2.2.2 MR image acquisition

The patients underwent CT and MRI scans prior to the �rst week of treatment.
The scans were acquired in radiotherapy treatment setup, which consisted of a
custom-�t �ve-point thermoplastic immobilization mask and an individualized
head support (Civco Radiotherapy, Reeuwijk, the Netherlands). The MRI scans
were acquired on a 3T MR scanner (Ingenia, Philips, Best, the Netherlands) with
two 
exible surface coils and an integrated posterior coil for signal reception (Fig.
2.1-A).

Two 2D cine MR scans of 60 s were added to the clinical protocol, which were
acquired approximately 5 and 13 min after the start of the MR examination. The
time between the two cine scans was 8.8± 1.5min and the range was 4{11 min.
The cine MR scans were acquired in the sagittal plane because the motion in the
left{right direction was found to be small [95,97]. Since the tumor position is not
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Figure 2.1: Methods used to quantify the tumor motion. (A) Imaging setup including
the immobilization mask, personalized head support and surface receiver coils. (B) Di�usion
weighted image used to estimate tumor position. (C) RF and gradient spoiled gradient echo
image from a cine MR scan. (D) Method to calculate the tumor motion by comparing maximum
contour coordinates (black dots) between time-points. (E) Applying the method of (D) for each
time-point yields motion pro�les that can be evaluated over time.

delineated prior to pretreatment imaging, the radiotherapy technicians used the
di�usion weighted image (Fig. 2.1-B) along with the localizer images to estimate
the slice position such that it was placed through the center of the tumor. From
84 scanned patients, 17 did not receive a second cine MR scan due to logistical
reasons.

The cine MR scans were acquired using a 2D spoiled gradient echo sequence with
the following sequence parameters: �eld of view = 250Ö 250 mm2, slice thickness
= 10 mm, 
ip angle = 5 °, echo time = 1.45 ms and repetition time = 3.16 ms. The
scans were accelerated using partial Fourier sampling of 70% and parallel imaging
(R = 2.3) to increase the temporal resolution to 158 ms with 1.5 mm in-plane
spatial resolution (Fig. 2.1-C). We did not give the patients any instructions
regarding breathing patterns or swallowing behavior prior to the exam.

2.2.3 MR image analysis

As part of the clinical work
ow, the radiation oncologist delineated the gross tar-
get volume (GTV) using the MRI and CT scans. The GTV was transferred onto
a single image (reference) of the cine MR scan using a 2D-to-3D rigid normal-
ized mutual information registration in Volumetool (an in-house built software
package) [98]. The other images of the cine MR scan were then registered to the
reference image using the RealTITracker [99]. The RealTITracker uses an optical

ow algorithm to estimate deformable tissue motion and the algorithm returns
pixel-wise deformation vector �elds (DVFs). The RealTITracker has been vali-
dated for cine MR scans in multiple anatomical locations and for multiple image
contrasts [100].

First, the two cine MR scans were analyzed separately to quantify the tumor
motion within the one minute scan. The images were registered using the Re-
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alTITracker to obtain DVFs for the entire �eld-of-view. The DVFs were used
to propagate the GTV to the next time-point and were used to calculate the
outermost contour position of the GTV for each direction. The outermost GTV
contour position was then compared to the contour positions of the reference im-
age (Fig. 2.1-D). The di�erences in the contour positions were used to quantify
the tumor motion and will be referred to as motion pro�les x(t) (Fig. 2.1-E).
To investigate whether the �rst and second scans showed signi�cant systematic
di�erences a paired t-test was performed between the motion pro�les. Second, for
both cine MR scans the average GTV contour positions (~xcine ) were calculated
and then the di�erence was used to quantify the tumor shift between the scans.

To investigate the contribution of respiration to the tumor motion, the maximum
tumor displacement was calculated for both the cine MR scans. In the calculation
we excluded the images that were a�ected by swallowing motion or tongue motion.
Swallowing was identi�ed according to the de�nition of Matsuo et al. [101] and we
discarded these frames from the analyses to calculate the maximum tumor motion.
We did not discard the frames in the analysis for the PTV margin determination.

2.2.4 PTV margin determination

The measured tumor motion was used together with the treatment setup errors to
calculate a population-based PTV (expansion from clinical target volume (CTV)).
The tumor motion within and between the cine MR scans, which included swal-
lowing motion and tongue motion, was separated into systematic errors (�motion )
and random errors (� motion ). The di�erent components of the systematic and
random errors were added in quadrature, i.e. �motion =

p
(� 2

shif t + � 2
resp ) and

� motion = � resp . The tumor shift between the scans was described as a linear
occurring translation such that � shif t = SD(~xcine 1 � ~xcine 2) , with SD as the
standard deviation over the patients. The tumor motion within the scans was
calculated as � resp = � resp =

p
(1=N�(0 :5SD(~xcine 1) + 0 :5SD(~xcine 2))) with

N is the number of patients. The � resp was used to account for the mismatch
between the planning CT and the treatment setup cone beam CT [102].

The treatment setup errors were calculated from positioning veri�cation data in
450 patients with head-and-neck cancer treated in the last two years at our insti-
tute. Note that the 100 patients selected for the cine imaging are a subgroup of
the 450 patients used for the position veri�cation data. The treatment followed an
extended no action level (eNAL) protocol [103], in which imaging was performed
for the �rst three fractions and subsequently once per week. We calculated the
setup errors by registering the on board cone beam CT images to the reference
CT. The images were registered in XVI using bone matching with a clipping box.
All the patients received thermoplastic masks and all the registration were per-
formed by the radiotherapy technicians. We then calculated � resp by taking the
standard deviation of the mean systematic error over all the patients and� setup

as the mean of all the average standard deviations over all the fractions.

The tumor motion errors and the treatment setup errors were then applied in the
margin recipe of van Herk et al. (PTV = 2 :5

p
(� 2

motion +� 2
setup )+0 :7

p
(� 2

motion +
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� 2
setup )) to calculate the population-based PTV [20,21].

2.3 Results

2.3.1 Tumor motion quanti�cation

The maximum tumor motion (swallowing excluded) was more pronounced in la-
ryngeal tumors than in oropharyngeal and nasopharyngeal tumors (Fig. 2.2).
Typical motion pro�les for tumors that move due to respiration, swallowing or
do not move at all are shown in Fig. 2.3. Furthermore, tumor motion was most
pronounced in the superior and inferior direction and was signi�cantly di�er-
ent between all directions and anatomical locations (repeated factorial ANOVA).
Tumor motion varied considerably between patients and some large tumor dis-
placements were detected (Supplementary information II). The mean maximum
tumor motion was 2.3 (range: 0.3{12.0) mm in superior, 2.4 (range: 0.3{7.8) mm
in inferior, 1.8 (range: 0.2{5.2) mm in anterior and 1.7 (range: 0.3{4.1) mm in
posterior direction (Table. 1). The measured maximum tumor displacements of
the �rst and second MR scans did not di�er signi�cantly (p>0.05).

Figure 2.2: Maximum (95th percentile) tumor motion (swallowing excluded) over
the cine MR scans. Patients are arranged according to the anatomical position of the tumor,
with I denoting the nasopharyngeal tumors, II the oropharyngeal tumors and III the laryngeal
tumors. The di�erent colors and shapes are used to distinguish neighboring points.

2.3.2 PTV margin determination

To determine the systematic motion errors and the random motion errors the
standard deviation of the tumor motion pro�les was calculated for all patients
(Fig. 2.4). The � motion over all patients was 0.9 mm in superior, 0.7 mm in
inferior, 0.6 mm in anterior and 0.6 mm in posterior direction. The standard
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Figure 2.3: Examples of motion in the superior direction for tumors that showed
almost no motion, for tumors that showed respiratory-induced motion and tumors
that showed swallowing-induced motion. The graphs have a break on the horizontal axis
to di�erentiate the data from the two di�erent cine MR scans.

deviation (� motion ) over all the patients was 0.8 mm in superior, 0.7 mm in
inferior, 0.5 mm in anterior and 0.5 mm in posterior direction. The � motion and
� motion for all the directions and anatomical subsites are shown in Supplementary
information III.

The systematic setup errors, calculated from positioning veri�cation data in 450
patients, were 0.7 mm in the anterior and posterior direction and 0.7 mm in
the superior and inferior direction. The random setup errors were 1.6 mm in the
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Figure 2.4: Sorted distribution of the standard deviation of the tumor motion
pro�les and colored by the anatomical location.

anterior and posterior direction and 1.4 mm in the superior and inferior direction.
Note that these setup errors are institution speci�c and therefore require separate
validation in other clinics.

The setup errors (450 patients) and the motion errors (84 patients) were used
to calculate PTV margins according to the recipe of van Herk et al. (Table. 2).
In general, the tumor motion expanded the CTV-PTV margin for nasopharyn-
geal tumors with < 0.2 mm (compared to the static case). The PTV margin for
oropharyngeal tumors was isotropically expanded with about 0.6 mm. The PTV
margin for laryngeal tumors was expanded with 1.7 mm expansion in the supe-
rior and inferior direction and 0.7 mm expansion in the anterior and posterior
direction.

2.4 Discussion

We quanti�ed the 2D intrafractional tumor motion in 84 patients using cine MRI
and deformable image registration. The maximum tumor motion (swallowing
excluded) was small on average, with 2.8 mm in the superior{inferior direction
and 2.1 mm in the anterior-posterior direction. However, we found that some
laryngeal tumors showed respiratory-induced tumor motion larger than 10 mm
in the superior{inferior direction. The intrafractional tumor motion (swallowing
included), together with treatment setup errors, was used to calculate population-
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based PTV margins for nasopharyngeal, oropharyngeal and laryngeal tumors.

Head-and-neck tumor motion was quanti�ed in three studies before: Prevost et al.
used video
uoroscopy (10 Hz) to measure 2D tumor motion (swallowing excluded)
in 15 patients with oropharyngeal cancer over 20 s and found mean maximum mo-
tion of 1.4 mm (range: 0.4{3.1) in superior{inferior and 1.3 mm (range: 0.4{3.4) in
anterior{posterior [92]. Bradley et al. used cine MRI (6.5 Hz) to measure 2D tu-
mor motion (swallowing excluded) in 11 patients (4 oropharyngeal and 7 laryngeal
cancer), over 15 s and found mean maximum motion of 3.1 mm (range: 0.0{8.2) in
superior{inferior and 1.8 mm (range: 0.0{6.0) in anterior{posterior [95]. Gurney-
Champion et al. used dynamic contrast MRI (0.34 Hz) to measure 3D tumor
motion in 56 patients (48 oropharyngeal and 8 laryngeal cancer) over 223 s and
found 95th percentile systematic tumor motion of 0.6 mm in anterior-posterior
and 1.1 mm in superior{inferior [97]. These studies did not have su�cient data
to report the tumor motion separate for the anatomical subsites, however our
�ndings indicate that the motion depends considerably on the anatomical subsite
and therefore requires comparison accordingly. Here we will compare the motion
reported in the aforementioned studies versus our study and discuss the resulting
PTV margins. Nasopharyngeal tumors are in practice considered as non-moving
tissue and thus no margin is added to account for the internal motion. The mean
maximum tumor motion was approximately 1 mm and expanded the PTV with
less than 0.2 mm. Therefore, our �ndings support the clinical practice of not
adding a margin to account for the internal motion for nasopharyngeal tumors.
Oropharyngeal tumors showed mean maximum motion of 2.0 mm in superior-
inferior direction and 1.7 mm in anterior-posterior direction. While the average
tumor motion was small, some patients had respiratory patterns that involved a
structural component of tongue displacement that resulted into increased tumor
motion (Video: Supplementary information IV). The tumor motion in our study
slightly di�ered from Prevost et al. and Bradley et al. which is presumably due
to the di�erence in imaging time and di�erence in patient population. However,
the tumor motion reported by Gurney-Champion et al. was considerably smaller
than the 95th percentile systematic motion found in our study, which was 1.5 mm
in anterior{posterior and 2.0 mm in superior{inferior. The clinically used PTV
for oropharyngeal tumors is typically between 3 and 5 mm depending on the
availability of daily image guided radiotherapy [104]. Our �ndings suggest that a
isotropic 0.7 mm PTV expansion is required to account for the internal motion
for oropharyngeal tumors. Laryngeal tumors showed mean maximum motion of
3.8 mm in superior{inferior direction and 2.2 mm in anterior-posterior direction.
While the average tumor motion was small, some patients had tumors that moved
more than 10 mm due to respiration (Video: Supplementary information IV). The
tumor motion in our study is larger than reported by Bradley et al. which was
presumably due to the longer period of imaging that was considered. Our �nd-
ings suggest that a 2.0 mm PTV expansion in superior-inferior and a 0.7 mm
in anterior-posterior is required to account for the internal motion for laryngeal
tumors. Here we want to emphasize that relatively small margins of 2.0 mm in
superior-inferior are su�cient to account for the large displacements of up to 12
mm.
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Tumor motion was quanti�ed using cine MRI in combination with deformable im-
age registration. While deformable image registration is widely used [105], a gen-
eral geometric validation in the radiotherapy setting remains di�cult [106]. The
accuracy of deformable image registration is dependent on both the parametriza-
tion of the algorithm and the contrast of the images. In this work we validated the
deformable image registration algorithm by tracking local landmarks (epiglottis,
posterior oral cavity) in a small number of patients and adjusted the parametriza-
tion such that the best match was obtained. In addition, we subtracted the defor-
mation vector �eld from each image and inspected the residual motion to ensure
that the registration fully resolved the motion around the tumor. Deformable im-
age registration was used to quantify tumor with sub-voxel precision. Sub-voxel
precision of the speci�c algorithm used in this work was demonstrated to detect
deformations at approximately 1/3 of the pixel size [61].

Tumor motion was quanti�ed over a 8 min period approximately 5 and 13 min
after the patient entered the MR scanner. While these times correspond with typ-
ical step-and-shoot intensity modulated radiotherapy (IMRT) treatment at our
institute, typical volumetric modulated arc therapy treatment times are approxi-
mately half [107]. For the volumetric modulated arc therapy (VMAT) treatment
times we calculated the PTV margins by halving the tumor shift between the two
cine MR scans (Supplementary information V). Note that VMAT and hypofrac-
tionation will counterbalance the assumption that swallowing has a relatively low
contribution to total accumulated dose. However, ultimately it is the percentage
of time per fraction that the person is swallowing which is important, which does
not di�er between VMAT or IMRT.

The motion analysis provides a representative overview of the tumor motion in a
large group of patients with head-and-neck cancer, however the analysis has some
inherent limitations: (1) Left{right (through-plane) motion can a�ect the image
registration, however previous studies reported the motion to be small compared
to slice thickness of 10 mm used in our acquisition [97]. (2) The tumor motion
between the two cine MR scans was processed as a linear trend. This assumption
is not completely valid but it is the most reasonable approach for the presented
data [20]. (3) The persistence of the tumor motion over a prolonged period of
treatment is unclear. For example, swallowing incidence is known to vary over
the course of the treatment [91].

Intrafractional tumor motion was quanti�ed in 84 patients using cine MRI with
deformable image registration and population-based PTV margins were calcu-
lated for patients with head-and-neck tumors. Although the average tumor mo-
tion was small (95th percentile motion < 3.0 mm), tumor motion varied consid-
erably between patients (0.1{12.0 mm). Incorporating the tumor motion in the
margin recipe expanded the CTV to PTV with 0.2 mm for nasopharyngeal tu-
mors, with 0.6 mm for oropharyngeal tumors and with 1.7 mm for laryngeal
tumors.
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Abstract

Purpose : To propose an explicit bSSFP signal model that predicts eddy
current-induced steady{state disruptions and to provide a prospective,
practical and general eddy current compensation method.

Theory and Methods : Gradient impulse response functions (GIRF)
were used to simulate trajectory-speci�c eddy current-induced phase er-
rors at the end of a repetition block. These phase errors were included in
bloch simulations to establish a bSSFP signal model to predict steady-
state disruptions and their corresponding image artefacts. The signal
model was embedded in the MR system and used to compensate the
phase errors by prospectively modifying the phase cycling scheme of the
RF pulse. The signal model and eddy current compensation method
were validated in phantom and in vivo experiments. In addition, the
signal model was used to analyze pre-existing eddy current mitigation
methods, such as 2D tiny golden angle radial and 3D paired phase en-
coded Cartesian acquisitions.

Results : The signal model predicted eddy current-induced image arte-
facts, with the zeroth order GIRF being the primary factor to predict
the steady{state disruption. Prospective RF phase cycling schemes were
automatically computed online and considerably reduced eddy current-
induced image artefacts. The signal model provides a direct relationship
for the smoothness of k-space trajectories, which explains the e�ective-
ness of phase encode pairing and tiny golden angle trajectory.

Conclusion : The proposed signal model can accurately predict eddy
current-induced steady{state disruptions for bSSFP imaging. The sig-
nal model can be used to derive the eddy current-induced phase errors
required for trajectory speci�c RF phase cycling schemes, which consid-
erably reduce eddy current-induced image artefacts.

Keywords : MRI, Eddy current, bSSFP, GIRF, RF phase cycling, non-
Cartesian
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3.1 Introduction

Balanced steady-state free precession (bSSFP) sequences o�er the highest signal-
to-noise ratio (SNR) [108{110] and encode multiple physical parameters into the
signal [111,112]. However, the sequence is prone to eddy current-induced steady-
state disruptions that can severely compromise image quality or the physical
parameter quanti�cation [113,114]. These eddy currents are a direct consequence
of the gradients used for the spatial encoding [115,116]. In particular, the gradi-
ents that change dynamically over repetition blocks disrupt the steady{state (e.g.
phase encode gradient), while the static gradients do not (e.g. slice{selection gra-
dient). Here a repetition block is de�ned as the pulse sequence diagram with
length of one repetition time. These eddy current e�ects alter the signal evolu-
tion and therefore have to be corrected prospectively. One strategy to reduce the
impact of the eddy currents is to select an encoding scheme that smoothly varies
the gradient waveforms across sequential repetition blocks. This strategy has
been applied to reduce the impact of eddy currents in Cartesian bSSFP imaging
using phase encode rearranging [114, 116, 117], phase encode grouping [115, 118]
or phase encode averaging [119]. Similar developments were reported in non-
Cartesian bSSFP imaging that primarily aim to minimize angular increments
while maintaining incoherent aliasing properties and robustness to motion arte-
facts [120{122].

While these smoothly varying encoding schemes are e�ective at reducing eddy
current artefacts, they considerably constrain the k-space trajectory design pa-
rameter space, leading to sub-optimal encoding e�ciency. Further, the e�ec-
tiveness of these smoothly varying encoding schemes is dependent on sequence
parameters, such as the resolution, and therefore do not provide a general solu-
tion. A second, and more general, proposed strategy is to annihilate the eddy
current e�ect through partial slice dephasing (through-slice equilibration) [115].
However, this method requires modi�cation of the slice select gradient and is
therefore not applicable to 3D acquisitions. A third proposed method is to mon-
itor the eddy current-induced magnetic �eld perturbations during a calibration
scan using a dynamic �eld camera [123] and to subsequently correct the corre-
sponding phase errors by prospectively inserting small gradients and adjusting
the RF phase cycling (RF-PC) scheme of the excitation pulse [124]. While these
"run-time" adjustments require only minor sequence modi�cations and provide a
direct and e�ective compensation method, they require additional hardware and
a calibration scan, which considerably reduces the practicality for clinical imple-
mentation. From these observations it is evident that there is a clear need for a
deterministic signal model that can relate system-dependent eddy current prop-
erties to sequence speci�c steady-state disruptions and subsequently to bSSFP
image artefacts. Such a general signal model could be taken into account for
numerical or empirical sequence optimization or could be used for the direct com-
pensation method [124].

Recently, the Gradient Impulse Response Function (GIRF) has been proposed as
a comprehensive method to characterize the linear and time-invariant behaviour
of the entire gradient system [76]. This characterization includes the eddy current
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behavior and therefore we hypothesize that the GIRF should contain all the infor-
mation required to describe the steady-state disruptions in bSSFP acquisitions.
In this work we show that these eddy current e�ects are indeed deterministic and
can be predicted given the gradient waveform and the system-speci�c GIRF. We
propose an explicit bSSFP signal model, based on the GIRF, that predicts the
impact of the eddy currents on the steady-state. First we use this signal model
to show that the largest component in the steady-state disruption originates from
the zeroth order eddy currents. Second, we show with phantom experiments that
the proposed signal model can accurate predict eddy current image artefacts for
both Cartesian and non-Cartesian acquisitions. Third, we revisit the prospec-
tive compensation method that adjusts the phase of the excitation pulse and
we derive the input for RF-PC directly from the GIRF. We demonstrate that
GIRF-based RF-PC counteracts the eddy current e�ects and therefore reduces
steady{state disruptions. Finally, we show that the proposed method works for
2D/3D Cartesian and non-Cartesian sequences and is in principle applicable to
any MRI trajectory.

3.2 Theory

3.2.1 Eddy currents and bSSFP signal model

Balanced steady-state free precession sequences converge to a steady-state if the
following three conditions are met: 1) TR << T 2; 2) The gradients must be
zeroth moment nulled; 3) The total phase accumulation (� ) due to B0, gradient
waveforms (G(t)) and RF-pulses must be constant over repetition blockn. Bieri
et al. showed that eddy currents can violate condition 3) and therefore disrupt
the steady-state [110, 115]. The e�ect of steady-state disruption can be directly
related to eddy current-induced time-varying magnetic �elds that accumulate
additional phase � � (n) in the transverse magnetization (mxy ). This � � (n) can
be decomposed in spatially uniform (0th order), spatially linear varying (1 st order)
and higher order (nth order) magnetic �eld components. In this work we refer
to these components as �B0(n; t ) that induces � � 0(n) and � G(n; t ) that induce
� � 1(n) with total phase error � � (n; r ) = � � 0(n) + � � 1(n; r ). Fischer et al.
showed that higher order �eld contributions are unlikely to exhibit a considerable
e�ect on these phase errors and therefore they are ignored in the signal model
[124]. Note that � � 1(n; r ) is a function of distancer from isocenter. The � � (n; r )
over the entire repetition block can then be described as Eq.3.1.

� � (n; r ) =
X

ax 2 x;y;z



Z T R

0
[� B0;ax (n; t ) + � Gax (n; t ) r ] dt (3.1)

Here 
 is the gyromagnetic ratio and ax are the x,y,z axes of the physical gra-
dient coils. The eddy current-induced time-varying magnetic �elds � Gax and
� B0;ax are a function of the gradient waveformsGax (t). The relationship be-
tween these �elds andG(t) can be approximated using the zeroth and �rst order
Gradient Impulse Response Functions (GIRF 0;1) [76]. The zeroth order GIRF
(GIRF 0) describes the spatially uniform �eld modulations and the �rst order
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GIRF ( GIRF 1) describes the spatially linear �eld modulations. The GIRFs can
be used to express Eq.3.1 in terms of the known quantityG(t) Eq.3.2.

� � (n; r ) =
X

ax 2 x;y;z



Z T R

0
[GIRF 0

ax � Gax (n; t ) + GIRF 1
ax � Gax (n; t ) r ] dt (3.2)

The process of computing � � (n; r ) for a standard 2D Cartesian gradient echo se-
quence is illustrated in Figure 3.1. Note that Figure 3.1 shows actually measured
�eld responses where � � 1 is calculated at r = 10 cm (o� iso-center). Eq.3.2 pro-
vides the full description of eddy current-induced phase accumulation �� (n; r ),
just before the next RF pulse, that could be used to simulate the steady-state
disruption.

Figure 3.1: Eddy currents and bSSFP signal model: Top image shows the gradient
waveforms corresponding to a typical 2D Cartesian bSSFP acquisition. Left column: The
gradient waveform is processed with the GIRF 0 , which induces a �eld modulation � B 0 that
decays slowly in time. Integrating � B 0 over time gives the eddy current-induced phase error
� � 0 , which is nonzero at the end of the repetition block (red dashed line). Right column:
The gradient waveform is processed with the GIRF 1 , which induces a gradient modulation
� Gstr that decays rapidly in time. Integrating the � Gstr at 10 cm o� iso-center gives eddy
current-induced phase error � � 1 , which is nonzero at the end of the repetition block (red dashed
line). Bottom image: Shows a zoom image of the last 200 �s of the repetition block, which
demonstrates the nonzero phase errors. Note that � � 0 >> � � 1 for both axes. Note that the
blue shades indicate the X-axis and the green shades indicate the Y-axis. Lighter colors indicate
the zeroth order e�ects and darker colors indicate the �rst order e�ects.
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3.2.2 Reduced bSSFP signal model

In Eq.3.2, the total phase error � � (n; r ) is dependent on the spatial coordinate
r, which complicates a straightforward signal model. We observed from system
measurements that in general � � 0 >> � � 1 holds true for all sequences. Fig-
ure 3.2 provides evidence to support this assumption by showing measured �eld
responses for three sequences. These sequences were selected to have minimal
dead-time between the spatial encoding gradients and the sequential RF pulse
to maximize the impact of �rst order e�ects. A physical explanation to justify
� � 0 >> � � 1 could be that short lived eddy currents are more prevalent in the
�rst order e�ects, compared to longer lived eddy currents in the zeroth order
e�ects. Using this assumption we can simplify Eq.3.2 to Eq.3.3.

� � (n) =
X

ax 2 x;y;z



Z T R

0
[GIRF 0

ax � Gax (n; t )] dt (3.3)

Figure 3.2: Comparison of zeroth order vs �rst order eddy current-induced phase
errors: The three rows represent three di�erent sequences where the RF pulse is positioned
as close to the gradient waveform as possible. This setup provides a scenario where the faster
decaying �rst order e�ects could induce large phase errors. Column 1 indicates the investigated
gradient waveform. Column 2 represents the corresponding phase errors. Column 3 represents
a zoom of the phase error focused on the sequential RF pulse. The phase error at t = TR
(center RF pulse) were for Cartesian: � � 0

M;P = [ � 20:2� ; � 7:3� ] vs � � 1
M;P = [0 :9� ; 0:0� ].

Radial: � � 0
M;P = [ � 18:7� ; � 6:9� ] vs � � 1

M;P = [0 :6� ; � 0:3� ]. Spiral: � � 0
0M; P = [3 :5� ; 1:4� ]

vs � � 1
M;P = [0 :2� ; 0:3� ]. Here you can observe that � � 0 >> � � 1 with an average factor of

more than 20. The subscripts in the second column follow the structure of � � 1
X;M , which

correspond to the impact of the x gradient coil on the M gradient waveform.

Eq.3.3 is valid when we consider the repetition blocks individually, but becomes
incomplete when we take the sequence history into account. The actual phase ac-
cumulation � � (n) at repetition block n will also be a function of the (un�nished)
phase accumulation during repetition block n-1 � � (n � 1). For clearer notation
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we write � � (n) = � � n (n) + � � n � 1(n), where the subscript denotes the repeti-
tion block from where the phase errors are generated and the brackets denote the
repetition block where the phase errors are evaluated. In particular, for balanced
gradient waveforms, the un�nished phase accumulation � � n � 1(n� 1) will compen-
sate in the repetition block n to zero. In other words, � � n � 1(n� 1) = � � � n � 1(n),
where we assume that eddy currents are long enough to induce phase errors in
the �rst block, but short enough to decay within the second block. This compen-
sation of the phase accumulation is related to the linear time-invariant behavior
of the gradient system, where bipolar gradient waveforms induce opposing and
time-delayed phase errors. Therefore, the total phase error in repetition blockn
becomes Eq.3.4.

� � tot (n) = � � n (n) � � � n � 1(n) (3.4)

Here � � tot (n) is the total eddy current-induced phase error experienced by the
magnetization, which is induced by gradient waveforms from the previous repe-
tition block � � n � 1(n) and the current repetition block � � n (n). Note that this
equation directly relates to the concept of using smooth trajectories, which in-
herently minimize the change of gradient waveforms from TR-to-TR ( dB

dT R ). Low
dB

dT R ensures that � � n (n) � � � n � 1(n) � 0 and therefore little phase accumulation
occurs. Throughout this work we calculate � � tot (n) for every repetition block
and we incorporate the phase error as additional phase accumulation prior to the
next RF pulse.

3.2.3 Prospective GIRF-based RF phase cycling

The signal model in Eq.3.3 assumes that �� (n) is spatially uniform and can
accurately be predicted based on theGIRF 0. These spatially uniform e�ects
can be compensated by adjusting the transmit phase of the sequential RF pulse,
i.e. setting �( n) equal to � � (n) [124]. This adjustment restores the refocusing
mechanism of the bSSFP sequences and therefore prevents the disruption of the
steady{state. We refer to this method as prospective RF phase cycling (RF-PC)
and the mechanism is illustrated in Figure 3.3. The RF-PC scheme then becomes
a function of the gradient waveform and can simply be superimposed on conven-
tional phase cycling schemes. Note that RF-PC is only valid under the instanta-
neous RF pulse assumption, extension to �nite-length RF pulses would require a
frequency modulated RF pulse design to accommodate the varying �� (n; t ) errors
during the pulse. However, basic Bloch simulations showed that the instantaneous
RF pulse assumption provides satisfying results for short pulses (< 1ms), which
are generally used in bSSFP acquisitions.

3.3 Methods

Gradient impulse response functions were measured to parameterize the signal
model. The signal model was then used to simulate single isochromat steady{
state disruptions for varying o�-resonance conditions (� B0). These simulations
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Figure 3.3: Schematic overview of the prospective RF phase cycling (RF-PC)
method . Top row: Consider the spin ensemble ( M 0 (0)), which experiences � B 0 �eld modula-
tions due to eddy currents. The � B 0 induces phase accumulation � � , which rotates the trans-
verse magnetization 45 � along the longitudinal axis (z) ( M 0 (T R). This rotation is nonzero when
the sequential RF pulse is applied, which misaligns the newly excited longitudinal magnetization
(red arrow) with the transverse magnetization ( M 1 (0)) (black arrow). This misalignment prop-
agates over multiple repetition blocks and eventually leads to considerable signal disruptions.
Bottom row: Consider the same spin ensemble with the same eddy current-induced phase
accumulation. Now the phase of the RF pulse � is modi�ed such that the RF pulse aligns the
newly excited longitudinal magnetization with the transverse magnetization, therefore restoring
the refocusing mechanism.

provided insight on how to setup the validation experiments. The �rst validation
experiment included phantom acquisitions, where simulated artefact images were
compared to measured artefact images. During these experiments linear shim
gradients were applied to emphasize the dependence of the steady{state disruption
on � B0. The second validation experiments included brain acquisitions, where
prospective RF phase cycling was used to reduce eddy current artefacts.

3.3.1 GIRF measurements

To characterize the gradient system we measured the zeroth and �rst order �eld
responses on a 1.5T MRI (Ingenia, Philips). Twenty-one triangular gradients
with maximum slew rate (180 T/m/s) and varying gradient amplitudes (8.0-22.5
mT/m) were measured using a 15 cm spherical phantom. The zeroth and �rst
order �eld responses were measured using a variation of the thin slice method
[75, 125, 126]. A more detailed description of the measurements are reported in
Supporting Information I.

3.3.2 bSSFP signal simulations

To investigate the impact of the eddy current-induced phase errors on the steady{
state we computed � � (n) for three di�erent spatial encoding schemes: 1) Lin-
ear phase encoding (Lin-PE); 2) Random phase encoding (Rnd-PE) and; 3)
Golden angle radial (GA-Rad) encoding. Lin-PE was selected because of its
widespread usage in clinical protocols and robustness to eddy current e�ects.
Rnd-PE was selected because it resembles the relatively large jumps in k-space
that are commonly seen in highly undersampled acquisitions for compressed sens-
ing [66, 127, 128], low-high pro�le ordering for low latency imaging [129] or k-t
sampling patterns [114,130] for dynamic imaging. GA-Rad was selected to repre-
sent non-Cartesian with widespread utility in dynamic imaging [131]. The � � (n)
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depend on the sequence parameters and were based on the acquisitions described
in Table-1. The maximum � � (n) can be expressed per gradient axes and were
� � x = 6 :5� for the Cartesian scans and � � x = � 8:8� / � � y = � 10:2� for the
radial scans. These � � (n) were included in the Bloch model to simulate a single
isochromat's convergence to the steady-state. The isochromat that was simulated
had the following properties: T1 = 1000 ms, T2 = 80 ms and B1 = 1 :0. Note that
the simulations start in the fully relaxed spin state (M z = 1). The simulations
were repeated for a range of o�-resonances �B0 2 [� 300Hz; 300Hz] to create
bSSFP signal pro�les.

3.3.3 Artefact simulation and experimental validation

To validate the proposed bSSFP signal model we designed two phantom experi-
ments (Cartesian and Radial encoding) that were compared with simulations. In
both experiments we acquired artefact-free images using a Lin-PE bSSFP acqui-
sition and we acquired aB0-map. These data were acquired with a linear shim
gradient (1 mT/m) in one direction to highlight the signal dependence on the
� B0. Both the B0-map and the artefact-free image were used with the GIRFs to
predict the eddy current-induced image artefacts. The predicted eddy current-
induced artefact images were visually compared with measurements with and
without RF-PC. All experiments were preceded with 5 seconds of dummy TRs
to reduce transient state oscillations and all experiments used a short Gaussian
shaped RF pulse with time-bandwidth product = 2.

Random phase encoded 3D Cartesian acquisition 3D k-space data were ac-
quired using a random phase encoded (Rnd-PE) scheme with sequence parameters
that facilitate minimal repetition time. Relevant sequence parameters are shown
in Table 1. Subsequently the scan was re-acquired with a random paired phase
encoded (Rnd-P-PE) scheme, which is known to reduce eddy current-induced im-
age artefacts [115]. The acquisitions were repeated using RF-PC with maximum
phase errors of � � x = � 6:5� / � � y = � 8:1� . Note that the phase errors of all
the phase encode lines are a linear combination of �� x and � � y .

Golden angle 2D Radial acquisition: 2D k-space data were acquired using
a golden angle radial (GA-Rad) scheme with sequence parameters that facilitate
a minimal repetition time. Relevant sequence parameters are shown in Table
1. Subsequently the scan was re-acquired with a tiny golden angle (tGA-Rad)
scheme, which is known to reduce eddy current-induced image artefacts [121]. The
acquisitions were repeated using RF-PC with maximum phase errors of �� x =
� 8:8� / � � y = � 10:2� . Note that the phase errors corresponding to a speci�c
radial angle is a linear combination of � � x and � � y .

3.3.4 In vivo experiments:

This study was approved by the local institutional review board. Following writ-
ten informed consent, two healthy volunteers were scanned. Three-dimensional
random encoded Cartesian and 2D golden angle radial scans were acquired in
the brain with and without RF-PC. Sequence parameters were equivalent to the
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