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A B S T R A C T

Freeze-thaw weathering is an important surface process and the complex underlying processes can be under-
stood as an interplay between rock properties and its dynamic environment. Multiple researchers coming from
different scientific disciplines have contributed to the present-day knowledge on the matter and misconceptions
still prevail. In a changing climate, the multidisciplinary insights into freeze-thaw action are crucial for a better
understanding of rock weathering in natural and anthropogenic environments. In this review, a series of la-
boratory and in-situ field tests are presented to illustrate the present-day methods to assess freeze-thaw
weathering. Over the last century, these methods led to insights and the development of theories on damage
mechanisms. Presently, it is accepted that crystallization pressure is responsible for the majority of stresses in the
material's pores. Damage is induced when these stresses overcome the local tensile strength. Since most of the
methods used to derive and validate stress build-up theories are indirect observations of parameters related to
the phase transition, it is hard to reach a consensus on the exact explanation for stress development. Direct
observations, which require actual real-time observation of the pore space during a freeze-thaw cycle, are
therefore favoured to reach agreement. Eventually, the goal is to achieve a better insight on which processes
potentially occur, how these vary with different environmental, temporal and spatial conditions and under
which circumstances damage is inflicted.

1. Introduction

Freeze-thaw (FT) weathering is one of the most important factors in
deterioration of rocks and other porous geomaterials in areas where the
temperature periodically fluctuates around the freezing point (e.g.
Matsuoka and Murton, 2008). When the temperature drops below the
freezing point, moisture bearing materials will be subjected to internal
stresses caused by the phase transition from water to ice (Winkler,
1968). These stresses are consequently released during thawing. In
natural circumstances, most materials will not disintegrate due to one
FT cycle, but sequential FT loading will cause deterioration of the
porous subjects. Generally, by subsequent freezing and thawing, the
materials gain in porosity through the introduction of micro-cracks
(Martinez-Martinez et al., 2013). This is expressed in overall weakening
of material. At the same time, aesthetic problems arise when for ex-
ample building stones lose grains, flakes or crumbles from the outer
surface as a consequence.

Because of the wide importance of FT weathering, this phenomenon
has been extensively studied in different fields of research, such as

geology, soil science, physics, geomorphology, geo- and civil en-
gineering. Mostly studied materials include natural building stones,
soils and bedrock, but also extensive research has been performed on
engineered cementitious materials, such as concrete and mortars, and
ceramics. In the case of soils, the aggregates of which they consist are
broken up by ice formation (Oztas and Fayetorbay, 2003), causing
changes in the chemical (Koponen and Martikainen, 2004), physical
(Dagesse, 2013) and biological (Feng et al., 2007) properties of the soil.
In periglacial environments, frost heave of soil due to the development
of ice lenses (Peppin and Style, 2013; Taber, 1930, 1929) results in the
breakdown of structures, such as roads, railways, pipes, pavements and
buildings. Moreover, frost action can be considered one of the major
agents to disintegrate solid bedrock into transportable sediments
(Anderson, 1998; Matsuoka and Murton, 2008). Through the produc-
tion of a loose top layer of rock fragments, FT weathering indirectly
contributes to hazards, such as rock falls, rock slides and debris flows
(Matsuoka and Sakai, 1999). These hazards are able to damage infra-
structure, block rivers and roads, and are an immediate danger to
human lives.
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Regions prone to FT weathering are closely related to the global
climate. As the latter is changing, regions affected by this weathering
phenomenon will change accordingly. For a certain area, these changes
comprise differences in temperature range, duration and frequency of
FT events. Soil, for example, can lose some of its insulation due to a
decreasing thickness of the overlying snowpack, causing an increased
sensitivity to FT events (Henry, 2007). Also in mountainous areas, the
change in FT activity has an impact on the sediment delivery downslope
(e.g. Anderson et al., 2013; Sass and Oberlechner, 2012). Through
global warming, buildings and archaeological remains in Western
Europe are expected to be less affected by FT events in the future while
the occurrence of these events will increase in areas of high altitude
and/or latitude (Grossi et al., 2007). Differences in FT risk can also be
found on a regional scale (Lisø et al., 2007) and more local scale, in-
fluenced by e.g. the urban heat island or the location within a building
(Guilbert et al., 2019; McAllister et al., 2013; Vandemeulebroucke
et al., 2019).

In the presently changing climate, it is expected that the employed
materials are more durable, which implies they need to have a pro-
longed service life. Therefore, degradation due to FT episodes is highly
undesirable. Moreover, buildings have to be energy-efficient and, for
this reason, insulation is most often placed either inside or outside the
outer bearing walls. Interior insulation, however, leads to an inefficient
drying of the outer walls, which might accelerate the FT weathering of
the wall (Künzel, 1998; Vandemeulebroucke et al., 2019; Vereecken
et al., 2015). Consequently, construction materials are necessarily
highly FT resistant in sensitive areas, and, moreover, they need to en-
dure future environmental changes, such as change in atmospheric
humidity and temperature.

Damage by FT action is presently mainly attributed to crystal-
lization pressure (Everett, 1961; Scherer, 1999; Steiger, 2005a, 2005b;
Steiger et al., 2014; Walder and Hallet, 1985). Also volumetric expan-
sion (Hirschwald, 1908) and hydraulic pressure theory (Powers, 1945)
have been used as mechanisms for stress generation. Most por-
omechanical models actually attribute the largest part of the stress to
hydraulics (Coussy and Monteiro, 2007; Eriksson et al., 2018;
Koniorczyk et al., 2015) and it is also proposed that the freezing of
isolated pockets of water could inflict a considerable amount of pres-
sure (Chatterji, 1999). All theories are based on thermodynamic and/or
poromechanical models and are validated by indirect methods, such as
the measurement of length changes. Most recent experiments interpret
the crystallization pressure as main mechanism from the observations
(De Kock et al., 2015; Ruedrich and Siegesmund, 2007).

Extensive research has been performed on FT weathering in mul-
tiple scientific disciplines and each discipline has its own scale on which
FT processes are acting and consequently also its own methods to tackle
FT related phenomena. Therefore, a multidisciplinary framework that
enables scientists to continue fundamental research on the acting

damage mechanisms is built in this review. Frost susceptibility is re-
lated to different material properties, and therefore, this review begins
with a description of those properties of three heavily studied main
classes of porous solids, which are natural stones, cementitious mate-
rials and ceramics. Despite the focus of this review lies on these rigid
materials, the processes occurring during ice crystallization are equally
valid for less rigid materials, such as soils. An overview on the different
damaging mechanisms proposed throughout the last century is given
before proceeding to a theoretical background on thermodynamics
during growth of ice in pores and the resulting pressures. Next it is
discussed how these pressures can lead to FT damage patterns.
Subsequently, different methods to investigate FT processes are eluci-
dated. Since a number of environmental and material parameters can
vary both in the lab and on the field, a closer look is taken at the in-
fluence of these parameters on the behaviour towards FT weathering.
Finally, special attention is given to the potential and recent develop-
ments of pore-scale imaging (e.g. De Kock et al., 2015) as well as the
future possibilities of these techniques in resolving remaining issues in
FT research.

2. Structure of porous mineral materials

Weathering studies essentially have three main attributes: material
properties, moisture conditions and thermal conditions (Hall, 1999).
Whereas the latter two factors are highly variable and environmentally
related, the material properties can be defined quite accurately. These
properties, such as pore-size distribution, strength and elastic moduli all
link back to the structure of the material, which consists of two main
parts: the solid phase and the pores. The solid phase is mostly re-
sponsible for the mechanical strength of a building material, which is
assumed to be governed by strength of the mineral phases present and
extent of bonding or cementation (Merriam et al., 1970). The char-
acteristics of the pores, such as the total pore volume, size, shape and
connectivity, will determine the conditions for fluid transport within
the subject (Hall and Hoff, 2002). The magnitude and the location of
internal stresses, caused by ice crystallization, then again depend on the
pore characteristics. Hence, the combination of both solid phase and
pores, as present in the structure, will determine the weathering be-
haviour (Benavente et al., 2004; Maage, 1984). As the origin of porous
mineral materials is very diverse, the internal structure varies widely
(Figs. 1 and 2), as does frost susceptibility. It is necessary to give an
overview of the different kinds of materials and their structure to un-
derstand their mechanical properties and, consequently, their weath-
ering behaviour.

Rocks can be of sedimentary, magmatic or metamorphic origin, with
their structure or fabric defined by the geological formation process.
Magmatic rocks are composed of angular mineral grains which have
interlocked during crystal growth from a melt. Their mechanical

Fig. 1. 3D renderings of X-ray micro computed tomography (μCT) data from four different porous materials, explanatory for the different pore sizes and structures
materials can have. (a) a porous (30%) limestone, (b) a low porous (2%) limestone with no visible pores, (c) a brick (32% porous) with a variety of visible pore sizes
and (d) mortar (18% porous) with visible air voids and invisible capillary pores. (a), (c) and (d) have sample diameters of 1 cm and were imaged with a resolution of
7 μm. The limestone in (b) was 2 cm in diameter and imaged with a spatial resolution of 15 μm. The spatial resolution restricts visualization and quantification of
smaller pores.

M. Deprez, et al. Earth-Science Reviews 203 (2020) 103143

2



strength is determined by the degree of interlocking of the grains,
which relies on their size and shape and the overall mineralogy
(Merriam et al., 1970). Here, pores are most commonly inter-granular
and intra-granular fissures, nanometric to micrometric in size
(Mosquera et al., 2000). The combination of strong crystal interlocking
and relatively low porosity (< 5% (Vosteen and Schellschmidt, 2003))
causes relative large mechanical strength. Metamorphic rocks are
somewhat similar to magmatic rocks, with a strong mineral interlocking
and a low porosity. However, some minerals, such as micas, are fre-
quently aligned in the direction perpendicular to the largest pressure
component during their formation. This oriented fabric often serves as
preferential weakness planes, which needs to be considered when me-
tamorphic rocks are used as building stones (Shea and Kronenberg,
1993). Of all rock types, sedimentary rocks are the most variable in
structure. In general, sandstones and limestones are often used for
building purposes due to their workability and availability and these
are therefore dominant in FT studies on building stones. These rocks
can consist of mineral grains, fossils and lithic fragments, which are
bonded either by their original sedimentary matrix, by precipitation of
a natural cement, by pressure-induced interconnection between dif-
ferent components or by a combination. The natural cement consists
mostly of calcite and quartz and the cement structure depends on the
ion-rich solution and diagenetic conditions during precipitation. The
porosity of sedimentary rocks ranges from almost zero to over 50%.
Since calcite components are prone to dissolution, relative large holes
caused by this process (secondary porosity) are not rare in calcareous
rocks. Also partial cementation causes the occurrence of large pores
within the uncemented rock parts. Mineral grains and the natural ce-
ment can have pores in the nanometre scale, while the pore size within
fossils can vary from the nanometre to the centimetre scale. Hence,
even within one rock, the porosity can vary largely, and the pore-size
can range from nanometre to centimetre scale with unimodal to mul-
timodal distributions (Figs. 1 and 2). Characterising the structure of a
these rocks therefore often needs to be performed from nano- to macro-
scale (De Boever et al., 2015).

Concrete and mortar are composed of mineral grains, or aggregates,
with a certain specified grain-size distribution, so that the cavities be-
tween coarser grains are filled by finer grains. The remaining space is
then filled with cement paste, a mixture of reactive cement powder and
water, which interlocks the aggregates during hardening. This structure
causes mortar and concrete compositions to have a high compressive
strength. The pore system is determined by the reaction between the
cement minerals and water, which forms calcium silicate hydrates (C-S-
H). The porosity of fully hydrated cement paste is 28% (Hall and Hoff,

2002; Powers and Brownyard, 1946), however, not all cement is able to
react with the water and a part of the liquid will therefore stay in the
volume as the cement hardens. Through this process, capillary pores
(10 μm – 10 nm) are created in the structure. Gel pores are even smaller
(10–0.5 nm) and form the space between C-S-H bindings (Fig. 1). Also
trapped air will be present in the total volume and will be present as
relatively large air voids (10 μm – 1 cm). As a result, the pore-size
distribution of concrete and mortar is mostly bimodal (Du and Folliard,
2005). The total porosity depends on the amount of water that was used
in the total mix. The larger this amount, the more water will be left
unreacted causing more capillary pores. In general, the porosities of
aggregates are almost negligible compared to that of cement paste.
Therefore, the total porosity within concrete or mortar is a trade-off
between the volume of cement, water and aggregates. It has been es-
tablished that an increase in large air void pores can be beneficial when
it comes to the FT resistivity (Powers, 1949). However, this increase is
disadvantageous for the strength of the material. Therefore, developing
a mixture is often a compromise between the strength and the dur-
ability requirements.

Ceramics, such as bricks and tiles, are made by heating a clay-based
mineral mixture. During heating, interstitial water will evaporate, dif-
ferent mineral phases will partially melt and others will transform into
more stable phases for a certain heating temperature. The strength of
ceramics is accomplished by a binding material that intertwines the
mineral components. This intertwining occurs by the growth of elon-
gated aluminium-silicate clay-derivates, such as mullite, during heating
to 1100 °C. The mineral composition of the clay and the firing tem-
perature are important for the internal structure of bricks (Cultrone
et al., 2004). In general, bricks produced at a relatively low temperature
(i.e. 700 °C) will have a higher porosity, a higher volume of relatively
small pores and a lower tensile strength (Maage, 1984). Carbonate-rich
clays will cause the largest volume of open pores due to the thermal
degradation of calcite. For bricks, a high firing temperature (i.e.
1000 °C) also causes larger rounded pores. In general, the porosity of
bricks ranges between 10 and 50% (Hall and Hoff, 2002) with pore
sizes varying from the nanometre to the millimetre scale (Figs. 1 and 2)
(Coletti et al., 2016).

3. FT damage mechanism theory

3.1. History of FT damage mechanisms

Over the past century, many researchers attempted to explain how
exactly this phase transition creates freezing-related stress in the pore

Fig. 2. Examples of pore-size distributions of four
different building materials determined by mercury
intrusion porosimetry (MIP) displayed as cumulative
relative frequencies (cum. rel. freq.) of pore sizes
between 1 nm and 100 μm. Due to this limit in de-
tection of the MIP technique, air voids in cement
paste and mortars and other large pores in bricks and
natural stones (Fig. 1) are not incorporated. The
natural stone (sandy limestone, data from De Kock
et al. (2017)) clearly shows a larger fraction of re-
latively large pores, while the pores in cement paste
are clearly in the nanometre range (data from Snoeck
(2016)). Natural stone, brick and mortars all show a
large fraction of pores between 1 and 0.1 μm.
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space. Hirschwald (1908) stated that the 9% volume increase during
the solidification of water was the main cause of frost damage in natural
building stones. This implies that when a material is 91% water satu-
rated, the volume increase can no longer be accommodated and the
material is supposed to suffer frost damage.

Since frost-induced damage already occurs in porous media with
saturation degrees below 91% (e.g. (Fagerlund, 2004; Martinez-
Martinez et al., 2013; Prick, 1997; Ruedrich and Siegesmund, 2007),
other mechanisms were considered eventually. Powers (1945) argued
that volumetric expansion causes unfrozen water to be pushed into the
smaller capillary pores. This flux could generate a hydraulic pressure
that was assumed to exceed the tensile strength of the concrete. This
theory enabled Powers (1945) also to explain the higher frost resistance
of air-entrained concrete, assuming that the higher concentration of air
voids in the air-entrained concrete was able to relief the hydraulic
pressure more efficiently. If less air voids are present in the matrix, the
risk for higher pressures in the smaller capillaries should increase.

However, contradictory observations caused Powers to review his
theory. Powers and Helmuth (1953) reduced the air void spacing to
enable an enhanced flux of pore water into the voids. Simultaneous
length change measurements revealed a contraction larger than the
thermal contraction, while a reduction in expansion by the hydraulic
pressure was expected. Moreover, as the cooling was stopped, no re-
laxation was observed in the concrete with air voids (Fig. 3). According
to the hydraulic pressure theory, a stress relaxation should occur as the
water makes its way to the large air voids. This led Powers (1975) to
withdraw his own theory, although several researchers believe that the
hydraulic pressures contribute to the internal stress in several specific
cases. Whenever a highly saturated material is sealed off with ice from
the outer atmosphere, the water trapped inside could still generate
sufficiently high hydraulic pressures to introduce damage (Chatterji and
Christensen, 1979). Also, when water-filled pores are surrounded by
growing ice crystals, hydraulic pressures can contribute to the internal
stresses (Chatterji, 2003). The extent of this hydraulic pressure then
relies on the cooling rate, the amount of supercooling prior to

nucleation (Sun and Scherer, 2010a) and the pore structure of the ce-
ment matrix (De Schutter, 2012).

The most feasible explanation for damage due to FT is founded on
ability of a crystal to push particles. Already halfway the 19th century,
Lavalle (1853) provided experimental evidence for pressure caused by
crystal growth. He observed crystals being pushed upward, as pre-
cipitation of matter occurred at their bottom surface. Fifty years later,
experiments by Becker and Day (1905) showed that an alum crystal has
the ability to lift a substantial weight. To facilitate growth at loaded
surfaces of a crystal, it is necessary to have a liquid film between the
constraint and the crystal (Becker and Day, 1916; Correns and
Steinborn, 1939; Taber, 1916). The existence of this liquid layer was
proven by Gilpin (1979) and, for pure water, its thickness is estimated
to approximately 0.9 nm (Brun et al., 1977).

Taber (1929, 1930) demonstrated that frost heave in soils also oc-
curs with liquids that do not undergo a volume increase while solidi-
fying, such as benzene, which counteracted the theory of volume ex-
pansion being the damaging mechanism in soils. Instead, he proposed
the formation of ice lenses at the freezing front, which is fed with
water from the capillary fringe below the freezing front. The thermo-
dynamic theory behind ice segregation was further developed in soil
research by Everett (1961). The theoretical pressures ice lenses and
wedges in soils could generate were then quantified in the work of
Miller (1972) and Gilpin (1980). Presently, the mechanisms for frost
heave and ice segregation are rather well understood and several soil
scientists have summarized and reviewed theories and models recently
(Groenevelt and Grant, 2013; Peppin and Style, 2013; Rempel, 2010,
2012).

Similar experiments with benzene as Taber (1930) were performed
on concrete and led to similar observations as for soils (Beaudoin and
MacInnis, 1974; Litvan, 1978). This similarity made Walder and Hallet
(1985) base their theory on crack widening of rocks by FT action on the
ice segregation theory developed for soils. Eventually, Scherer (1993)
used the same thermodynamical approach to explain pressure devel-
opment during freezing in cement paste. Due to the analogy with da-
mage done by salt crystal growth in porous media, the ability of a
crystal to push particles is mostly referred to as crystallization pres-
sures (Flatt et al., 2007; Scherer, 1999; Steiger, 2005a, 2005b).

3.2. Nucleation and ice growth in pores

The circumstances under which water will freeze are linked to the
thermodynamic conditions. If the temperature drops below the melting
point, it is thermodynamically more stable to crystallize. However,
without the occurrence of nucleation, liquid will remain in a metastable
state and this is referred to as supercooling. The interfacial free energy
between the metastable liquid and solid state forms an energy barrier
that prevents crystallization (Scherer, 1999). This barrier is overcome
when a cluster of tens to hundreds of molecules forms by molecular
movements in the liquid. If the cluster size has passed a critical size that
overcomes the Gibbs free energy, the cluster is called a nucleus and will
eventually evolve into a crystallite. Molecular clusters smaller than the
energetic threshold, will dissociate again (Kalikmanov, 2013). This
phenomenon is referred to as the Gibbs-Thomson effect (De Yoreo and
Vekilov, 2003). During nucleation and growth of ice crystals the energy
that is freed by the phase change is translated into latent heat release.
Homogeneous nucleation causes the liquid to overcome the energy
barrier spontaneously, which happens for pure liquid water at ap-
proximately −42 °C (Debenedetti, 2003; Sellberg et al., 2014).

Within porous geomaterials, however, crystallization is observed at
much higher temperatures than −42 °C. Heterogeneous nucleation is
triggered by ions, dust particles and interaction with topological surface
impurities, such as cracks and pits. These are locations that all have a
relatively low interfacial energy between the crystal and the solid pore
wall (γCS). Young's equation links the interfacial energies of the dif-
ferent phases present through (Adamson and Gast, 1997):

Fig. 3. Powers and Helmuth (1953) observed the length change (ΔL/L) evo-
lution of two concrete samples with a water-cement weight ratio (w/c) of 0.5
for a certain temperature program of the climatic chamber (T) of 70 min. In one
concrete mixture, an air-entraining agent was added to create a concrete with
air void spacing (L) of 375 μm. A very different length change behaviour is
noticed between the air-entrained concrete (solid ΔL/L curve) and the concrete
without air voids (dashed ΔL/L curve) (after Scherer and Valenza, 2005).
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= −γ γ γ θcosCS LS CL (1)

with γLS the interfacial energy between the liquid and the pore wall, γCL
the interfacial energy between the ice crystal and the liquid and θ the
contact angle between a crystal and the pore wall. Following Eq. (1), a
favourable nucleation spot (minimal γCS) requires a small θ (< 90°).
Most of the pore walls typically have a θ exceeding 90°, which causes
crystal nucleation and growth to experience resistance (Scherer, 1999).

As small crystallites experience a capillary pressure as a result of
their interfacial free energy, their melting temperature T is decreased
according to the Gibbs-Thomson equation (Scherer, 1993, 1999):

= −
∆

T T
γ K

Sm
CL CL

fv (2)

where Tm is the melting point of a bulk ice crystal (≈273.15 K), γCL is
the crystal/liquid interfacial free energy (≈0.0409 J m−2), ΔSfv is the
molar entropy of fusion (≈1.2 J cm−3 K−1) and KCL is the curvature of
the crystal-liquid interface and is defined by the principle radii of
curvature +r r

1 1
1 2

. For spherical crystals (r1 = r2) with radii of 67 and
33 nm, the melting point is reduced by 1 and 2 °C respectively (Scherer,
1999). Hence, for these small crystals, a higher supercooling is required
to stabilize them (Scherer, 1993). Additionally, since the surface to
volume ratio is very high for small crystallites, it is energetically more
favourable to grow larger crystals. The relatively large crystallites will
therefore win the competition on behalf of the smaller ones and they
will grow accordingly. Under equilibrium conditions at a given tem-
perature, all crystals have the same interface curvature KCL (Scherer,
1999). Once nucleation has occurred, an ice crystal grows rapidly. At
−1 °C the growth rate is 1600 μm/s (Hillig and Turnbull, 1956) and a
water-filled pore of 200 μm would hence be filled with ice in ap-
proximately 0.12 s (Scherer and Valenza, 2005).

A water film with thickness δ (≈0.9 nm) exists between the ice
crystal and the pore wall (Gilpin, 1979; Webber et al., 2007), as a result
of repulsive forces (or disjoining pressure) between both solid phases
(Israelachvili, 2011). Hence, a pore-filling crystal with radius rc relates
to the pore radius rp by rp = rc + δ. Water can migrate through this
surface film via diffusion over a characteristic time te ≈ x2/D, with x
the distance between two points and D the diffusion coefficient, which
is estimated to be 10−11–10−12 m2/s in such water films (Scherer,
2006). For crystal growth into cylindrical pores, the curvature of the
ice/liquid interface is written as:

= −K θ
r

2 cos
CL

p (3)

With the existence of a water film between the ice and the pore wall,
the contact angle (θ) is approximately 180°, which reduces KCL to −2/
rp. Thus, from [2] and [3], the conditions for the penetration of a cy-
lindrical pore can then be defined as:

≥ +
∆ ∆

r
γ

T S
δ

2 CL

fv
p

(4)

With ΔT the freezing point depression T − Tm.

3.3. Crystallization pressure

The liquid layer sustains itself by disjoining van der Waals forces
between the crystal and the pore wall with a magnitude of several tens
of MPa (Israelachvili, 2011). Hence, water can flow to the crystals,
which secures growing possibilities. To prevent a crystal from growing
larger than the pore, the pore wall must counterpart the pressures
transmitted through the liquid layer. These are often referred to as
crystallization pressures (Scherer, 1999).

In addition to a liquid layer, a constant flow towards the crystal is
needed to continue growth. In other words, the liquid layer has to at-
tract water molecules that are hydraulically connected. Everett (1961)
found that it is energetically more favourable to grow crystals in the
larger pores of the system first, while water in the smaller pores remains
in a supercooled liquid state. Hence, at a certain temperature below the
freezing point, a reservoir of unfrozen water is available and able to
feed growing crystals in larger pores.

The tensile stresses caused by crystallization pressure can be
quantified using a thermodynamical approach on a single crystal in a
cylindrical pore (Fig. 4). The outer ends of a crystal growing in a cy-
lindrical pore have a curvature κCL

E = 2/(rp − δ), while curvature of
the cylindrical side part of the crystal is given by κCL

S = 1/(rp − δ). As
the temperature is the same on all sides, both the top and the confined
cylindrical side will try to grow. To prevent growth of the cylindrical
side, additional pressure is provided by the pore wall (PA) (Scherer,
2004):

= − =
−

P γ κ κ
γ

r δ
( )

( )A CL CL
E

CL
S CL

p (5)

Maximal pressure occurs in large pores with small entries (Fig. 4).
When a crystal grows in a pore with rp with small entry radii
(rE < < rp), the curvature of the ice in the large pore is almost flat
compared to the curvature at the pore throat. This way, κCLS ≈ 0 and,
hence the pressure only depends on the high curvature of the crystal in
pore entry (κCLE) ((Scherer, 2004).

≈ =
−

P γ κ
γ

r δ
2

( )A CL CL
E CL

p (6)

In a cylindrical pore, the total crystallization pressure (PC) exerted
on the pore walls will be a tensile hoop stress written as:

= ≈
−

P P γ
r δ2 ( )C

A CL

p (7)

During thermodynamic equilibrium, the curvature and energy of the
crystal-liquid and liquid-vapour interfaces relate as
γCLKCL

E = − γLVKLV (Everett, 1961; Scherer, 1993). Since, for water,
γCL < γLV, the curvatures relate as KCL

E > KLV. Therefore, an ice
crystal nucleated within a water-filled pore is not able to drain water
from a cylindrical neighbouring pore. In contrast, when the

Fig. 4. Left: Image of an ice crystal (dark blue) sur-
rounded by water (light blue) in a cylindrical pore
with radius rp + δ and the mineral pore walls in
grey. The curvature at the end is given by κCL

E while
the curvature at the cylindrical part is given by κCL

S

(from Scherer (2004)). Right: A large pore with ra-
dius rp with two small entries (radius rE + δ). As ice
tries to intrude the small entries, the curvature of the
intruding ice crystal is a lot more significant than the
curvature of the ice in the large pore. Therefore, the
largest pressure is found in the entrances of these
small pores (from Scherer (2004)). (For interpreta-
tion of the references to colour in this figure legend,
the reader is referred to the web version of this ar-
ticle.)
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temperature is low enough, it is the water that draws the ice into the
cylindrical pore. Through balancing of the menisci, ice is however able
to drain a tapered pore with the narrow end towards the crystal
(Scherer and Valenza, 2005).

The pressure in the pore water (PL) under thermodynamical equi-
librium is given by (Scherer, 1999):

− = −
−

P P
γ

r
2

( δ)L e
CL

p (8)

With Pe the equilibrium vapour pressure. Hence, in these conditions,
crystallization pressure (PC) cannot overcome the negative capillary
pore pressure. For this reason, the net pressure is negative and con-
traction noticed when the length of a freezing sample is monitored
(Scherer, 1999; Scherer and Valenza, 2005). Nevertheless, despite a net
compression, a subject can degrade locally after many FT cycles, by
means of fatigue (Sun and Scherer, 2010a).

Crystallization pressure can overcome the negative capillary pres-
sures when the thermodynamical equilibria are interrupted. This can
occur by two different processes. When the temperature has reduced
sufficiently for ice to penetrate a certain water-filled pore, a water/air
meniscus at the opposite side of a cylindrical pore is flattened by the
sudden push caused by the 9% volume increase. The meniscus can re-
turn to an equilibrium curvature by evaporation of the excess water,
however, the speed of the evaporation process is slow compared to the
percolation speed of ice in the pore. Consequently, capillary pressure
will not be able to keep up with the crystallization pressure and ex-
pansion will be noticed (Scherer and Valenza, 2005). However, for
crystallization pressures to reach the mega-pascal range necessary for
damage, ice penetration in pores smaller than 100 nm is required
(Scherer, 2006).

A second disequilibrium can be reached by the strive of a crystal to
have a uniform chemical potential everywhere in the crystal. When the
temperature decreases and the ice crystal tends to grow, some areas of
the crystal need to dissolve to liberate water for crystal growth else-
where on the crystal surface. This water will be transported through
diffusion in the nanometre-sized liquid layer between the crystal and
the pore wall. If the transport proceeds too slow compared to the
cooling rate, transient stresses could exceed the tensile strength of the
material (Scherer, 2006). For ice crystals that are about 10 μm, the
transport only takes a couple of minutes and, hence, transient pressures
are rare for pores in this size range. In contrast, for ice crystals ex-
ceeding 1 mm diameter, the diffusion process could take over a day.
Therefore, transient pressures are likely present in natural stones with
relatively large pores (Scherer, 2006).

3.4. Cryosuction

Frost heave of soil and bedrock is facilitated by water flow towards
growing ice lenses, referred to as cryosuction, a phenomenon which has
been explained and quantified by Everett (1961). The basic explanation
for cryosuction, also referred to as the capillary theory (Peppin and
Style, 2013) is given by a shortened version of the Clausius-Clapeyron
equation:

− = −P P
ρ L
T

T T( )c l
l f

m
m (9)

With Pc the ice pressure, Pl the water pressure, ρl the density of water, Lf
the latent heat of fusion of ice at the bulk freezing temperature Tm and
atmospheric pressure and T the temperature of the system. When a
thermal gradient is applied on a porous water-bearing material, starting
from sub-zero temperatures, an ice front will progress until it en-
counters a temperature under which it cannot further penetrate the
pores in the system (Eq. (4)). The water below the ice front will remain
in an unfrozen state and will act as a water reservoir. If the ice pressure
is kept constant, for example when growth of the ice lens is resisted by

pore walls or overburden pressure, the liquid pressure in the unfrozen
reservoir needs to rise to maintain equilibrium (Eq. (9)). This pressure
difference between ice and unfrozen reservoir water drives the latter
towards the ice, where it will crystallize onto the forming ice lenses.
The pressure that the ice lens exerts on the porous material is also
defined by the crystallization pressure and follows Eq. (6).

The capillary theory could however not explain all experimental
results. Peppin and Style (2013) define three problems with this model.
First, the predicted maximum frost heave pressures deviated from ex-
perimental values for soils containing a range of particle sizes. Sec-
ondly, the Clapeyron equation fails when the system is outside an
equilibrium. To solve the latter issue, a kinetic term was added to the
Clapeyron equation (Style and Peppin, 2012). A third hiatus in the
capillary theory is the inability the explain the growth of new, inter-
mittent ice lenses. For this, frozen-fringe models have been developed
(e.g. Miller, 1972; Rempel et al., 2004). Here, frozen fringe refers to a
partially frozen zone that might allow slow unfrozen water movement.
A frozen fringe below a growing ice lens provides nuclei where new ice
lenses could potentially grow. Despite frozen fringes are likely to be
present in freezing rocks (Hallet et al., 1991; Walder and Hallet, 1985),
their presence in soils is highly debated. There are models that predict
intermittent ice lens growth without the presence of a frozen fringe, i.e.
the engulfment model (Asthana and Tewari, 1993; Mutou et al., 1998)
and the geometrical supercooling mode (Style et al., 2011). The current
thermodynamical theories on water movement during freezing, (inter-
mittent) ice lens formation and frost heave have been comprehensively
reviewed recently by several authors (e.g. Groenevelt and Grant, 2013;
Peppin and Style, 2013; Rempel, 2010, 2012).

3.5. From pressure to damage

Once the total pressure generated by the generation of ice crystals or
ice lenses overcomes the local tensile strength of the frozen material,
damage will be generated. The tensile stress generated in a single pore
can overcome the tensile strength of the material by the processes de-
scribed above. However, only if a volume comparable to the stress-
controlling flaws of the material is subjected to pressures, fractures can
be induced. Scherer (1999) argues that damage occurs when the tem-
perature has dropped sufficiently low to enable ice growth in pores with
a breakthrough pore radius (rbt), which corresponds to the character-
istic pore size that controls the liquid permeability. This pore-size is
estimated from the inflection point of a cumulative pore-size distribu-
tion (Katz and Thompson, 1986). As the ability to enter a pore of a
certain size is linked to the temperature, a corresponding breakthrough
temperature (ΔTbt) can be defined based on Eq. (4):

∆ =
− ∆

T
γ

r δ s
2

( )bt
cl

bt fv (10)

Once ΔTbt is reached and ice can percolate through the pore space, a
stress field is created large enough to possibly overcome the strength of
the material (Scherer, 1999).

The larger the concentration of ice in a specific volume, the more
likely pore walls will be affected by crystallization pressure and the risk
of failure is increased. The ice crystal saturation degree (SC), defined as
the molar percentage of water transformed into ice crystals, can be
estimated at a certain temperature using scanning calorimetry
(Johannesson, 2010), AC impedance spectroscopy (Perron and
Beaudoin, 2002) or a dielectric capacitive apparatus (Fabbri et al.,
2006). SC can also be determined via a theoretical approach based on
thermodynamics (Coussy and Monteiro, 2007).

Poromechanics, a branch in mechanics that combines poroelasticity
(Biot, 1941) with continuum thermodynamics, allows us to upscale
stress calculated in a single pore to stress in a volume of porous solid,
filled with air, water and ice. An extensive overview on poromechanics
is given by Coussy (2004); its application for salt and ice crystallization
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in pores is described by Coussy and Monteiro (2007). The tensile stress
over a volume is linked to SC and the crystallization pressure on the
pore walls. So to determine the tensile stress, the crystallization pres-
sure over the entire volume (ΔPC) needs to be known and is given by
(Coussy, 2006):

∆ =P
Kε

β S
3

C
f

p C (11)

Wherein εf is the linear strain, K is the bulk modulus for a dry sample
and βp the Biot coefficient for poroelastic expansion of the material, for
which βp = 1 − K/Km with Km the bulk modulus of the solid phase. An
approximation for the macroscopic stress (σ) on a larger volume is
described by Espinosa-Marzal et al. (2011) as follows:

≈σ β S Pp C C (12)

To cause fractures within the material of interest, the equation
below is necessarily fulfilled (Coussy, 2006; Espinosa-Marzal et al.,
2011):

>
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σ σ
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With σt is the tensile strength measured in a uniaxial tensile strength
test and v the Poisson's ratio of the material. The tensile strength is
mainly important within cemented materials, such as rocks and
building materials. In the framework of frost heaving, where the
medium lacks a rigid skeleton, it is overburden pressure due to the
weight of the matter above the ice front that is necessarily surmounted
by the crystallization pressures (Gilpin, 1980; Miller, 1972).

It should be emphasised that failure can arise in two possible
manners. Either the damage is immediate by pressures exceeding the
tensile strength of the material, or the material fails by the accumula-
tion of stresses over time. These two ways of failure are referred to as
critical and sub-critical failure respectively and are discussed below in
this order.

In several publications, Fagerlund (1975, 1977, 2004)) stated that a
fully frost resistant porous brittle material does not exist. From ex-
periments on concrete, he concluded that every material has a certain
critical water saturation above which critical failure occurs when ex-
posed to negative temperatures. Below the critical saturation level, no
damage should occur, while from the critical saturation level onward,
the residual strain is linearly correlated to the saturation degree
(Fig. 5). The influence of the moisture saturation on frost resistance was
also investigated for natural building stones by several authors (e.g.
Chen et al., 2004; Prick, 1997), confirming the critical saturation con-
cept for critical failure. Rocks with a moisture level exceeding the cri-
tical saturation therefore tend to increase in porosity, decrease in E
modulus or show a residual strain after a single FT cycle. Repeated FT
cycles do not seem to have an influence on the critical moisture content
of concrete. However, once the critical water level has been exceeded,

the residual strain after following FT cycles is proportional to the water
content of the sample during these FT cycles (Fagerlund, 2004).

Materials with a moisture content lower than the critical saturation
level also tend to lose strength over time due to exposure to sequential
FT cycling. Hence, damage is induced by stresses which do not exceed
the strength of the material. This phenomenon is often referred to as
sub-critical crack growth (e.g. Chau and Shao, 2006; Ishikawa et al.,
2004; Kemeny, 1991; Nicholson and Nicholson, 2000) or fatigue
cracking (Griggs, 1936; Hall, 1999). For rather frost resistant materials,
over one thousand FT laboratory simulations need to be performed
before any damage through fatigue is observed (Ruedrich et al., 2011).
Many well recognized and hypothesised chemical and physical pro-
cesses are known to act at a crack tip to assure subcritical crack growth.
However, most of those theories are poorly understood and strongly
debated. The most common explanation for geological materials is
weakening of the lattice around a stressed pre-existing flaw tip by
chemical interactions with the pore water (Atkinson, 1980, 1984). If
crystallization pressure or any other stress mechanism is subsequently
applied, cracks tend to grow more easily. In a recent review on the
mechanics of subcritical cracking, Eppes and Keanini (2017) argue that
climate-dependent subcritical cracking is potentially the process re-
sponsible for most crack growth in surface and near-surface rocks. In
the long term, this process is thus equally important as the critical
damage discussed before. Moreover, by long-term exposure to a certain
climate, the parameters for critical damage might alter due to the build-
up of subcritical damage in the structure.

3.6. Damage location and evolution

Nicholson and Nicholson (2000) established that pre-existing rock-
strength flaws, such as sedimentary bedding planes, elongated fossils
and micro-cracks are also preferentially activated during FT simulations
on building stones. Just below the surface, these rock strength flaws are
often grain boundaries and hence, granular disintegration is often at-
tributed to FT cycles. The initially formed microscopical cracks are
invisible for the human eye. During subsequent FT cycles after crack
initiation, ice will preferentially nucleate within the crack, causing it to
widen. In geomorphology, this widening of existing cracks is referred to
as frost wedging rather than frost cracking. Microscopic observations
with μCT, also revealed the growth of a micro-crack by an microscopic
ice lens or wedge (De Kock et al., 2015). The crack was formed by the
presence of a pre-existing flaw and opened progressively more during
freezing stages, while it closed again upon thawing. After a certain
number of cycles, the fracture remained open during thawing, but did
not grow larger upon freezing. This demonstrated the influence of a
fixed moisture content during the experiment, as after a certain number
of FT cycles, enough accommodation is created for the ice to grow
unconfined. From the moment water is added to the system, crack
growth by frost wedging will continue.

Continuous FT cycling is able to induce progressively more micro-
cracks in the matrix of a material. Once a critical number of these
micro-cracks coalesce, damage will progress rapidly over a short
amount of FT cycles, causing a non-linear decay (Martinez-Martinez
et al., 2013). When this process occurs in the outer layer of a stone, loss
grains, flakes or scales can be observed consequently. The micro-crack
growth rate depends mainly on the mechanical properties of the ma-
terial. For example, granites will not weather fast by FT action if at all,
whereas e.g. certain porous limestones will.

On a larger scale, frost heave is observed in soils and bedrock as ice
lenses form parallel to the freezing front, with resulting cracks also
having that orientation (Murton et al., 2006). Bedrock outcrops often
have many joints caused by phenomena other than FT weathering, e.g.
exhumation, tectonic or isostatic movements, thermal cycling, biolo-
gical growth or lithological variations. In low permeable rocks, these
joints control most of the water storage and transport and, upon
freezing, ice lenses will thus preferentially form here. Therefore,

Fig. 5. The critical saturation degree SCR can be measured by (a) determining
the dynamic E-modulus before (E0) and after (E) a FT cycle or (b) determining
length before (L0) and after a FT cycle. Before SCR is reached, there will be no
change in E or L after a cycle, while after the SCR threshold value, E will de-
crease and L will increase linearly with the degree of saturation (S).
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similarly as for frost heave, these existing cracks will also propagate
through frost wedging, although in a direction depending on the local
mechanical situation.

4. Assessment of FT weathering

Several aspects of FT weathering are investigated both in laboratory
and field conditions. General FT weathering tests performed by (geo-)
engineers mostly evaluates the FT susceptibility of a material. However,
many investigators attempted to find the boundary conditions of ma-
terial and climatological variables to explain the observed FT damage.
Based on the fit with the observations, theoretical explanations for FT
damage were developed, adapted or dismissed. Eventually, models
arose which attempt to predict the occurrence of pore-scale and large
scale damage.

4.1. Laboratory methods

4.1.1. Steady state evaluation
In general, frost resistance of a certain material is assessed in la-

boratory by the study of structural changes induced by simulating the
weathering conditions on samples. Material samples are cyclically
loaded under specified normalised protocols, after which the changes in
the rock properties are determined. These tests are static, or steady
state, since they only reflect the resulting damage and not the actual
damaging process. Usually, to investigate the macroscopic damage,
visual observations of the changes are made first. As damage results in
an increase in porosity and/or weakening of the subject, several
methods are often employed to assess the characteristics prior to and
after a number of FT cycles. Most common are the determination of
weight, and measuring porosity and apparent density through water
absorption (e.g. Martins et al., 2016). Often, the pore-size distribution
is found through mercury intrusion porosimetry (MIP) (Abell et al.,
1999; Diamond, 2000). Strength parameters are often determined non-
destructively by measuring the propagation of acoustic waves through
the material through an ultrasonic pulse velocity test (Feng et al., 2019;
McAllister et al., 2013; Prick, 1997) or by a Schmidt hammer test
(Yavuz, 2011; Yavuz et al., 2006) or destructively by a compressive
(Martinez-Martinez et al., 2013), flexural (Sun et al., 1999) or tensile
strength test (Al-Omari et al., 2015). The evolution of porosity and
internal structure has also been measured by using nuclear magnetic
resonance (NMR) (Li et al., 2018). Imaging techniques, such as optical
microscopy and scanning electron microscopy, are also employed to
visualise and evaluate internal structural changes prior to and after FT
cycles (Jacobsen et al., 1995).

FT damage has also been evaluated and quantified using X-ray
computed tomography (CT) (de Argandoña et al., 1999) and X-ray
micro-computed tomography (μCT) for natural stone (Cnudde and
Boone, 2013; Dewanckele et al., 2013), mortar (Promentilla and
Sugiyama, 2010) and concrete (Suzuki et al., 2010). A benefit of this
technique is its non-destructive nature and the ability to image an ob-
ject in 3D. Hence, 3D micrometre scale assessments of the internal
damage evolution caused by FT cycles were performed (Fig. 6).

Since all porous building materials have a different weathering
behaviour, and the environment also varies with geography, many FT
laboratory simulations have been developed locally for specific mi-
neral building materials. Therefore, it is hard to compare results for FT
resistivity obtained from different standards. To generalise the results,
international standards have been developed (e.g. European standard
tests EN 12371 for natural stone, CEN/TS 772-22 for clay masonry and
CEN/TS 12390-9 for concrete). Other widely used standardised tests are
developed by the American Society for Testing and Materials (e.g.
ASTM D5312/D5312M for natural stones, ASTM C67/C67M – 18 for
bricks and ASTM C1645 – 16 for concrete). Despite the usefulness of
these standard test methods, many tests are still performed using local
standards or are adapted to better suit the experiment. Therefore, the

differences between the standards still causes a disability to compare
results.

The European standardised FT cycle for natural building stones (EN
12371) takes 12 h in the climatic chamber with a specific temperature
evolution. For economic reasons, these tests are mostly limited to only a
couple dozen cycles. During such tests, most deterioration is related to
the main rock discontinuities, such as pre-existing fractures, hetero-
geneities or sedimentary bedding (Nicholson and Nicholson, 2000;
Thomachot and Jeannette, 2002). For this reason, the results of these
laboratory tests mainly focus on these flaws, whereas the importance of
total fabric decay is often neglected. Long-term FT cycling carried out
by Ruedrich et al. (2011) pointed out that rapid (50 cycles) tests only
give limited information on the real FT susceptibility of a stone. In some
cases, about 1400 cycles are necessary to provide an in-depth assess-
ment of the frost susceptibility.

Results of accelerated FT weathering tests are then compared to the
performance of the material of subject in the field (Al-Omari et al.,
2015; McAllister et al., 2013; Thomachot et al., 2005). A comparative
study by McGreevy and Whalley (1985) revealed that the moisture
content reached within rocks during laboratory simulations are hardly
found in natural conditions. Hence, they raised awareness that weath-
ering simulations could induce exaggerative effects or could display
unnatural weathering behaviour. Comparison of results of accelerated
cycles in lab and observations in the field often show discrepancies
(Ingham, 2005). This raises questions on the integrity of the laboratory
tests, and the influence of other weathering processes under atmo-
spheric and laboratory environment (McAllister et al., 2013).

4.1.2. Dynamic monitoring
Apart from the overall frost susceptibility of a certain material, re-

sults from static tests are not explanatory on how water redistributes,
damage initiates, cracks grow or stop growing. To gain insight in the
damaging mechanisms rather the process than the effects should be
monitored. For that purpose, proxies that reflect the water-ice phase
transition can be used with appropriate monitoring methods.

One of the most natural proxies to determine ice crystallization is
the temperature of the cooling system. Crystallization of water is an
exothermal process caused by the production and diffusion of latent
heat of fusion. In temperature measurements, this will be translated
into a heat spike or exotherm (Hall, 1988, 2004, 2007). The properties
of this exotherm (i.e. intensity, duration) are related to the amount of
water that crystallizes. It will approximate 0 °C (or the equilibrium
melting temperature Tm according to the crystal curvatures, given by
Eqs. (2) and (4)), and, depending on the amount of water that is able to
freeze, the exotherm will remain stable at that temperature (Fig. 7).
This phenomenon is called the zero-curtain effect (Outcalt et al., 1990).

The smaller a pore, the lower the temperature necessary to freeze
the water inside it (Scherer, 1999). As the pore space of building ma-
terials mostly consists of a range of pore sizes, multiple exothermal
peaks can appear as the temperature drops, indicating multiple crys-
tallization phases (Kaufmann, 2004) (Fig. 8). This defines also the base
of thermoporometry (Brun et al., 1977; Landry, 2005). By the use of a
thermal scanning calorimeter (DSC), the exothermal peaks of freezing,
the endothermal peaks of melting and the hysteresis between those two
curves enable to derive the pore-size distribution and other pore char-
acteristics (i.e. connectivity and shape) of the material (Sun and
Scherer, 2010b). With this technique, also the ice content can be esti-
mated (Johannesson, 2010; Koniorczyk and Konca, 2017).

With temperature, the dimensions of a material will change fol-
lowing its linear thermal expansion coefficient. However, when pore
water is present, capillary and crystallization pressures are generated in
situ as the water freezes, changing the strain pattern of the material
(Fig. 7). The growth of ice tends to expand the ice-bearing material.
However, (cryo-)suction of water from smaller pores generates negative
pressures that counteract the expansive forces of the ice, leading to a
complex length change pattern (Powers and Helmuth, 1953).

M. Deprez, et al. Earth-Science Reviews 203 (2020) 103143

8



Additionally, the coefficient of thermal expansion of cement paste,
concrete, limestone or sandstone (Table 1) is significantly smaller than
the coefficient of ice. Hence, when cooled together, ice crystals shrink
faster than the solid structure surrounding them, influencing the net
strain of the frozen material (Kaufmann, 2004; Ruedrich and
Siegesmund, 2007; Sun and Scherer, 2010a).

By monitoring the length changes during FT cycle and varying
parameters such as the saturation degree or the cooling rate, an as-
sessment can be made on the flow behaviour of the water (Prick, 1995).
Development of sufficient pressure during the cycle, results in a residual
strain. This means that the volume of the sample has increased, in-
dicating that additional pore space has been formed. A damage esti-
mation can thus be derived from these observations. Several authors
performed similar experiments to have a more in-depth analysis on the
frost resistivity or to verify their models for processes occurring in the

pore system (e.g. Kaufmann, 2004; Powers and Helmuth, 1953; Prick,
1997; Ruedrich and Siegesmund, 2007; Sun and Scherer, 2008;
Thomachot-Schneider et al., 2018; Thomachot and Matsuoka, 2007).

Events of crack initiation and growth will generate sound waves,
often referred to as acoustic emissions. These can then be captured by
attaching microphones to the material. Evidently, monitoring the
number of incoming waves over time with decreasing temperature
leads to an assessment of the internal damage (Hallet et al., 1991;
Shimada et al., 1991; Todak et al., 2017; Verstrynge et al., 2018). The
more counts the microphones detect, the more cracks have appeared or
grown. These observations can be linked with results of a length change
test, as most of the counts coincide with a phase of expansion
(Kaufmann, 2004). Moreover, when the same event is detected by
multiple receivers, it can be traced to the location of the newly ap-
peared or growing crack (Duca et al., 2014). The more receivers that

Fig. 6. (a) Methodology to evaluate FT weathering by use of μCT. A 9 mm diameter core sample is first imaged and subsequently subjected to the first FT cycle which
consists of 1 h of saturating in water and 5 h of freezing followed by thawing and drying. The sample is then imaged again to visualise and measure the changes in the
structure. This can be repeated several times. (b) Results of the workflow described in (a) after 6 to 9 FT cycles performed on a Noyant limestone drilled core. Cracks
become visible after 7 cycles and tend to develop along a certain fossil (from Dewanckele et al., 2013).

Fig. 7. In situ temperature and length evolution of a tuff exposed to a single FT cycle. (a) Temporal evolution of rock temperature (with a zero curtain) and strain and
(b) strain linked to rock temperature (from Matsuoka, 1990a).
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are placed around the sample, the more accurate the crack can be lo-
cated three-dimensionally (Schubert, 2004).

Next to monitoring passively the sounds created by the object, ac-
tively sending ultrasonic pulses through an object delivers valuable
information on its structure. As mentioned before, this non-destructive
method is used to determine strength parameters in a static manner. It
is however also possible to measure the acoustic properties during a
freezing process. Through this method, the amount of ice formed in the
pores can be quantified. When pore water freezes, the acoustic velocity
increases significantly. Hence, the measured wave transit time between
a transducer and a receiver can indicate the amount of frozen water,
following:

⎜ ⎟− = ⎛
⎝

− ⎞
⎠

t t V
c c
1 1

u f i
w i (14)

where tu and tf are the unfrozen and frozen transit time respectively. cw
and ci are the sound velocities in water and ice respectively and Vi is the
volume of ice. Hence, the volume of ice can be estimated for different
temperatures of cooling (Kaufmann, 2004).

Additionally, measuring the changes in dielectric constants can be
of added value to attempt to quantify the amount of ice (Fabbri et al.,
2009). The same counts for neutron diffraction (Swainson and
Schulson, 2001), as the ice peaks appear in the diffraction patterns
while freezing. When calibrated, these peaks can be translated in an
amount of frozen water. To determine the relation between super-
cooling and the pore size in which crystallization occurs, the nuclear
magnetic resonance relaxation time has proven its worthiness (Jehng
et al., 1996; Prado et al., 1998). When all ice is frozen, no response
occurs as all molecules are fixed in a crystal lattice. As soon as thawing
occurs, the relaxation time prolongs in function of the pore size wherein
water has occurred. By making relaxation time profiles over different
temperatures, one can follow the pore-sizes that are freed from ice
when thawed.

Although scanning electron microscope observations are con-
sidered static, this imaging technique can be performed on frozen
samples as a cryogenic environment can be created around the sample.
Although this still eliminates the ability to do fully dynamic experi-
ments, there is the ability to ‘flash-freeze’ the sample at any point in
time during a FT cycle. Imaging ‘flash-frozen’ samples, enables us to
assess the position of growing crystals at very high resolution. The
morphology of ice crystals in pores was investigated with this technique
on cement paste samples (Corr et al., 2004; Corr et al., 2002) (Fig. 9)
Figure 9:. After the ice was imaged, the temperature was raised, which
caused the crystals to sublimate, and the region of interest was imaged
again. Hence, a clear ice signature could be derived from the images.

μCT was mentioned as a stationary method to assess the damage
caused by FT cycles. Recent developments in laboratory μCT have en-
abled researchers to produce full 3D volumes in less than 18 s (Bultreys
et al., 2015). Hence, processes with a temporal resolution lower than a
minute, can be imaged in high quality. By implementing a custom-made
freezing cell onto a μCT device, De Kock et al. (2015) were able to
image a freezing process of a limestone both dynamic and in vivo.
Through this method, the researchers were able to visualise and
quantify the initiation and growth of cracks during freezing and sub-
sequent closing of the cracks during thawing (Fig. 10).

Fig. 8. Peaks in the apparent heat capacity (CpA) of concrete in function of the
negative temperatures can be linked to the pore sizes in which water resides.
Different peaks arise in function of the water saturation degree (relative hu-
midity (RH)) (from Kaufmann (2004)).

Table 1
Linear expansion coefficients for ice and several porous building materials.

Material Linear expansion coefficient (10−6 / K)

Ice 50 (Butkovich, 1957)
Cement paste 15–20 (Meyers, 1951)
Concrete 8–12 (Uygunoglu and Topcu, 2009)
Limestone 4–6 (Steiger et al., 2014)
Sandstone 9–12 (Steiger et al., 2014)

Fig. 9. (a) An air void in a water-saturated cement paste that has been flash frozen and (b) after the ice has been sublimated. Comparing (a) and (b) indicates that the
crystals seen in (a) are indeed multiple ice crystals and that they seem to form at pore throats where capillary pores enter the air void (from Corr et al., 2004).
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4.2. Field methods

Field investigations mostly focus on bedrock and soil in periglacial
and mountainous areas and cultural heritage sites. Field monitoring of
concrete structures with emphasis on FT weathering is mostly limited to
visual observations of a cracked surface (e.g. Li et al., 2012). Geo-sci-
entists often seek to define the boundary conditions for damage or
debris generation by frost wedging or heaving. Therefore, the applied
techniques are often twofold, with techniques focussing on the damage
on the one hand and climatological parameters on the other hand. Only
then, the climatological triggers for damage can be interpreted cor-
rectly (Draebing et al., 2017; Eppes et al., 2016; Matsuoka, 2019;
Matsuoka and Sakai, 1999; Phillips et al., 2016). Hence, methods to
measure heat and moisture distribution are discussed next, before
proceeding to methods that cover damage quantification.

Some of the following techniques are mobile and/or larger variants
of previously described lab-based techniques. Anyhow, for calibration
of these methods, laboratory measurements are often necessary. When
considering bedrock or soils, both destructive and non-destructive
methods are employed, while for built structures, non-destructive
measuring techniques are preferred. The latter could however limit the
internal information of the investigated subject compared to an
equivalent destructive technique.

4.2.1. Heat and moisture distribution
In situ temperature data is mostly gathered by placing tempera-

ture sensors on well-considered places on or within the rock (e.g.
Anderson, 1998; Gruber et al., 2004; Hall, 1998; Hall and André, 2001;
Hasler et al., 2011; Matsuoka, 1994). When multiple sensors are applied
over a certain time period, a spatial and temporal temperature dis-
tribution can be made for the area and/or subsurface of interest. In
mountainous regions, the temperature conditions within the subsurface
has been measured in boreholes, which allows to reconstruct the per-
mafrost temperature in the deeper subsurface (Luetschg et al., 2004;
Schneider et al., 2012). On cultural heritage, non-destructive methods
are mostly preferred, limiting the ability to determine inner tempera-
tures. Surface temperatures are normally monitored by contact sensors
or infrared radiometers (Camuffo, 1998). Besides measuring tempera-
ture, infrared thermography has also been applied to detect moisture
(Avdelidis and Moropoulou, 2004; Avdelidis et al., 2003; Moropoulou
et al., 2013) and damage in built infrastructures (Aggelis et al., 2010;
Kordatos et al., 2013).

Hall (1986) discussed that water content is a crucial factor to frost
weathering of bedrock. Hence, to understand the weathering beha-
viour, this parameter should be monitored both temporally and spa-
tially. A combination of several methods is required to arrive at a
reasonable approximation of the real water content through space and
time (Sass, 2005a) and therefore, determining water content and dis-
tribution is a difficult and time-consuming task. The same counts for

Fig. 10. The temperature evolution of a Noyant limestone during a freezing experiment with minimal temperatures of −5 °C (a) and − 15 °C (b). An exothermal
event, coupled to the initiation of ice crystallization, is only noticed when a sample reaches −9.7 °C. This temperature can be linked to a specific pore size present in
the stone. Continuous μCT scanning then revealed that this exotherm coincides with the opening of a crack. The crack width is shown in the insets in the corners of
the μCT images (from De Kock et al., 2015).
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monitoring water distribution in built walls (Snethlage and Wendler,
1997). Sass and Viles (2006) stated that many methods are available,
however, calibrating the obtained data and cross-checking between
results of different sources was proven difficult.

Direct determination of moisture content is done by analysing the
weight of hammered samples or drill powders using carbid meters or
gravimetrical methods before and after drying (Sandrolini and
Franzoni, 2006; Sass, 2005a). Novel handhold sensors are based on
microwave propagation (Orr et al., 2019a, 2019b). Another technique
is measuring the humidity by placing moisture-sensitive sensors in a
drilled hole within the material. Most of these sensors measure the
electrical resistivity, since this parameter varies with the water content.
However, the resistivity is also influenced by the temperature and
therefore, these point measurements can be inaccurate. This can be
solved by applying a thermo-moisture probe (e.g. Matsuoka, 2019).
Time domain reflectometry (TDR) involves measurement of the speed
of propagation of an electrical pulse between two electrodes, which is
directly correlated to the water content (Sass, 2005a). When more
electrodes are applied on a transect, there is the ability to map the
moisture content in 2D over that line profile (Fig. 11). This method is
referred to as electrical resistivity tomography (ERT) (Hauck, 2002). To
obtain moisture data out of the resistivity data, calibration of the
moisture/resistivity curve in the lab is needed (Hassine et al., 2018;
Sass, 2005a). If ERT is applied regularly on the same transect, a time
dimension is added to the moisture distribution. Hence, it enables to
monitor temporal variations of the moisture distribution. The technique
has been widely applied on soils (Samouëlian et al., 2005; Schwartz
et al., 2008), rock (Mol and Viles, 2010; Sass, 2005a) and on building
materials and cultural heritage (Hassine et al., 2018; Orr et al., 2016;
Sass and Viles, 2006, 2010).

Besides water, also ice is detected by the ERT method (Sass, 2004),
which allows the method to be applied for permafrost research (Isaksen
et al., 2011; Krautblatter and Hauck, 2007; Watanabe et al., 2012). An
overview of other geo-electrical methods applicable for permafrost re-
search, such as ground penetrating radar (GPR) (Steelman et al., 2010),
capacitive resistivity imaging (CRI) (Kuras et al., 2011) is found in
Kneisel et al. (2008).

4.2.2. Observing damage
FT weathering is mostly expressed by widening of existing cracks

and by generation of debris. Therefore, the detection of displacement is
crucial here. Many of the measuring campaigns mentioned here stretch
over several years, to have sufficient displacement data in many dif-
ferent climatological conditions. An overview of techniques used in the
field to quantify bedrock weathering is given by Krautblatter and Dikau
(2007).

Rocks that have broken off a rock wall can be caught in a collector
net (Krautblatter and Moser, 2009; Vehling et al., 2019) or a natural
rock trap (Vehling et al., 2016). The volume of this debris results in an
estimation of a rockwall retreat. Frequently emptying the collectors

allowed researchers to observe increased rockfall events at certain time
periods. Additionally, time lapse camera monitoring (Matsuoka, 2019)
or time lapse laser scanning (Abellán et al., 2014; Strunden et al.,
2015), attribute to the identification and quantification of rockfall ac-
tivity. The dimensions of the caught debris, reveal information on the
depth or extent of activated fractures. After analysing the debris gen-
erated at a several rock walls for 12 years, Matsuoka (2008) attributed
relatively small debris to short-term FT cycles, while the occurrence of
relatively large boulders was observed more during thawing of the
seasonal ice in spring.

One drawback to this method is however the time lag between the
cracking, or the weathering event, and the detachment. Small to in-
termediate-grained pieces of rock are often gathered in so-called in-
termediate storage sites along the slope (Müller et al., 2014; Sass and
Krautblatter, 2007). Events in which these stored rocks are transported
down-slope are called secondary rockfalls (Luckman, 1976). Secondary
rock fall events can contribute a substantial amount of the total col-
lected rock volume (Krautblatter and Moser, 2009). However, by re-
gistering the fallen rock volume on a daily basis, the origin of the
rockfall can be related to the meteorological circumstances. Moreover,
rock collectors can be installed at multiple spots that are particularly
sensitive to different kinds of rockfall events to assess the impact of
both primary and secondary rockfalls (Krautblatter and Moser, 2009).
Also the dimensions of the collector, or a sieving maze on top of it, help
to differentiate between rockfall sources (Sass, 2005b). Large secondary
rockfalls are typically frequent during or after intense rainfall events,
while periods of freeze-thaw cycling barely cause additional secondary
rockfalls (Krautblatter et al., 2006; Krautblatter and Moser, 2009; Sass,
2005b).

The opening and closing of a fracture in bedrock can provide in-
formation on the growth of an ice wedge within it. This process can be
measured by use of displacement sensors such as crackmeters or ex-
tensometers (Blikra and Christiansen, 2014; Draebing et al., 2017;
Hasler et al., 2012; Ishikawa et al., 2004; Matsuoka, 2001a, 2008),
devices similar to strain gauges used on a smaller scale. Frost heave has
been monitored with vertical extensometers on soils (Matsuoka et al.,
1997; Watanabe et al., 2012) and horizontal displacement transducers
on brick walls (Thomachot et al., 2005). Many of these observations
reveal short-term and seasonal events. In several studies, Matsuoka and
co-authors revealed limited crack widening due to diurnal FT cycles in
autumn, while in spring, important crack widening is attributed to re-
freezing of meltwater within cracks (Matsuoka et al., 1997; Matsuoka,
2001a, 2008).

Acoustic techniques have also been adapted to perform field
measurements. Actively measuring the ultrasonic pulse velocity
through walls is a common technique to determine the overall damage
done to the structure (Moropoulou et al., 2013). Moreover, it has been
used to measure the moisture content and its evolution (Hall, 1997).
Acoustic emission (AE) monitoring has also been performed to detect
periods of intensive cracking correlated with FT events in the field

Fig. 11. An example of a moisture content spatial 2D distribution (in % by weight) over a transect of 192 cm long resulting from the ERT technique. The maximal
penetration depth here is 0.4 m (from Sass, 2005a).
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(Amitrano et al., 2012; Girard et al., 2013a). The acoustic emission
technique however limits to acoustic events occurring in the upper
meter below the subsurface. Fracturing of bedrock that occurs deeper
has been monitored with micro-seismicity (MS) technique (Amitrano
et al., 2005, 2010; Weber et al., 2018). The difference between AE and
MS, and also the reason for the depth dependency, lies in the frequency
range of the measured waves. AE waves lie the higher sonic to ultra-
sonic frequency spectrum (104–106 Hz), while MS waves have a fre-
quency in the lower sonic to infrasonic spectrum (1−103). High fre-
quency waves are attenuated more by the intersected solid phases,
which makes the AE technique unfit to detect events at larger depths.

4.3. Freeze-thaw indexation

To estimate the potential of FT induced damage, frost indices are
frequently used. These try to couple complex physical processes to
comprehensive numbers to ease the assessment of potential damage
(Grossi et al., 2007). The first kind of indices are based on climatolo-
gical variations. The simplest index is the number of yearly FT cycles,
determined by monitoring the air temperature over a certain period.
This index does however not include moisture availability, which is
necessary for FT weathering to occur. A combination of the temperature
and the latter is given by the yearly wet FT cycles, which counts days of
heavy rain immediately followed by negative temperatures (Grossi
et al., 2007). Other indices are linked immediately to physical damage.
Based on the theoretical work of Walder and Hallet (1985), several
researchers state that fractures will only grow when the temperature
lies within the ‘frost cracking window’ (Anderson, 1998; Hallet et al.,
1991; Walder and Hallet, 1985) ranging from −3 to −8 °C for most
rocks. This frost cracking window was used to develop predictive
models for the frost cracking of bedrock due to ice segregation, together
with mean annual temperatures and the temperature gradient within
the rocks (Andersen et al., 2015; Anderson, 1998; Hales and Roering,
2007). Recently, damage isopleths have been developed for different
kinds of bricks. These indicate the risk for damage based on the
moisture content and the minimal temperature (Feng et al., 2019).

A combination of observations on temperature and moisture dis-
tribution both in lab and field, led to enough data to develop hygro-
thermal simulation software such as WUFI (Künzel, 1995) and Del-
phin (Nicolai et al., 2007). Petrophysical properties of the material and
the climatological conditions are used as input. These software
packages are then able to simulate the moisture, vapour and heat flux
through the material or a wall assembly. This approach was developed
first in building physics (Sedlbauer and Künzel, 2000) and is of special
interest for cases of retrofitted walls, but recently it also found its way
to earth sciences (Rode et al., 2016). FT risk assessment is mainly based
on arbitrary pass/fail criteria such as the occurrence of a critical
moisture content in combination with a specific temperature drop
(Calle and Van Den Bossche, 2017; Straube et al., 2010; Zhou et al.,
2017).

Additionally, numerical algorithms to simulate the actual frost-in-
duced pressure have been developed since the beginning of the 21st
century (Hain and Wriggers, 2008; Koniorczyk et al., 2015; Kruschwitz
and Bluhm, 2005; Liu et al., 2011, 2014; Wardeh and Perrin, 2008;
Zuber and Marchand, 2000). For the development of numerical models,
several assumptions need to be made on e.g. damage theories, critical
thresholds and material properties. Therefore, every model has some
discrepancies when compared to actual experimental data. However, as
the knowledge on the pressure mechanisms has evolved, computer si-
mulations have become more elaborate and accurate. Nowadays, re-
searchers are working on upscaling the pore-scale models into model-
ling of entire structures (Eriksson et al., 2018).

5. Discussion

5.1. Parameters influencing FT weathering behaviour

Concluding from previous theoretical sections, several parameters
determine the appearance of frost induced damage. It mostly in-
corporates the pore characteristics of the cooling subject, the available
water content, the cooling rate, the duration and the minimal tem-
peratures reached. Often these parameters are closely related to each
other resulting in complex interactions.

5.1.1. Pore characteristics and saturation
First, the pore characteristics and pore-size distribution regulate

potentially stored water amount. With an increased amount of initial
pore water, the resulting pressures after crystallizing are potentially
larger too. Secondly, the pore-size distribution also defines how much
water will crystallize at certain negative temperatures and how much
pressure will be generated by this process. The critical saturation level
is therefore inevitably entwined with the pore characteristics of a ma-
terial.

In unfrozen state, water is stored throughout the pores based on the
capillary forces, which are in turn determined by the pore size (Hall and
Hoff, 2002). Since the smallest pores exhibit the largest capillary
pressures but the lowest absorption velocity, small pores will fill the
slowest but will eventually drain larger pores. This process will halt
when an equilibrium state is reached in function of the capillary pres-
sure of the system. When additional water enters the system, progres-
sively larger pores will saturate over time as the capillary pressure
decreases.

This equilibrium concept enables to link water saturation SL to the
pore-size distribution. When sub-zero temperatures are applied on this
system, the conditions for the penetration of a pore [Eq. (4)] determine
the link between the pore-size distribution and temperature. Conse-
quently, SL can be defined for a certain degree of supercooling ΔT. SL/
ΔT-graphs provide material-specific insight in SL and the crystal sa-
turation degree SC, which is defined as 1− SL, at a fixed temperature of
supercooling. This was demonstrated by Coussy and Monteiro (2008)
on samples of mortars with different pore-size distributions (Fig. 12). In
soil sciences, the link between the moisture distribution, or soil water
curve (SWC), and the temperature and ice content, or soil freezing
curve (SFC), has also been extensively studied to use in mathematical
models on moisture and heat transport. A recent review of these models
is given by Kurylyk and Watanabe (2013).

To estimate the crystallization pressure in a larger volume, Eq. (9) is
required. A length change experiment could then provide εf and since
SC can be estimated based on the SL/ΔT-graphs, ΔPC can be linked to the
ice content, the temperature of the system and the pores that are pe-
netrated.

A certain stressed volume is needed to translate the crystallization
pressures into damage. The theory on a ‘breakthrough temperature’ and
consequent ‘breakthrough pore radius’ was already established in a
previous section (Eq. (8)) (Scherer and Valenza, 2005). On the one
hand, materials with a relatively large breakthrough radius will be
prone to stress at less negative temperatures. On the other hand, the
crystallization pressures are lower in large pores (Scherer, 1999). Frost
resistance of a certain material will hence be dependent on the volume
and size range of stressed pores.

Better frost resistance was found for natural building stones with
unimodal and focussed pore-size distributions (Ruedrich et al., 2011;
Ruedrich and Siegesmund, 2007). The authors attributed this to the
lack of a supercooled reservoir and the ability to freeze most of the
water at once. Within natural building stones, the amount of pores with
a size between 10 and 0.1 μm is important for damage by crystallization
(Benavente, 2011). The presence of pore throats with a size between 0.1
and 1 μm was later correlated with enhanced FT weathering (Martinez-
Martinez et al., 2013). Ink-bottle pores present in oolithic limestone

M. Deprez, et al. Earth-Science Reviews 203 (2020) 103143

13



mitigate the effect of FT weathering as these pores act as an expansion
reservoir (Deprez et al., 2020). The same process has also been ob-
served in cementitious materials that contain air voids (Sun and
Scherer, 2010a). These fairly large pores are able to drain the water
from the neighboring much smaller pores upon freezing. That water
subsequently freezes within these large ink-bottle pores or air voids, in
which the crystals will grow unconstrained. This process reduces the
risk of high crystallization pressures occurring in small pores.

Also on a larger scale, the influence of the water availability and
porosity on the FT weathering patterns was described by many authors.
Enhanced frost shattering has been found in places that stimulate a high
rock moisture content, such as river or lake shores (Blikra and Longva,
1995; Matthews et al., 1986). Weathering is also enhanced when ne-
gative temperatures are preceded by rainfall or snow events that in-
crease the moisture content (Matsuoka, 2019). Melting of a snowcover
in spring and subsequent refreezing causes widening of cracks
(Matsuoka, 2001a). Porous bedrock weathers faster through ice segre-
gation during diurnal FT cycles due to fast transport of water to ice
lenses (Akagawa and Fukuda, 1991; Matsuoka, 2001a). In contrary, in
solid bedrock, ice segregation fractures manifests themselves deeper
within after a longer period under constant sub-zero temperatures,
providing sufficient time for water migration to the freezing front
(Matsuoka, 2001a; Walder and Hallet, 1985) These conditions occur
within the seasonal frost layer (Hallet et al., 1991; Murton et al., 2000)
or at the top of the permafrost layer (Murton, 1996; Murton et al.,
2000).

5.1.2. Temperature and time
It should be remarked that not all episodes of negative temperatures

result in ice formation (Hall, 2007). If temperatures do not extend far
enough below the freezing point, water could remain in the supercooled
state. This could be the case if only a limited amount of water is present
in the host material. However, in natural open environments, in which
cracks, ions, dust particles, snow crystals, lichens, etc. will act as nu-
cleation spots, supercooling prior to nucleation is mostly not observed
(Matsuoka, 2001b).

Time and temperature are directly linked to the depth of freezing.
Matsuoka and Murton (2008) divided FT events in three categories
based on their duration and intensity. High frequency short-term
(diurnal) FT events lead to only shallow freezing. Seasonal FT cycles
cause freezing up to several meters depth. The last category, long-term
FT events occur from climate change and will not be further discussed

here.
The built environment is mostly exposed to the first category of FT

cycles. Unidirectional freezing from the surface causes inwards propa-
gation of a freezing front. Subsequently, water migration from the un-
frozen inner part to the freezing front contributes to the formation of ice
lenses at a certain depth below the surface. This specific formation
depth mostly relies on the applied thermal gradient, which in turn
depends on the thermal properties of the rock, the atmospheric pressure
and the water content. Damage caused by these diurnal FT cycles is
limited to the upper millimetres to decimetres of the material.
Additionally, an increasing number consecutive FT cycles obviously
rises the risk of fatigue failure. Matsuoka, 2001b argued that with an
increasing number of FT cycles, more water accumulates in superficial
areas within the subject. Over a larger period of time, for instance a
single winter, the surficial layer can potentially reach the critical sa-
turation threshold locally.

Besides the diurnal FT cycles, soils and bedrock in periglacial and
mountainous areas are prone to seasonal FT cycles. During winter,
longer periods of negative temperatures can be reached which favour
the growth of ice lenses at depths up to several meters. A longer cold
period would extend the time for cryosuction towards the freezing
front, causing also cracking in rather impermeable rocks. Especially
materials connected to a permanent water reservoir at low capillary
pressures are more prone to such situation, which is exactly what
happens at heaving soils where the ice lens is in contact with the ca-
pillary fringe (Peppin and Style, 2013).

However, the presence of a permafrost layer causes a different
temperature profile and thus a different weathering behaviour. Only
the active layer is prone to seasonal changes, while the permafrost layer
remains frozen. Therefore, during melting of the active layer in
summer, disequilibria causes downward cryosuction of the meltwater
and ice lenses form at the top of the frozen permafrost layer, which
results in frost heave (Murton et al., 2000, 2006). Refreezing meltwater
in cracks also caused increased frost wedging during seasonal thaw
(Girard et al., 2013b; Matsuoka, 2008). Moreover, seasonal thaw has
been linked to increased boulder fall at steep slopes (Matsuoka and
Sakai, 1999).

Walder and Hallet (1985), theoretically defined a ‘frost cracking
window’ (Anderson, 1998), which is a temperature range in which
cracks tend to grow, based on the fracture toughness of the frozen
material and the size of a pre-existing crack. The existence of this
temperature range was verified in the lab by several authors (Akagawa

Fig. 12. On the left some cumulative pore-size (r) distributions of three mortars with each a different silica fume content. This component is a byproduct of the silicon
industry and used as an additive in cement for its highly reactive pozzolan character. On the right the liquid saturation SL in function of temperature ΔT derived from
the pore-size distributions on the left and Eq. (4). The ice crystal content can be calculated at every point as SC = 1 − SL (from Coussy and Monteiro, 2008).
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and Fukuda, 1991; Hallet et al., 1991; Murton et al., 2000) and a
window between −3 and − 8 °C is often used to predict enhanced
cracking (Hales and Roering, 2007). This window however varies with
the porosity, pore-size distribution, water content, the presence of in-
itial cracks and tensile strength and therefore, this window should be
defined per material (Matsuoka, 2001b).

A slow cooling rate enhances water transport and ice lens growth
(Powers and Helmuth, 1953). A fast cooling rate should then promote
fast growth into the smallest pores of the system and fast percolation of
ice through the structure. In simulations on marbles and granites, the
cracks grow larger with decreasing cooling rate for a fixed target
temperature, while with a fixed period of cooling, cracks tended to
grow only when an intermediate cooling rate (0.1 °C/h) was applied
(Walder and Hallet, 1985). These authors argued that for a higher
cooling rate (0.2 °C/h), water freezes fast in the smaller pores, shutting
off the pathways towards a possible ice lens. For lower cooling rates
(0.025 °C/h), the authors discuss that the thermodynamic dis-
equilibrium is built up slowly, also causing limited flow towards
growing ice lenses.

Experiments on the effects of the cooling rate on the length change
behaviour of closed porous system (no water is added or removed) was
done by several authors (e.g. (Blachere and Young, 1972; Litvan, 1972;
Matsuoka, 1990b). Similar as the results of Walder and Hallet (1985),
the lowest cooling rate did not display much stress. Here, researchers
attributed this to the slow pressure build-up and the ability of ice to
deform or ‘creep’ (Matsuoka, 1990b). Ruedrich and Siegesmund (2007)
argued that stress, built up by crystallization pressure, can be released
by pressure solution of the ice crystals once supercooled water is de-
pleted from the pore space.

5.1.3. Scale
As frost weathering is a multi-disciplinary topic, geologists, geo-

morphologists, physicists, soil scientists and engineers each have de-
veloped theories on how the pressure builds up and damages their
material of interest (Hall and Thorn, 2011). Geo-scientists are often
confronted with features on a very large scale, as they are looking to
landscape evolution. In the field, results of frost weathering are mainly
identified as mechanically weathered blocks, rock falls or heave of soils.
Therefore, their questions concerning weathering are mainly answered
by a large-scale approach on the subject, for which frost heave and frost
wedging is explained by the ice segregation theory.

However, Hall (2004) pointed out that different ways of degrada-
tion can result from the same weathering phenomenon and that scale
should not play a role in this matter. Hence, in case of FT weathering,
flaking or the loss of grains is probably caused by the same process that
widens fissures and loosens bedrock on a larger scale. De Kock et al.
(2015) demonstrated that cracks form by ice segregation in pre-existing
flaws and that frost wedging gradually widens the crack on a micro-
scopical scale. This is largely the same process as seen in large fractured
bedrock in the field. Therefore, differentiation between microgelivation
and macrogelivation (Matsuoka, 2001b) is based on the resulting scale
of damage rather than the process.

5.2. Future approaches in FT weathering research

From previous sections, it is clear that different parameters need to
be investigated to assess the FT weathering behaviour. Material and
environmental variables are complex and numerous and, moreover,
climate change will shift the latter both temporally and geographically.
Despite numerous theoretical approaches, lab and field observations,
the relation between all variables during a FT cycle is presently not fully
resolved. This currently limits us from selecting more durable building
materials, applying better measures and precautions to sensitive ex-
isting structures and predicting potential natural hazards, such as rock
falls, in a more adequate fashion.

Investigating pore-scale processes is not that straight-forward. To

understand the processes underpinning a FT cycle, the effect of every
variable parameter on e.g. strain, temperate regime of the system or
acoustic emissions should be examined more closely, both in-
dependently and in combination. Such task would ask to assume other
factors to be constant during the experiment. The cooling rate, the
minimal and maximal temperatures and the duration of a cycle can be
kept constant during an experiment easily, while maintaining the sa-
turation degree without considerably manipulating the experiment is
more difficult. To prevent water gain or loss, the application of an
impermeable coating is necessary. This coating can interfere with the
normal crystallization pattern and insulate the samples, which causes
uncertainties of the temperature regime. Additionally, before an ex-
periment is started, the moisture distribution within the pores has to
follow the capillary equilibrium so that it can be modelled using ca-
pillary pressures.

Many rocks are not homogeneous in material properties, which of
course affects results of FT tests. Hence, it is hard to produce exact
values for FT susceptibility. Moreover, nucleation is a stochastic pro-
cess, meaning that parameters, such as the nucleation temperature and
the ice volume formed during initial nucleation, are defined as prob-
ability functions based to other parameters such as the water content
and the cooling rate. To derive these probabilities, a large number of
measurements on different samples under different circumstances
would be necessary. Of course, these tests would take a hideous amount
of time and are consequently not executed.

Small samples offer some advantages towards the randomness of
crystallization as they only contain a few favourable nucleation spots
and only a very limited number of pre-existing flaws if any at all. The
ability to focus on only a couple of nucleation spots, would be beneficial
to elucidate the nucleation and crystal growth process, together with
the following water redistribution. If many cycles would be performed
on this millimetre-sized sample, fatigue could also appear. Hence, the
temporal and spatial evolution of ice crystals and eventually the loca-
tions of damage initiation are important to determine on this small
scale. Doing such experiments in function of all the variables would
define and explain the critical boundaries and that be a giant step
forward in understanding FT weathering on the small scale. Once the
pore-scale processes are recognized from these small samples, the
weathering behaviour on a larger building or outcrop scale can be
better explained.

Despite the great added value of temperature and strain monitoring,
these techniques measure merely proxies for the pore-scale processes
and, therefore, they only provide limited insight in in-situ crystal
growth and water redistribution. To improve the knowledge on the
pore-scale, it is required to deliver direct proof. For this, methods that
are able to visualise the pore space while a FT cycle is applied, should
be further explored. These imaging techniques should have a temporal
and spatial resolution sufficiently high to resolve all processes on the
pore scale. Once suited techniques are established, the theories re-
garding FT weathering can be confirmed or reshaped.

The μCT technique delivers 3D volumes with resolution up to ap-
proximately 1 μm and has been extensively applied in geo-sciences over
the last two decades (Cnudde and Boone, 2013). However, the tech-
nique also comes with some drawbacks. Many rocks and building ma-
terials have a large fraction of pores below the spatial resolution limit of
laboratory μCT devices. Therefore, the pore space cannot be visualised
entirely with the current state-of-the-art, although developments such
as dark field imaging could offer opportunities for the future (Revol
et al., 2011). Moreover, the X-ray attenuation of water and ice is si-
milar, which implies that the two phases can hardly be distinguished
based on X-ray attenuation when appearing in pores together. The
maximal temporal resolution that is currently reached in laboratory
μCT setups is 12 s per tomography (Dierick et al., 2014). For imaging
the fracture evolution, this proved to be sufficient (De Kock et al.,
2015). However, nucleation and crystal growth are processes that
complete in a matter of seconds, too fast to be resolved by the temporal
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resolution. Nonetheless, lab-based μCT remains a promising technique
to further investigate crack growth under different conditions (Shields
et al., 2018), redistribution of water during FT cycles (Deprez et al.,
2017, 2020) and propagation of an ice front.

Synchrotron-based X-ray imaging techniques could offer a solution
to certain shortages of laboratory-based X-ray techniques. The bright-
ness of the synchrotron radiation enables very fast image acquisition,
which reduces the time for a tomography to not even a second. This
would resolve the temporal resolution issue of the lab-based systems.
Multiple synchrotron beamlines are moreover able to reach higher
spatial resolutions that the common lab-based μCT systems. Some
synchrotron-based techniques offer promising applications towards the
differentiation and visualization of water and ice in a porous medium.
For example, the crystal lattice of ice diffracts the incoming X-rays,
which causes the appearance of a phase contrast at the border between
water and ice in X-ray tomograms. This technique was recently applied
to identify frozen and unfrozen parts within food (Guo et al., 2018).
Also the diffraction pattern of ice itself can be used to produce a three-
dimensional image of the diffracting crystals (Ludwig et al., 2009).
Although present applications are limited to metallurgic materials,
applying a diffraction-based three-dimensional imaging technique
could deliver a significant contribution to several aspects of the beha-
viour of ice in porous mineral materials.

Combining direct with indirect observations is the key to solve re-
maining frost-related questions. To validate a process observed with
e.g. μCT, measurements of indirect properties linked to the water-ice
phase transition are of major importance. De Kock et al. (2015), for
example, demonstrated that a crack opened simultaneously with an
exotherm in the temperature curve, which immediately proves that
crystallization was the cause of the damage (Fig. 10). Within the same
experiment, the exact temperature of the freezing point depression lead
to an assessment of the pores in which nucleation occurred, resulting in
an explanation for the location of initiated crack. Shields et al. (2018)
combined μCT with AE monitoring and established that the water sa-
turation degree was correlated with the size and location of the induced
cracks. Building a set-up that is able to image while measuring a proxy
in real-time is however not easy. For μCT, most systems have to rotate
the sample for 360°, which hinders the use of attached cables for con-
ditioning and measuring devices. Also, the larger the surrounding of the
sample gets, the lower the resolution of the tomography will be due to
magnification issues. Developing and incorporating a specific mea-
suring and/or conditioning device into a μCT system is therefore always
well-considered and system specific.

Future research should focus on developing and testing new tech-
niques that can possibly deliver direct proof of the pore-space processes.
Combining these techniques with existing methods for determining
parameters related to FT weathering, will lead to a better under-
standing of the results coming from the latter. This combination will
enable researchers to attribute weathering behaviour to one or multiple
pressure build-up mechanisms in the pore space. By varying the en-
vironmental conditions of FT experiments, parameters for numerical
modelling will be extracted. Existing numerical models can be en-
hanced consequently and prediction of the FT weathering behaviour of
porous mineral materials will be more accurate.

As there a scale-independency in the weathering mechanisms, these
developments on the pore-scale will also lead to better assessments of
the large-scale implications of frost cracking and wedging within sur-
face rocks or within built structures. To test the validity of these models
on a large scale, more sites in frost-sensitive areas should be fully
monitored for temperature and rock moisture content (Rode et al.,
2016) and resulting FT damage patterns (acoustic emissions, crack
opening). Here, both the spatial and temporal resolution of measure-
ments is of key importance.
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