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ARTICLE

Evidence for measuring teachers’ core practices
M. Van Der Schaaf a,b, B. Slofb, L. Bovenb and A. De Jongb

aUniversity Medical Center Utrecht, Utrecht, The Netherlands; bDepartment of Education, Utrecht
University, Utrecht, The Netherlands

ABSTRACT
Teaching is a complex profession and feedback on teacher practices is
needed for teachers’ development. Many instruments are available to
measure teacher practices, but little is known about their quality. This
systematic review aimed to gain insight into the quality of instruments
available to measure teacher practices. A systematic review based on
ERIC, PsychINFO, and Web of Science databases (2000–2016) was
conducted. In total 96 journal articles were included, describing 127
measurement instruments. The instruments were mainly self-
evaluation questionnaires, focussing on activities during teaching.
Most evidence was provided for the validity and impact of the instru-
ments. Evidence for utility was generally low. Questionnaire data gath-
ered from students seems to best meet the quality requirements. It is
discussed to evaluate teachers with different measurement instru-
ments to provide a rich perspective of their practices.
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1. Introduction

To reach a high level of education that positively affects students’ learning, providing
high-quality feedback on teachers’ practices is crucial (Darling-Hammond 2012). This
demands insight into teachers’ core practices, i.e. the main professional activities tea-
chers have to carry out in the workplace, as part of their teaching profession (Grossman,
Hammerness, and McDonald 2009; Reynolds 1992). Core practices underline the rele-
vance of teacher’s knowledge in action (Zeichner 2012). In contrast to the predominant
focus on knowledge for teaching or on competencies in the past, core practices aim to
enact with teachers’ daily practice and to support high-quality content-rich, meaningful
teaching (McDonald, Kazemi, and Kavanagh 2013). Teachers’ core practices are often
categorised into: (1) pre-lesson activities, i.e. goal setting, developing learning tasks and
lessons; (2) lesson activities, i.e. instructing, guiding, and assessing and (3) post-lesson
activities, i.e. reflecting on one’s own teaching. Since teaching involves interacting with
students in different contexts, no single measurement tool is likely to fully capture
teachers’ core practices. Instead, multiple types of measurement instruments and asses-
sors are needed to foster a teachers’ professional development (Grossman et al. 2014;
Maulana and Helms-Lorenz 2016). It is known that measurements can have limitations as
well as potential to stimulate teachers’ development (Bryk et al. 2015). So far, little is
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known about the evidence that is provided for the use of measurement instruments in
terms of validity, reliable, utility as well as the impact they might have on teachers’
development. Insight in this topic is urgent to better ground decisions regarding the
measurement of teachers’ practices and associated consequences such as receiving
support or getting promoted (Baartman et al. 2007; Author and Stokking 2008;
Schoenherr and Hamstra 2016).

A review study is carried out to provide an overview of the evidence revealed by studies
regarding the measurement of teachers’ core practices. Based on Kane (2004) and Mislevy
(2011), we advocate that high-quality measurements should be supported by solid and
proficient theoretical and empirical rationales for their quality. For example, by
a theoretically underpinning of how the domain of teacher practices is covered, and by
empirical evidence based on factor analyses (e.g. confirmative or explorative). Evidence for
the quality of instrumentsmay vary regarding the amount of evidence (no evidence at all, to
multiple pieces of evidence) and should at least meet the quality requirements below
(Baartman et al. 2007; Clark and Sampson 2007; Author, Baartman, and Prins 2012):

1.1. Validity

Evidence for validity entails proof for the relationship between the teachers’ core practices, the
goals and the consequences of a measurement (Messick 1989). Evidence for validity is
required to reduce systematic measurement errors (e.g. construct irrelevance) and often
implies: (1) content validity, i.e. the instrument covers the intended constructs to bemeasured,
in our case teachers’ core practices; (2) construct validity, i.e. the constructs are accurately
operationalized in terms of items; (3) criterion validity, i.e. the instrument shows high correla-
tions between scores on external measurements of the same constructs (convergent) or
unrelated constructs (discriminant).

1.2. Reliability

Evidence for reliability concerns consistency of the measurement to reduce random
measurement errors (e.g. differences between tests and assessors) and often implies: (1)
internal consistency: do the items measure the constructs in a consistent manner? (2)
stability: does the measurement estimate the constructs consistently over time? (3)
interrater agreement: do assessors reach agreement on scores given to a teacher
based on the measurement?

Furthermore, evidence for utility and impact should be gathered. Utility means that the
instrument is transparent, feasible and efficient to use in the workplace. A measurement’s
impact refers to the interpretations made, and the consequences or effects of the feedback
based on the measurement and is related to the educational worthiness of the measure-
ment (Baartman et al. 2007; Birenbaum 2007; Linn, Baker, and Dunbar 1991; Poldner,
Simons, and Wijngaards 2012; Stokking, Jaspers, and Erkens 2004).

In this review study empirical studies describing the quality of measurements of
teachers’ core practices, used in secondary and tertiary education, were gathered and
analysed to answer the main research question: ‘What evidence is provided for the
quality of measurements in teachers’ core practices?’
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2. Method

The review followed a four-step procedure (Hammick, Dornan, and Steinert 2010): (1)
searching databases and downloading relevant articles, (2) selecting suitable articles
based on inclusion and exclusion criteria, including interrater reliability, (3) coding the
selected articles, including interrater reliability, and (4) reporting the findings.

2.1 Searching databases

A Boolean search query was conducted to search the commonly used databases – ERIC,
PsycINFO, and Web of Sciences – for relevant articles (Moher et al. 2009). The query
comprised keywords aimed at selecting articles including instruments that measure pre-
service and qualified teachers’ activities, i.e. teachers’ attitude, behaviour, competence,
skills, and performance. The review focuses on instruments that can be used in second-
ary and higher education. The query also specified that articles should not measure
teacher’s knowledge or relate to other types of education than specified, e.g. not
primary or special education. We selected peer reviewed English written articles from
2000 onwards. The search query resulted in an initial set of 1,453 articles.

2.2 Article selection

The procedure to select suitable articles for further analysis was threefold. First, 156
articles were excluded based on duplicity (k = 65) or unavailability of an English abstract
(k = 91). Second, two researchers (3rd and 4th author) independently scored all 1,297
remaining abstracts based on the inclusion and exclusion criteria (population, topic and
target group). Inclusion criteria were: (1) (Student)teachers in secondary and tertiary
education, who teach a general (not special) population of students; (2) The measure-
ment instrument addresses teachers’ core practices (teacher behaviour rather than
knowledge) to some extent (teaching quality in general or specific skills); (3) The
measurement instrument is applicable in a range of educational domains.

Exclusion criteria were: (1) Irrelevant type of education or population, for example:
pre-school, toddlers, adult education, online education, medical teachers, patient educa-
tion, distance education, special education; (2) The topic of the study is not teaching
practice, for example: learning from feedback in general, quality of assessment in
schools, evaluating a teacher education programme, intervention programmes, and
quality management; (3) The study focuses on teachers’ knowledge or beliefs, instead
of teaching practice (skills). Examples are: subject matter knowledge, pedagogical con-
tent knowledge, knowledge about inclusive education or disabilities, attitudes towards
race, learning theories, educational philosophy, teaching context, self-efficacy, and
reasons to enter or leave the job; (4) Instruments that are only applicable in specific
domains e.g. in teaching science, teaching language, online learning, and distance
education, medical education, patient education, pre-school, toddlers, adult education,
online education, distance education, special education.

Independent selection of abstracts by two researchers based on inclusion and exclu-
sion criteria let to a percentage agreement of 88.63% and a Cohen’s Kappa of .68. The
abstracts that showed variance in scoring were discussed by the two researchers to
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reach consensus. The procedure resulted in the exclusion of 1,074 articles. The main
reason for exclusion was that an article did not focus on the combination of teachers in
secondary or tertiary education and teaching activities.

Third, the remaining set of 223 articles were scored on the inclusion and exclusion criteria
as mentioned above. The two researchers independently scored about 10% (k = 20) ran-
domly selected articles (out of the set of k = 223). They reached a percentage agreement of
100%. This led to the exclusion of 130 articles. The main reasons for exclusion were that
articles did not measure activities that teachers carry out before, during or after teaching
their students, or did not provide original empirical evidence. As a result, 96 articles were
included in the study, see Table 2 and Appendix 1 for an overview.

2.3 Coding of the selected articles

Two researchers (3rd and 4th author) each coded an equal subset of the 96 selected articles
according to the coding scheme. That is, all articles received a code for the topics of interest,
namely 1) teacher’s core practices, 2) type of instrument, 3) type of assessor, and 4) quality.
When multiple types of measurement instruments where described in an article, each instru-
ment was coded separately. This resulted in a total of k = 127 instruments. Thereafter, the core
practices measured by each instrument were fully described in a document by the two
researchers and categorised in collaboration with the first and second author. Next,
a random sample of 25 percent of all instruments was independently coded by two research-
ers regarding pre-lesson activities, lesson activities, and post-lesson activities. This resulted in
a percentage agreement of 96,8% and a Cohen’s Kappa of .59.

Finally, the quality of each measurement instrument was coded according to the degree
of the provided theoretical and empirical support. First, each quality aspect was rated with
0 to 2 points (see Table 1). When no information about a quality aspect was provided in an
article, it was coded as ‘no evidence’ (0 points). For the existing evidence we discerned
between ‘medium’ (1 point) and ‘strong’ evidence (2 points) based on statistical and
conceptual grounds. That is, higher scores were given when an article provided a more
solid and proficient theoretical and empirical rationale for the quality of the instrument at
hand. For example, one point was given for criterion validity when there was one argument
reported for criterion validity, or when a correlation between .70 and .80 was shown for two
criterion related measurements in the article. Two points was given for criterion validity
when multiple arguments or correlations above .80 were shown. This is in line with
common benchmarks for validity and reliability (DeVellis 2003; Field 2013). Similarly, higher
scores were given if multiple arguments for quality are reported in an article, such as
outcomes of previous studies, as this substantiates the claim for quality of the instrument.
High scores on common measures as well as strong qualitative arguments both provide
stronger evidence for conceptual conclusions about teacher performance in practice and
were thus coded as ‘strong’ evidence. Subsequently, the sum scores for aspects of validity
(content, construct and criterion validity) and reliability (internal consistency, stability and
interrater agreement) ranged from 0 to 6 points, i.e. 0 to 2 points for each quality aspect.
Consequently, the sum scores for aspects of validity and reliability were divided into three
categories: ‘no evidence for quality’ (average sum score 0), ‘medium evidence for quality’
(average sum score 1–3), and ‘strong evidence quality’ (average sum score 4–6).
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In utility and impact, we scored the number of pieces of evidence that indicate the
transparency and efficiency of the use of the instrument, as well as evidence for the way the
use of the instrument can contribute to teachers’ professional development, e.g. by means
of feedback, reflection or otherwise. The sum scores for evidence of utility and impact were,
thereafter, divided into two categories: ‘no evidence for quality’ (average sum score 0) and
‘one ormultiple pieces of evidence for quality’ (average sum score 1–2). Two researchers (3rd

and 4th author) independently coded the same 15% of the instruments, randomly chosen
from the set of k = 127 instruments. This resulted in a percentage agreement and weighted
Cohen’s Kappa for validity (72.2%, .58), reliability (88.9%, .69), utility (72.2%, .40), and impact
(88.9%, .77).

After coding the instruments, we ran descriptive statistics and frequencies to
create an overview on what claims for quality can be found in literature for the
different assessment instruments. Based on the coding, we also examined whether
triangulation procedures (e.g. multiple assessment moments, different instruments,
different assessors) were applied to measure teachers’ core practices. This was done
by scoring how many assessment moments and what kind of instruments and
assessors were considered when assessing teachers’ core practices.

3. Results

3.1 Measurement instruments and assessors

The 96 selected articles described 127 instruments for measurement of teacher
practices (see Tables 2 and 3 for an overview). When looking at the type of teachers’
core practices the obtained results indicate that most instruments (72%) are aimed
at measuring lesson-related activities (k = 92). Within this category there is a focus
on measuring content-related activities (k = 51), such as the Learning Object
Evaluation Scale (Kay and Knaack 2008), and aspects of classroom climate, including
interaction (k = 49), such as the Questionnaire on Teacher Interaction (Wubbels
et al. 2012). There seems to be less interest in measuring post-lesson activities (k
= 24), such as keeping reflective journals or measuring teacher collaboration on
schoolwide intervention programs (e.g. Martinez et al. 2016). There were barely
instruments aimed at measuring the pre-lesson activities (k = 1) or on a combina-
tion of aforementioned activities (k = 10). A scarce example of such an instrument
is the Classroom Assessment Scoring System (CLASS), measuring content and
climate aspects (Allen et al. 2013).

When distinguishing between the different types of instruments, the obtained results
indicate that especially questionnaires (72%) were used to measure teachers’ core
practices. In addition, observation instruments (14%), interviews (6%), and performance
and logbooks (8%) were used. Further, the obtained results indicate that assessment of
teachers’ core practices is based on data gathered from different kinds of assessors. That
is, the measurement is based on: (1) teachers’ self-reports (44% of the instruments), (2)
students’ assessment of their teachers (34%) and (3) perceptions of colleagues and
supervisors (21%). Mainly questionnaires were used to gather data from the teachers
and their students. Observations (67%) and interviews (22%) were mostly used to gather
data from the colleagues and supervisors. Only in one case, different kind of instruments
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and assessors (data triangulation) were used to measure teachers’ core practices. This
indicates that teachers’ core practices are commonly measured at one specific moment
in time with a one specific instrument or assessor.

Table 3. Overview of teacher practices measured in assessment instruments.
Type of assessment instrument

Teacher practice Questionnaire Observation Interview Perf. ass. and logs Total

Pre-lesson activities 0 0 0 1 1 (1%)
Lesson activities 69 14 4 5 92 (72%)
Post-lesson activities 18 0 3 3 24 (19%)
Combined activities 4 4 1 1 10 (8%)
Total 91 (72%) 18 (14%) 8 (6%) 10 (8%) 127

Table 2. Overview of studies and teacher practices.
Study Teacher Practice

Ang (2005), Azigwe et al. (2016), Bear et al. (2011), Bernardo
et al. (2008), Bonney et al. (2015), Casas et al. (2015), Castillo
et al. (2013), den Brok et al. (2002), Fan (2012), Fenzel et al.
(2009)1, Hill (2004), Huang et al. (2006), Jacobs et al. (2013),
Kiany et al. (2011), Kosir et al. (2014), Kunter et al. (2007),
Kyriakides (2005), Lang et al. (2005), Martin et al. (2010)1,
Maulana et al. (2015), Maulana et al. (2012), Murray et al.
(2011a), Passini et al. (2015), Ryan et al. (2011), Sakiz (2012),
Scrimin et al. (2014), She et al. (2000), Siddall, et al. (2013),
Skinner et al. (2008)., Thijs et al. (2012), Veldman et al.
(2013), Wallace et al. (2012), Walsh et al. (2010), Zullig et al.
(2014)

Classroom Climate
Examples: interpersonal behaviour, school climate,
communication, rule clarity, encouragement.

Al-Shabatat (2014), Azigwe et al. (2016)1, Barton et al. (2006)2*,
Beran et al. (2009), Beswick (2005), Boardman et al.
(2004)123, Brown, G.T.L. et al. (2015)4, Driscoll et al. (2010),
Emesini (2015), Flowers et al. (2000), Goh et al. (2010), Good
et al. (2015)1, Hailaya et al. (2014)3, Hargreaves (2014)1,
Haydn et al. (2007), Kay et al. (2008)3*, Khourey-Bowers et al.
(2005)1, Klug et al. (2014)2, Kyriakides et al. (2009), Kyriakides
et al. (2014), Larose et al. (2009), Martinez et al. (2016),
Mehta et al. (2013), Meintjes et al. (2010)3, Murray et al.
(2011), Nelson et al. (2014), Nunnery et al. (2008)1,
Opdenakker et al. (2011), Panayiotou et al. (2014), Park et al.
(2014) 1, Peters et al. (2010) 1, Pontefract et al. (2005) 1,
Reddy et al. (2015)1*, Reddy et al. (2013) 1*, Robertson et al.
(2013)2, Sach (2012), Schroeder et al. (2011), Schumacher
et al. (2011) 2, Watzke (2007), Williams et al. (2007) 2*

Didactics
Examples: assessments, designing learning tasks,
instruction, feedback, research-based practice.

Castillo et al.(2013), Cengiz et al. (2015)3, Daley et al. (2015)3,
Delvaux et al. (2013), Elstad et al. (2012), Huang, et al.
(2006), Huang et al.(2009), Kalk et al. (2014), Landmann
(2013), Martinez et al. (2016), Neves et al. (2014), Ordu
(2016), Schoeman et al. (2012), Sirin, S. R. et al. (2010)3,
Veldman et al. (2013)2, Vanlommel et al. (2016), Yates
(2007), Zurlo et al. (2013)

Professional Development
Examples: professionalisation, role in the school,
communication with colleagues and parents.

Allen et al. (2013)1, Brown, E.L. et al. (2015)3, Gitomer et al.
(2014)1*, Reese et al. (2014) 1, Strong et al. (2011),

Combination of aforementioned practices

All studies refer to questionnaires, except when one of the following codes is given: 1 = observation; 2 = interview;
3 = performance measurements and logbooks; An asterisks indicates that two instruments are included, of which at
least one is a questionnaire an another is indicated by the predisplayed code, that is: 1* = observation and
questionnaire; 2* = interview and questionnaire; 3* = perf. ass. and logs, and questionnaire
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3.2 Evidence for instrument quality

The obtained results for each quality aspect are reported per type of instrument and
assessor (see Tables 4 and 5). Analysis of the validity quality aspect revealed that most
instruments were rated as ‘medium’ evidence (76%). This indicates that for the majority
of the instruments a theoretical or empirical argument regarding the measurement, for
instance a factor analysis, was provided. For respectively 12% and 13% of the instru-
ments ‘strong’ evidence’ or ‘no’ evidence was provided. Instruments that gathered data
from students about their teachers, received, relatively more ‘strong evidence’ scores
(21% of the instruments) compared to teachers’ self-report data and data from collea-
gues and supervisors (7% of the instruments).

Analysis of the reliability quality aspect indicated that, again, for the majority of the
instruments (66%) at least some evidence (e.g. internal consistency) was provided. In
respectively 29% and 5% of the cases’ no’ evidence or ‘strong’ evidence was provided.
Instruments in which data was gathered from colleagues and supervisors received,
relatively speaking, more scores in the category ‘no evidence’ (44% of the instruments)
compared to instruments based on teachers’ self-reports or student data (26%).

Analysis of the utility quality aspect revealed that the majority of the instruments
provided no evidence (70%). In other words, no information was given regarding the
transparency, feasibility and efficiency of the instrument. In 30% of the cases, at least,
information on one of these topics was provided.

Table 4. Overview of quality of evidence per type of assessment instruments.
Type of assessment instrument

Quality Degree of Evidence Questionnaire Observation Interview Perf. meas. logbooks Total

Validity No evidence 10 4 2 0 16 (12,5%)
Medium 69 13 6 8 96 (75,5%)
Strong 12 1 0 2 15 (12,0%)

Reliability No evidence 23 7 6 1 37 (29%)
Medium 65 9 2 8 84 (66%)
Strong 3 2 0 1 6 (5%)

Utility No 63 12 5 8 88 (69%)
One or multiple pieces 28 6 3 2 39 (31%)

Impact No 34 7 4 6 51 (40%)
One or multiple pieces 57 11 4 4 76 (60%)

Table 5. Overview quality of evidence per type of assessor.
Type of assessor

Quality Degree of evidence Self-assessment Pupils Others Multiple Total

Validity No evidence 7 4 5 0 16 (13%)
Medium 45 30 20 1 96 (76%)
Strong 4 9 2 0 15 (12%)

Reliability No evidence 14 11 12 0 37 (29%)
Medium 40 31 12 1 84 (66%)
Strong 2 1 3 0 6 (5%)

Utility No 41 27 19 1 88 (69%)
One or multiple pieces 15 16 8 0 39 (31%)

Impact No 26 14 11 0 51 (40%)
One or multiple pieces 30 29 16 1 76 (60%)
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Analysis of the impact quality aspect revealed that 60% of the instruments included
a theoretical rationale for the formative or summative consequences. Another 40% of
the instruments did not provide any information about this quality aspect. Furthermore,
specific evidence about how an instrument could enhance teachers’ professional devel-
opment was lacking.

4. Discussion

The aim of this review study was to gain more insight into the quality of instruments
that measure teachers’ core practices. Quality was coined as the kinds of measurement
instruments and assessors involved as well as the provided evidence for their quality, i.e.
validity, reliability, utility, and impact. The findings indicated that the instruments mainly
focused on measuring teachers’ lesson related core practices, especially classroom
climate and didactic activities. Although these may be regarded as central categories
of teaching activities, it is remarkable that almost no attention was paid to the measure-
ment of teachers’ professionalisation activities. After all, the measurement of teachers’
core practices can be very helpful to stimulate further professional development, as the
measurements themselves can be seen as ‘interventions’ in teachers’ practices and often
demand reflection, feedback and collaboration to be carried out (Butler 2006; Rezgui,
Mhiri, and Ghédira 2014). So, from a meta perspective, the measurements of teachers’
core practices could stimulate teachers’ development within the social cultural work
context (Butler 2006) and for that reason it is relevant to include teachers’ professiona-
lisation as an aim in itself more prominently. In other words, since teachers develop as
part of their daily work (Billet 1998), and learning is mainly informally based on learning
from experiences at the workplace (Eraut 1994), measuring a teacher’s core practices is
an intervention with potential impact on professional development.

Findings also indicated that mainly questionnaires (72%) were administered to mea-
sure teachers’ core practices. This aligns with today’s practice in which teachers often
work with instruments for self-evaluation purposes (Darling-Hammond et al. 2012).
Results regarding the quality of the questionnaires indicated that in most cases (70%)
a ‘medium’ level of evidence was provided for the validity and reliability of the instru-
ment. In 60% of the cases a ‘medium’ level of evidence was provided for the impact of
the instrument. Only in 30% of the cases evidence for the utility of the questionnaire was
provided. Most observation and interview instruments also did not fully meet the quality
criteria to measure teachers’ core practices. Alternative forms of measurements, based
on performances measures, such as simulations or portfolios and logbooks provided
more evidence for their validity (100% of the cases provide at least a ‘medium’ level of
evidence) and reliability (90% of the cases provide at least a ‘medium’ level of evidence).
As the complex profession of teaching is not easily reconciled with traditional measure-
ments, more research is needed into evidence for the quality of such alternative forms of
measuring teacher practices.

The overarching interpretation of the obtained findings is that for each type of
instrument, regardless of the assessor, sound theoretical and empirical evidence for its
quality is lacking. This aligns with findings of several authors who reported that measur-
ing teaching quality is a complex endeavour, which is based on a diversity of theoretical
constructs and methodologies with their specific validity and reliability issues (Feistauer

EUROPEAN JOURNAL OF TEACHER EDUCATION 683



and Richter 2017; Goos and Salomoms 2017; Gunn 2018; Spooren, Brock, and Mortelman
2013). In addition to these studies, the current literature review also took edumetric
quality aspects, such as utility and impact, into consideration. As indicated before, these
quality aspects are also subject for improvement in most measurement instruments.
Without a sound description of the quality of instruments to measure teachers’ core
practices, users should be cautious when interpreting the obtained scores. It is for
instance well known that instruments that assume to measure students’ perceptions
of how they were taught, i.e. student evaluations of teaching, also include other
constructs such as personal traits and attractiveness of the teacher, which might hamper
their validity (Clayson and Sheffet 2006; Hornstein 2017; Sax, Gilmartin, and Bryant 2003).

When interpreting the findings of this review study, one should consider some
limitations. First, despite the high agreement percentages between the coders, the
Cohen’s Kappas for the category’s validity, utility and impact could be improved. This
implies that the findings of this study should be taken with caution. Further, the analyses
were based on information available in selected studies. It is possible that authors of the
selected studies did not publish all information that we are rating the quality of
instruments on regarding developed and validated instruments in full-text articles.

To conclude, three suggestions for advancing the development and application of
instruments aimed at measuring teachers’ core practice are provided. First, since all
measurement instruments have their benefits and pitfalls it seems feasible to shift to
a different, more constructivist, assessment approach, based on triangulation. We advo-
cate that assessment data from multiple sources (type of instrument and assessor) and
different moments in time should be used to gain a better understanding of a teachers’
professional development (cf. Catrysse et al. 2016). Besides teachers’ self-assessments
and student evaluations one might also want to collect behavioural data, such as lesson
observations (van de Grift 2007), and information from colleagues and supervisors. By
doing so, more insight into teacher’s core practices can be provided and contrasting
findings can be placed into perspective. This is important since the quality of measure-
ments is also affected by many context related factors, including how well the instru-
ment fits with a teacher’s work context, the support and time a teacher receives to
prepare for and to reflect on the measurements and the training and support of
assessors. This is in line with a programmatic assessment approach (Van der Vleuten
et al. 2015) in which the use of multiple measurements, preferably with different kinds of
assessors, and discussion of the obtained scores is advocated.

Secondly, it seems feasible to devote more attention to the utility and the impact
quality aspects. When selecting a specific instrument or a combination of instruments,
assessors need a proper understanding of how they should use the instrument(s). To this
end, information about the transparency, feasibility and efficiency is required. In this
respect, for example, Feistauer and Richter (2017) indicated that questionnaire data from
at least 25 students should be collected in order to obtain meaningful findings from this
type of instrument. If this sample size is not available, such an instrument should not be
used to assess teachers’ core practices. Further, we advocate that instruments more
clearly state for which purpose (e.g. the purpose of furthering professional development)
the measurement will be used and what the associated consequences are for the
assessed teacher. This aligns with Duckworth and Yeager’s (2015) recommendations
that practitioners should seek for the most valid measure given their intended aims.
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When a sound theoretical and empirical underpinning of the instrument quality is
lacking, we recommend to solely use the instruments as diagnostic tools.

Third, considering the measurement of teachers’ core practices as a source for further
professional development by means of diagnostic tools, stresses an explicit and strong
relation with teachers’ learning processes and work context. The development of teachers
requires measurement instruments that can be used to improve their daily practice (Bryck
et al. 2015). This demands that they are feasible, context-rich and directly related to how
students learn. The focus should not lie on the quality of the instruments only, but rather on
the question how to make measurements work effectively for individual teachers. This
implies that instruments should be embedded in school organisations and teacher educa-
tion pedagogies for becoming teachers. The enactment and embeddedness in practice is
necessary to contribute to teachers’ professional development.

Fourth, in this regard measurement instruments should be related to teachers’ learning
processes. For instance, giving room for teachers’ agency in measuring core practices is
relevant, e.g. in terms of formulating own learning goals that meet their experiences in the
context at hand. We hardly found indications in our study of how the instruments to
measure teachers’ core practices align with or feed into teachers’ learning processes. This
implies a need for narrative and interpretative approaches that are able to describe
processes and development in the rich context of teaching (Eraut 1994; Sandberg 1994).
It also includes paying attention to the purposes and intentions underneath teachers’
actions (Kennedy 2015). In our study we only found some instruments that paid attention
to narratives or qualitative data regarding teacher development at the work place. It is
recommended to invest more in teachers’ agency and the use of narrative data to provide
meaning for teachers, when measuring their core practices (Bouwen 1998).

On the whole, the most important goal of measuring teachers’ core practices is
to provide teachers with feedback that can stimulate professional development. In
this regard, impact is one of the most important quality criteria. In the end,
teachers’ development can only be stimulated when the measurements are used
as means for dialogues with students, peers and supervisors about teaching, as well
as instruments for further reflection. Therefore, it is valuable to integrate informa-
tion of how students learn to how teachers teach (Darling-Hammond 2015). Useful
examples are: multisource feedback, possibilities for peer review and peer feedback
from and by teachers, involving students (formatively) in the evaluation of educa-
tion, the role of teamwork in teaching. This study shows that instruments to
measure teachers’ core practices can improve in theoretical and empirical argumen-
tation and that evidence for utility of the measurements is in general weak.
Consequently, there is a need for another, more constructivist view on what is
crucial for quality measurements, as well as a stronger focus on the teacher as
learner in the context of the workplace.
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