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A B S T R A C T

The article discusses the feasibility and benefits of using immersive virtual environments (IVEs) to gauge the
environmental preferences of individuals. The discussion is based on the results of a stated preference conjoint
experiment employed within an IVE. In the experiment, participants were asked to rate and rank their cycling
experience during and after they had cycled a few virtual routes with changing environmental characteristics.
Participants repeated the experiment a week later to allow the examination of the test–retest reliability of the
method. Presence level—namely the extent to which one has an actual sense of being in the simulated
world—was computed using the ITC–SOPI questionnaire. The scores were compared with an equivalent, more
traditional, still images conjoint task that was administrated to a control group. Presence level was significantly
higher in the IVE compared to the still images experiment. This finding supports the notion that IVEs may yield
greater external validity due to their higher level of realism. Relatively low test–retest reliability scores between
the two IVE experiment rounds were obtained. This might be explained by the participants’ low familiarity with
IVEs, which in the first round diverted their attention from the conjoint task itself. In contrast, the test–retest
scores of post-IVE evaluations, which are considered more cognitive in their nature, were satisfactory.
Implications of the experiments and suggestions for future research are discussed.

1. Introduction

Physical and social environments are thought to have a considerable
impact on human daily behavior and lifestyle. Environmental factors
have been found to affect, for example, the number and quality of social
interactions (Kaźmierczak, 2013; Zhao, Dijst, & Chai, 2016), dietary
behavior (Burgoine, Forouhi, Griffin, Wareham, & Monsivais, 2014;
Poelman et al., 2018), commuting and transportation preferences
(Cervero, 2002; Ghekiere et al., 2015), the decision to engage in phy-
sical activity (Jansen, Kamphuis, Pierik, Ettema, & Dijst, 2018), and
mood, mental health, and wellbeing (Birenboim, 2018; Evans, 2003).
Studies that investigate the effect of environmental factors on human
behavior may take the form of either real-world, ecological studies in
which participants’ behavior is observed using various techniques (e.g.,

questionnaires and diaries, interviews, tracking technologies such as
GPS), or more experimental, lab approaches. While the latter ap-
proaches are considered to have higher internal validity and therefore
to be superior in terms of causality inference, the former approaches
represent real-life situations and are therefore thought to have a greater
external or ecological validity.
Stated preference (SP) is a common group of experimental methods

used to evaluate environmental changes that cannot be tested in real-
world observational approaches. In SP research, people are asked about
their preferences in hypothetical situations. It usually involves a choice,
ranking, or rating task, in which respondents have to evaluate a set of
alternatives that differ on predefined characteristics of interest
(Louvière & Timmermans, 1990; Louvière, Hensher, & Swait, 2000).
The SP approach is commonly applied in fields such as marketing,
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transportation, planning, and housing (Earnhart, 2002; Louvière, 1979;
Molin, Oppewal, & Timmermans, 2001). Other major advantages of SP
experiments are their low cost and relative ease of administration and
analysis, compared to real-world, observational studies.
It is of critical importance that respondents in SP studies that focus

on environmental changes have a clear and accurate impression of the
alternative environments and situations presented to them
(Orzechowski, Arentze, Borgers, & Timmermans, 2005). Traditionally,
most SP research involved verbal descriptions of alternatives and their
attributes. This often led to SP techniques being criticized for relying
heavily on respondents’ imagination, possibly leading to considerable
error variance due to poor evaluability (Bateman, Day, Jones, & Jude,
2009; Farooq, Cherchi, & Sobhani, 2018). Being aware that textual
representations cannot always adequately convey the nature and
complexity of certain decision contexts, studies have started to in-
corporate visualization tools such as GIS-based assistance, images, and
photographs to enhance task realism and avoid biased responses
(Caulfield, Brick, & McCarthy, 2012; Tilahun, Levinson, & Krizek, 2007;
Verhoeven et al., 2017; Yamada & Thill, 2003). However, these tools
provide only a static and often rudimentary impression of the en-
vironment the researcher intends to present (Jansen, Boumeester,
Coolen, Goetgeluk, & Molin, 2009). We hypothesized that a study in-
volving a more virtual dynamic interaction with the environment, such
as in the case of virtual movement through space, would facilitate more
realistic responses of participants. Moreover, static, mono-sensory (fo-
cusing only on the visual) simulations of environmental changes are not
likely to produce a real embodied experience that is assumed to sig-
nificantly impact human responses through multi-sensory sensations
(Patterson, Darbani, Rezaei, Zacharias, & Yazdizadeh, 2017); these in-
clude the vestibular and proprioception senses, which are highly re-
levant to interaction in virtual environments (Sanchez-Vives & Slater,
2005).
In this paper, we discuss the implementation of immersive virtual

reality technology in an SP experiment that investigated the environ-
mental preferences of cyclists. Dutch participants cycled through var-
ious virtual environments in a simulator based on a head-mounted
display, after which they were asked to rate and rank their cycling
experience. Much research has been carried out on the associations
between the built environment and cycling (Fraser & Lock, 2011;
Saelens, Sallis, & Frank, 2003; Van Cauwenberg et al., 2018; Wendel-
Vos et al., 2004), and some of it utilized SP techniques (Ghekiere et al.,
2015; Vedel, Jacobsen, & Skov-Petersen, 2017). However, since cycling
involves a direct and dynamic interaction with the surrounding en-
vironment, it was hypothesized that the incorporation of immersive
virtual reality techniques would result in greater external validity
compared to traditional SP studies. O’Hern, Oxley, and Stevenson
(2017) have already established the ability to produce real-life
equivalent cycling behaviors in a head-mounted display bicycle simu-
lator. These behaviors included cycling speed, head movements, lane
position, and relative distance to cars. However, the study did not deal
with aspects of subjective experiences and did not utilize SP techniques.
Similarly, Nazemi, van Eggermond, Erath, Schaffner, and Axhausen
(2018) assessed the perception of relative speed changes of cars and
lanes width in a cycling simulator. They found that participants could
detect relative changes in cars speed and lanes width in virtual en-
vironments except in cases where changes were minor (changes of<
10 km per hour in speed, and<30 cm in lane width).
The present research aims at evaluating the qualities and metho-

dological advantages and weaknesses that are associated with the im-
plementation of SP experiments within immersive virtual environments
(IVEs) for studying environmental preferences in general and cycling
behavior more specifically. To do so, the study first tests the hypothesis
that IVEs generate greater realism by comparing the level of realism in
a cycling IVEs with equivalent still images environments. The study
then turns to evaluate the test–retest reliability of SP experiments
within IVEs. Test-retest procedure examines whether a measurement

tool can reproduce the same result given the same conditions in, at
least, two different time periods. It is an important indicator of the
reliability of the tool and hence its validity. The feasibility, advantages
and disadvantages of implementing SP experiments within IVEs are
discussed in the concluding sections based on the literature and our
experience with the current study.

2. Virtual reality and immersive virtual environments

In the late 1990 s, researchers began to show more interest in the
utilization of immersive virtual technology as a scientific research tool.
The main advantage associated with the technology lies in its potential
to address the long-standing trade-off problem between mundane rea-
lism and experimental control that is encountered in many experiments
on human perceptions and behaviors (Blascovich et al., 2002; Fox,
Arena, & Bailenson, 2009; Loomis, Blascovich, & Beall, 1999; Ruotolo
et al., 2013; Smith, 2015). On the one hand, the experimental lab de-
sign gives researchers full control over the stimuli to which participants
are exposed, and it allows them to rule out possible impacts of exo-
genous confounders that might be present in the field. These are two
essential prerequisites to be able to identify true (causal) relationships.
Real-life contexts seldom allow the experimental control that is critical
for the isolation of the effects of environmental change or interventions
(Handy, van Wee, & Kroesen, 2014; Krizek, Handy, & Forsyth, 2009).
On the other hand, in laboratory research, the ecological validity—-
namely the extent to which the research task approximates a situation
as experienced in real life—is generally reduced, thus lowering the
likelihood that the manipulation effect that was enacted in the ex-
periment will also work in real life (Blascovich et al., 2002).
For this reason, new technologies have been enthusiastically em-

braced by the research community in the attempt to decrease the degree
of trade-off between realism and control in laboratory experiments on
human behavior and perceptions (Loomis et al., 1999; Patterson et al.,
2017; Sylcott, Orsborn, & Cagan, 2016). Video and audio recordings
have proven to be valuable supplements to the traditional word and
picture-based representations of situations of interest. More recently,
computer-based visualizations of environments have been increasingly
used in research, and have sometimes even enabled interaction between
the participant and the virtual objects and/or environment depicted
(Borgers, Brouwer, Kunen, Jessurun Joran, & Janssen Ingrid, 2010;
Dijkstra, van Leeuwen, & Timmermans, 2003; Kahlert & Schlicht,
2015). These technologies are often called virtual reality (VR) in the
literature as they increase realism and participant engagement. How-
ever, most of these technologies still provide a VR experience that is
characterized by a discontinuity in temporal and spatial realities, with
an evident perceptual gap between the physical world in which the
participant is situated and the non-physical world that is depicted in a
2D interface on a distant screen.
Immersive virtual environment (IVE) technologies seek to re-

produce reality in a more convincing way by offering participants a
virtual sensation that is both more inclusive and perceptually richer.
The simulated environments typically completely surround the parti-
cipant through the use of, for example, VR glasses (head-mounted
display) or a virtual display on the walls around the participants in a
room-sized cube (cave automatic virtual environment; CAVE), and a
dynamic display enables a direct coupling between the participant’s
motor actions and the simulation. IVEs are capable of delivering visual
(sight), auditory (hearing), haptic (touch), olfactory (smell), and gus-
tatory (taste) sensations to the participant’s senses, as well stimulating
the vestibular (balance) and proprioception (relative position) senses.
However, the presentation of stimuli other than visual and auditory
stimuli remains a big technological challenge (Smith, 2015). IVE
technologies have been especially welcomed in places where field ex-
periments are impossible, dangerous, or expensive, such as in the in-
vestigation of human behavior during evacuations in tunnels (Cosma,
Ronchi, & Nilsson, 2016; Ronchi et al., 2015), children’s street-crossing
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behavior (Grechkin, Chihak, Cremer, Kearney, & Plumert, 2013;
Morrongiello, Corbett, Milanovic, Pyne, & Vierich, 2015), and drivers’
and pedestrians behavior (Farooq et al., 2018; Risto & Martens, 2014;
Rumschlag et al., 2015). The growing availability and popularization of
immersive technologies—most notably of affordable head-mounted
display systems (e.g., Oculus Rift, HTC Vive, Sony PlayStation VR)—in
very recent years, has increased the attractiveness of the implementa-
tion of IVE technology for scientific research purposes. These new
display systems have complementary input devices, such as omnidir-
ectional treadmills and hand-worn controllers that provide discrete
input in the form of buttons and/or continuous input by top-mounted
joysticks or touchpads (Anthes, Garcia-Hernandez, Wiedemann, &
Kranzlmüller, 2016, p. 3). All these devices allow a more realistic in-
teraction with the virtual environment, creating a greater sense of
virtual realism.
To evaluate the extent to which IVE technology is able to faithfully

represent a real-life environmental experience, psychological research
on the experiences of virtual environments introduced the concepts of
“immersion” and “presence.” Immersion describes the display of in-
formation according to the number of senses that are addressed, the
richness of the information that is mediated, and the degree to which
the participants find themselves included by and interacting with the
displayed environment, in the absence of stimuli from the outside world
(Slater & Wilbur, 1997). While immersion is an objective measure of the
display of information by a technology, the concept of presence is about
the concomitant human response, that is, the extent to which the par-
ticipant has a sense of being in the simulated world (Gaggioli, Bassi, &
Delle Fave, 2003; Slater & Wilbur, 1997). It can be defined as “the
subjective experience of being in one place or environment, even when
one is physically situated in another… As applied to a virtual en-
vironment, presence refers to experiencing the computer-generated
environment rather than the actual physical locale” (Witmer & Singer,
1998, p. 225). It is therefore closely related to sense of embodiment
(Kilteni, Groten, & Slater, 2012). Immersion and presence are thus re-
lated concepts and can be seen as correlates; that is, the more im-
mersive a VR technology, the more participants believe that they are
physically present in the simulated environment (de Kort, Meijnders,
Sponselee, & IJsselsteijn, 2006; Gorini, Capideville, De Leo, Mantovani,
& Riva, 2011; Slater & Wilbur, 1997; Waller, Beall, & Loomis, 2004).
Presence is known to have a moderate positive impact on task perfor-
mance (Nash, Edwards, Thompson, & Barfield, 2000; Witmer & Singer,
1998). More important to our case is that presence is assumed to en-
hance the “ecological qualities” of virtual environments. In other
words, it is expected that the greater the sense of immersion and pre-
sence in a virtual environment is and thus the sense of realism, the more
consistent the behaviors in this environment will be with everyday
behaviors and responses (Slater & Wilbur, 1997). Following this as-
sumption, greater ecological validity is expected when people experi-
ence a high level of embodiment or presence in the IVE.
As explained above, it is also important to understand the impact on

SP tasks of experiences that are produced within IVEs. Although the SP
technique is an established research method and stated preferences
have generally been shown to be temporally stable (Bryan, Gold,
Sheldon, & Buxton, 2000; Louvière et al., 2000), most of this research
relies on surveys that describe objects and situations based on texts or
images. As IVE presents participants with an experience that is quite
different in scope and nature, it is critical to assess the influence of the
application of IVE technology on the consistency of preferences before
drawing any explicit conclusions (Farooq et al., 2018; Patterson et al.,
2017).

3. Methods

3.1. Conjoint experiment within IVE

To test the feasibility and benefits of implementing VR technology

for the investigation of environmental preferences, the present study
utilized a conjoint experiment within IVE. A conjoint experiment is an
SP research technique that is used to assess the value people assign to
specific attributes of products (which may also include physical en-
vironments) or services by systematically varying the levels of the
characteristics (or attributes) of the product or situation under in-
vestigation. This allows researchers to estimate the relative effects of
each of these attributes. Conjoint experiments are widely used in
marketing, but are often also implemented to assess transportation
(Ghekiere et al., 2015), planning (Katoshevski & Timmermans, 2001;
Orzechowski et al., 2005), and other environment-related preferences
(Alriksson & Öberg, 2008). The conjoint experiment was administrated
twice in order to assess the reliability of the method.

3.1.1. Materials
Fig. 1 presents the physical setup of the experiment. The hardware

included a standard Dutch bicycle (Fig. 1-A) that was affixed to an
electromagnetic trainer (Elite RealAxiom Wired; Fig. 1-B). The bicycle
trainer, which was connected to a computer (Fig. 1-C), transmitted data
from which the virtual cycling movement parameters could be ex-
tracted. An Oculus Rift CV1 headset (Fig. 1-D) was connected to the
same computer and displayed the graphics of the IVE (see Fig. 2 for a
static illustration). Participants could accelerate and brake in a natural
way using the bicycle pedals. However, due to technical constraints,
steering was not possible (i.e., participants could only cycle forward in
a straight line).
The IVE, which was developed by a third-party company, was de-

signed as a typical Dutch street in which several predefined attributes
could be modularly modified. In the present study, three factors were
manipulated using binary (two-level) attributes: 1) The factor

Fig. 1. The physical setup of the VR experiments: (A) bicycle, (B) electro-
magnetic trainer (Elite RealAxiom Wired), (C) computer, (D) head-mounted
display (Oculus Rift CV1).
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“greenness” had a green (Fig. 2-A and 2-C) and a no green (Fig. 2-B and
2-D) attribute; 2) the factor “bicycle path” had a wide and well-sepa-
rated bicycle lane attribute (Fig. 2-A and 2-B) and a narrow and poorly-
separated bicycle lane attribute (Fig. 2-C and 2-D); and 3) the factor
“traffic volume” could be assigned either a low volume of pedestrians
and cyclists (Fig. 2-A and 2-D) or a high volume of pedestrians and
cyclists. The maximum number of environments (i.e., combinations of
attributes) that could be generated from this setup is eight (Fig. 2
presents four of the eight combinations). A full factorial conjoint ex-
periment that included all eight environmental combinations was used
in the experiments.

3.1.2. Procedure
The participants arrived independently at the VR lab for their

scheduled appointments. The aims and procedure of the experiment
were explained, as were the possible annoyances that the usage of head-
mounted displays may involve (e.g., dizziness). After signing an in-
formed consent form, they were asked to seat themselves comfortably
on the bikes (see Fig. 1). The research assistant then asked them to put
the Oculus Rift headset on their head. If necessary, the assistant ad-
justed the fit of the headset.
The experiment started with a 300-meter introductory cycling seg-

ment, which was the same for all participants. In this segment, parti-
cipants were instructed to familiarize themselves with the IVE, namely
to accelerate, brake, and look around. This was followed by four cycling
segments that were similar in length and assigned randomly to each
participant. In each segment, a different combination of the three fac-
tors that were investigated (greenness, bicycle path, and traffic volume)
was introduced. At the end of each segment, participants rated how
aesthetically pleasing, how safe, and how enjoyable the environment
the cycling experience had been on a 7-point Likert scale. Rating was
conducted within the virtual environment by moving the head and
staring at the desired answer. In order to avoid long exposure to the
IVE, which may increase the chance of negative side effects, it was
decided to limit the experiments to ∼10min. For this reason, each
participant experienced and rated only five cycling segments (i.e., an
introduction and four trials). Since a full factorial design included eight
profiles, it took two participants to complete a full conjoint trial.
At the end of the cycling session, the participants were instructed to

self-complete a questionnaire on a laptop that was located in an ad-
jacent room. In the first part of the questionnaire, they were asked to

rank the cycling segments they had just experienced from the most
attractive to the least attractive. In order to ensure that participants
remembered the order and the attributes of the environments in which
they had just cycled, still images of the environments (taken from the
IVE) were displayed within the questionnaire. It is assumed that this
more traditional type of questionnaire rely mainly on cognitive as-
sessment, which reflects prototypical beliefs and preferences often
culturally appropriated compared to VR experiments. The second part
of the questionnaire included the ITC–Sense of Presence Inventory
(ITC–SOPI), which is commonly used for assessing the sense of presence
(Lessiter, Freeman, Keogh, & Davidoff, 2001). The ITC–SOPI includes
four subscales that represent four independent dimensions of presence,
namely sense of physical space (spatial presence), engagement, ecolo-
gical validity (naturalness), and negative effects (e.g., nausea). It was
designed as a cross-media presence measure that can be implemented in
various platforms and in different environmental contexts.
In the third and final part of the questionnaire, participants were

asked to supply their basic personal details, including age, gender, and
their previous experience with VR. After completing the survey, an
appointment for the follow-up session was scheduled for the coming
week. The follow-up sessions were identical to the first sessions, except
the ITC-SOPI and the personal detail questionnaires were not admini-
strated again. The follow-up sessions were implemented to test re-
peatability (i.e., the level at which participants could reproduce their
original scores), which is commonly known as test–retest reliability.

3.1.3. Participants
Data collection took place over four nonconsecutive days in June

2017. The participants were students and staff members from Breda
University of Applied Sciences, in Breda, the Netherlands (see Table 1
for sample characteristics). Students were approached during their
classes (after consulting the courses’ lecturers) and through posters and
flyers that were distributed throughout the campus. Breda University
staff members were recruited through emails or by a research assistant
who approached them directly. As an incentive, ten 20-euro vouchers
were given as prizes in a lottery among participants who completed the
entire experiment. The group of participants who took part in the first
experiment comprised 86 individuals with a mean age of 28.2 (std
12.4); 59 (68.6%) were males and 61 (70.9%) were students. The group
of participants in the second round comprised 66 participants (76.7%
returned for the retest session) with a mean age of 28.9 (std 13.4); 45

Fig. 2. Still images that were extracted from the experiment’s IVE (four of the eight environments). The text about the environmental factors was displayed only in
the post-IVE ranking task and in the still images experiment.

A. Birenboim, et al. Landscape and Urban Planning 189 (2019) 129–138

132



(68.2%) were males and 46 (69.7%) were students.

3.1.4. Analysis
The average scores of the four independent ITC–SOPI subscales

were calculated, as was a Cronbach's α to examine the internal con-
sistency of the items comprising each subscale. A comparison was made
between VR-experienced and non-experienced individuals, since it was
anticipated that experienced participants who had encountered IVEs
several times before would be more sensitive to imperfect graphical
representations and less overwhelmed by the VR experience.
The test–retest reliability of the IVE experiment items aesthetics,

safeness, and enjoyment were assessed using the ICC (3,1) and ICC (3,k)
variant of the intraclass correlation coefficient (Weir, 2005). The re-
liability of the post-IVE ranking task (ordinal scale) was assessed using a
weighted kappa.
Part-worth utilities of the attributes in the conjoint experiments

were assessed using a linear regression where variables’ coefficient
serve as the part-worth function (Orme, 2010; Rao, 2014). The relative
importance of each factor (i.e., the weight that the factor had in the
decision process) was evaluated by calculating the range of the part-
worths of each factor (difference between highest and lowest coeffi-
cients) divided by the sum of the ranges across all the factors (Orme,
2010, Chapter 9).

3.2. Traditional still images conjoint experiment

A more traditional online still images conjoint experiment was ad-
ministrated to 55 students from Breda University who had not partici-
pated in the original VR experiment. The sample’s characteristics are
presented in Table 1. The conjoint questionnaire was similar in design
to that used in the IVE experiment described above. In the first part,
participants were asked to rate on 7-point Likert scale (1) the aesthetics
and safety of the cycling environment in the images presented to them
and (2) how much they would enjoy cycling in that environment. The
images of the cycling environment had been extracted from the IVE
experiment and included text that described the attributes of the en-
vironment (see Fig. 2). It was decided to include text in the images since

it is often the case that conjoint experiments that employ still images
include also a textual description. In the second part of the ques-
tionnaire, participants had to rank the cycling segments that were
presented to them, just like the participants in the post-evaluation
questionnaire of the IVE experiment. The third part included the
“spatial presence” subscale of the ITC–SOPI. It was decided to admin-
istrate only this subscale since (1) it is arguably the most common and
relevant dimension of presence in relation to environmental pre-
ferences, and (2) to keep the questionnaire relatively short so that the
participants could complete it while giving it their full attention. In the
fourth and final part of the experiment, the participants completed a
personal details questionnaire. The still images conjoint experiment was
used to evaluate the differences between the standard and the IVE form
of SP experiments.

4. Results

4.1. Presence

The ITC–SOPI presence scores are presented in Table 2. ITC–SOPI
scales are normally used as a relative indicator that allows a compar-
ison of the presence levels between different mediums (e.g., immersive
vs. non-immersive display) or conditions. The spatial presence score
was significantly lower in the still images experiment compared to the
scores reported in the first IVE experiment (2.712 vs. 3.061, t=−3.2,
p < 0.001). This means that, as expected, the IVEs generated a greater
sense of presence and a stronger embodied experience. Cronbach's αs of
the subscales were high (0.951 and 0.891, respectively), indicating a
very good internal consistency of the subscale items in both experi-
ments.
VR-experienced participants reported lower levels of spatial pre-

sence in the IVE experiment compared to less experienced participants
(2.864 vs. 3.117, t= 1.777, p= 0.04). As noted above, it is assumed
that experienced VR users will be less overwhelmed by the immer-
siveness of the displayed environment and more sensitive to imperfect
graphical representations, which may reduce their sense of presence.
The lower sense of presence of VR-experienced users was also reflected

Table 1
Samples’ characteristics.

Still images experiment VR test experiment VR retest experiment

all (students) students staff All students staff all

Frequency 55 61 25 86 46 20 66
Mean age (std) 21.38 (1.95) 21.1 (2.5) 45.2 (9.9) 28.2 (12.4) 20.9 (2.2) 47.4 (9.5) 28.9 (13.4)
Gender (male) 70.9% 72.9% 60.0% 68.6% 71.7% 60.0% 68.2%
Nationality (Dutch) 92.7% 67.2% 96.0% 75.6% 71.7% 95.0% 78.8%
VR experienced n/a 18.0% 32.0% 22.1% 15.2% 30.0% 19.7%

Table 2
ITC–SOPI scores of the still images and the VR experiment.

Still images experiment VR test experiment

All All Experienced* Non-experienced* Experienced vs. non-experienced

Scale Mean Cronbach's α Mean Cronbach's α Mean Cronbach's α Mean Cronbach's α t-test (1-tailed)

Spatial presence (19) 2.712 0.951 3.061 0.891 2.864 0.870 3.117 0.894 t=1.777, p= 0.04
Ecological validity (5) n/a n/a 3.449 0.717 3.158 0.804 3.531 0.643 t=1.875, p= 0.037
Engagement (13) n/a n/a 3.606 0.759 3.368 0.613 3.673 0.762 t=2.767, p= 0.004
Negative effects (6) n/a n/a 1.901 0.888 1.982 0.941 1.878 0.860 t= -0.473, p= 0.318

n=53 n=86 n=19 n=67

– Number in parentheses= number of items used for each scale.
– T-test between spatial presence of still images and test round (all participants) t= -3.2, p < 0.001.
* Experienced participants had used VR at least several times in the past. Non-experienced participants had never used VR or had used it only a few times in the

past.

A. Birenboim, et al. Landscape and Urban Planning 189 (2019) 129–138

133



Ta
bl

e
3

Co
nj
oi
nt
ex
pe
ri
m
en
tr
es
ul
ts
of
ex
pe
ri
en
ce
ra
tin
g
of
st
ill
im
ag
es
an
d
IV
E
ex
pe
ri
m
en
ts
(t
es
t
an
d
re
te
st
).

St
ill
im
ag
es
ex
pe
ri
m
en
t

VR
te
st
ex
pe
ri
m
en
t

VR
re
te
st
ex
pe
ri
m
en
t

Co
effi
ci
en
ts

t
p-
va
lu
e

Im
po
rt
an
ce

Co
effi
ci
en
ts

t
p-
va
lu
e

Im
po
rt
an
ce

Co
effi
ci
en
ts

t
p-
va
lu
e

Im
po
rt
an
ce

A
)
D
ep
en
de
nt
va
ria
bl
e:
do
yo
u
fin
d
th
e
cy
cl
in
g
en
vi
ro
nm
en
ta
es
th
et
ic
al
ly
pl
ea
sin
g
(o
n
a
7-
po
in
ts
ca
le
)?

(C
on
st
an
t)

3.
38
8

19
.9
16

<
0.
00
1

4.
57
3

30
.2
53

<
0.
00
1

4.
35
7

33
.3
31

<
0.
00
1

G
re
en

1.
77
5

10
.3
02

<
0.
00
1

77
.5
%

0.
90
1

5.
94
1

<
0.
00
1

70
.6
%

1.
50
7

11
.4
37

<
0.
00
1

90
.1
%

W
id
e

0.
41
3

2.
39
6

0.
01
7

18
.0
%

0.
20
2

1.
33
2

0.
18
4

15
.8
%

0.
07
8

0.
58
8

0.
55
7

4.
6%

Lo
w
tr
affi
c

−
0.
10
2

−
0.
59
4

0.
55
3

4.
5%

−
0.
17
2

−
1.
13
6

0.
25
7

13
.5
%

−
0.
08
8

−
0.
67
1

0.
50
3

5.
3%

R2
(a
dj
us
te
d)
=
0.
33
4
(0
.3
25
)

R2
(a
dj
us
te
d)
=
0.
10
1
(0
.0
93
)

R2
(a
dj
us
te
d)
=
0.
34
3
(0
.3
36
)

N
=
22
0
(5
5
re
sp
on
de
nt
s)

N
=
34
4
(8
6
re
sp
on
de
nt
s)

N
=
25
6
(6
4
re
sp
on
de
nt
s)

Te
st
vs
.r
et
es
t
co
m
pa
ri
so
n

IC
C(

3,
1)

=
0.

58
3,
IC
C(
3,
k)
=
0.
73
6,
w
ka
pp
a
=
0.
40
7,
r=

0.
58
4(
Pv
al
ue
<
0.
00
1)
,h
it
ra
te
=
36
.6
%

B)
De
pe
nd
en
tv
ar
ia
bl
e:
ho
w
m
uc
h
di
d
yo
u
en
jo
y
cy
cl
in
g
in
th
is
en
vi
ro
nm
en
t?
(o
n
a
7-
po
in
ts
ca
le
)?

(C
on
st
an
t)

3.
74
2

23
.8
84

<
0.
00
1

4.
71
2

34
.5
23

<
0.
00
1

4.
75
5

37
.3
51

<
0.
00
1

G
re
en

1.
36
2

8.
58
7

<
0.
00
1

66
.5
%

0.
81
6

5.
97
9

<
0.
00
1

64
.3
%

0.
94
1

7.
32
8

<
0.
00
1

88
.8
%

W
id
e

0.
63
2

3.
98
3

<
0.
00
1

30
.8
%

0.
35
6

2.
60
7

0.
01

28
.0
%

0.
06
8

0.
53
2

0.
59
5

6.
4%

Lo
w
tr
affi
c

−
0.
05
6

−
0.
35
2

0.
72
5

2.
7%

0.
09
8

0.
71
9

0.
47
3

7.
7%

0.
05
1

0.
39
5

0.
69
3

4.
8%

R2
(a
dj
us
te
d)
=
0.
28
0
(0
.2
70
)

R2
(a
dj
us
te
d)
=
0.
11
6
(0
.1
08
)

R2
(a
dj
us
te
d)
=
0.
18
3
(0
.1
73
)

N
=
22
0
(5
5
re
sp
on
de
nt
s)

N
=
33
7
(8
5
re
sp
on
de
nt
s)

N
=
24
7
(6
2
re
sp
on
de
nt
s)

Te
st
vs
.r
et
es
t
co
m
pa
ri
so
n

IC
C(

3,
1)

=
0.

50
4,
IC
C(
3,
k)
=
0.
67
0,
w
ka
pp
a
=
0.
34
9,
r=

0.
51
3(
Pv
al
ue
<
0.
00
1)
,h
it
ra
te
=
35
.5
%

C)
De
pe
nd
en
tv
ar
ia
bl
e:
ho
w
sa
fe
di
d
yo
u
fe
el
cy
cl
in
g
in
th
is
en
vi
ro
nm
en
t?
(o
n
a
7-
po
in
ts
ca
le
)?

(C
on
st
an
t)

3.
75
0

22
.7
23

<
0.
00
1

4.
54
9

31
.5
42

<
0.
00
1

4.
52
3

30
.3
45

<
0.
00
1

G
re
en

0.
63
8

3.
81
6

<
0.
00
1

36
.7
%

0.
21
9

1.
51
1

0.
13
2

16
.4
%

0.
34
8

2.
31
7

0.
02
1

24
.7
%

W
id
e

0.
99
7

5.
96
5

<
0.
00
1

57
.4
%

0.
75
5

5.
21
6

<
0.
00
1

56
.6
%

0.
69
4

4.
61
9

<
0.
00
1

49
.2
%

Lo
w
tr
affi
c

0.
10
3

0.
61
7

0.
53
8

5.
9%

0.
35
9

2.
48
3

0.
01
4

27
.0
%

0.
36
8

2.
45
2

0.
01
5

26
.1
%

R2
(a
dj
us
te
d)
=
0.
18
0
(0
.1
69
)

R2
(a
dj
us
te
d)
=
0.
09
6
(0
.0
88
)

R2
(a
dj
us
te
d)
=
0.
11
8
(0
.1
07
)

N
=
22
0
(5
5
re
sp
on
de
nt
s)

N
=
34
3
(8
6
re
sp
on
de
nt
s)

N
=
25
5
(6
4
re
sp
on
de
nt
s)

Te
st
vs
.r
et
es
t
co
m
pa
ri
so
n

IC
C(

3,
1)

=
0.

55
4,
IC
C(
3,
k)
=
0.
71
3,
w
ka
pp
a
=
0.
38
5,
r=

0.
55
6(
Pv
al
ue
<
0.
00
1)
,h
it
ra
te
=
34
.8
%

A. Birenboim, et al. Landscape and Urban Planning 189 (2019) 129–138

134



in the two other subscales (ecological validity and engagement), though
it should be noted that the Cronbach's αs were relatively lower (e.g.,
0.613 for the engagement scale for VR-experienced participants), in-
dicating inferior consistency between the subscale items compared to
the spatial presence subscale. The negative effects (e.g., disorientation)
subscale was similar for both experienced and non-experienced parti-
cipants. It is therefore assumed that the undesired side effects did not
cause the difference in sense of presence.

4.2. Test–retest reliability of IVE conjoint experiments

4.2.1. Experience rating task
Table 3 presents the results of the conjoint experiments in which

participants were asked to rate three dimensions of their cycling ex-
perience, namely A) aesthetics, B) enjoyment, and C) safety. The results
are presented separately for the still images experiment (left columns),
and the IVE test and retest experiments (middle and right columns,
respectively). The “importance” columns show the relative importance
of each factor (i.e., green, wide, and low traffic) as reflected by the
coefficients sizes. The dimensions of aesthetics and enjoyment were
similarly affected by the combinations of attributes that were ex-
amined. For both dimensions, greenery was by far the most dominant
attribute in terms of its importance (70.6% for aesthetics and 64.3% for
enjoyment). Cycle lane width and volume of pedestrian and cyclist
traffic had a much more minor impact on sense of aesthetics and en-
joyment (15.8% and 13.5% for aesthetics, respectively, and 28.0% and
7.7% for enjoyment, respectively), with coefficients mostly being sta-
tistically non-significant. This impact of greenery was even more sub-
stantial in the retest round (importance of 90.1% for aesthetics and
88.8% for enjoyment), with cycle lane width and traffic volume having
a very minor impact on these dimensions of experience and with sta-
tistically non-significant coefficients.
As expected, green elements were much less significant in relation

to sense of safety. The importance values calculated for the green at-
tribute were 16.4% and 24.7% for the test and retest rounds, respec-
tively, with a non-significant coefficient in the test round. In contrast,
cycle lane width appeared to be a more dominant attribute in de-
termining sense of safety (importance values of 56.6% and 49.2% for
test and retest rounds). Traffic volume was also found to be more re-
levant to sense of safety than to the other dimensions of experience that
were tested.
A comparison of the results of the test and retest conjoint experi-

ments reveals some differences. As noted above, the green attribute had
a more dominant influence on the cycling experience in the retest ex-
periment. Table 3 includes the test–retest reliability scores of various
common statistical indicators and tests (ICC (3,1), ICC (3,k), weighted
kappa, Pearson’s r, and hit rate). While ICC (3,1) scores serve as the
basis for the comparison in this study (following Weir, 2005), the table
includes the additional indicators to allow comparison with other stu-
dies in which different measures were used. An ICC score that denotes a
good reliability level varies from one study to another, but is commonly

greater than 0.6 and preferably above 0.8. In the current test–retest
experiment, all ICC (3,1) scores are between 0.5 and 0.6, with aes-
thetics having the highest score (0.583) and enjoyment the lowest
(0.504). Weighted kappas are all below 0.6 and hit rate is about one
third in all dimensions of experience. Only the ICC (3,k) test presents a
relatively good test–retest reliability close to or greater than 0.7. The
rather low compliance between the two rounds indicates relatively poor
repeatability.

4.2.2. Post-VR experiment ranking task
Table 4 presents the test–retest conjoint experiment results of the

overall ranking. This conjoint questionnaire was administrated after the
IVE experiment using still images with texts that described the attri-
butes of the cycled environments (see, for example, Fig. 2). The results
indicate that the presence of green elements had the strongest effect on
determining overall attractiveness with importance values of 65.3%
and 82.0% for the test and retest experiments, respectively. Cycle lane
width was the second most important environmental attribute, with
importance values of 19.9% for the test round and 13.1% for the retest.
Traffic volume had the lowest effects and had an insignificant coeffi-
cient on the retest round. In this experiment, test–retest indicators were
higher compared to the IVE experiments (ICC(3,1)= 0.681,
ICC(3,k)= 0.810, wkappa=0.600, hit rate= 61.5%), indicating an
acceptable reliability level.

4.3. Differences between still images and IVE conjoint experiments

The left-hand columns of Table 3 display the results of the VR-
equivalent still images experiment. A comparison between the en-
vironmental effects in this experiment and those in the IVE test round
reveals a high level of similarity in the cases of aesthetics and enjoy-
ment in terms of importance values. For example, the importance of
greenery was 77.5% for the still images experiment, compared to 70.6%
in the test experiment for sense of aesthetics. Similarly, the importance
of greenery was 66.5% and 64.3% for the still images and test rounds,
respectively, for the sense of enjoyment. In contrast, sense of safety
showed dissimilar patterns. Traffic volume was of substantially lower
importance (5.9%) in the still images experiment compared to the VR
experiment (27%). This could be attributed to the dynamic re-
presentation of traffic in the VR, which generated a more realistic ex-
perience of insecurity that could not be achieved with still images and
text alone.
Dissimilarities between the results of the still images and VR ex-

periments were also observed in the ranking task. In the more cognitive
still images experiment, cycling lane width was significantly more
dominant (importance value of 31.9%) than the traffic volume attribute
(1.1%) compared to the VR test experiment (19.9% for cycling lane and
14.9% for traffic). Again, this may indicate that the dynamic re-
presentation of traffic generates a stronger impact compared to static
images.
A comparison between the results of the still images experiment and

Table 4
Conjoint experiment results of overall ranking of still images and post-IVE experiments (test and retest).

Still images experiment VR test experiment VR retest experiment

Coefficients t p-value Importance Coefficients t p-value Importance Coefficients t p-value Importance

(Constant) 1.283 13.703 < 0.001 1.535 13.959 <0.001 1.675 15.193 < 0.001
Green 1.653 17.435 < 0.001 67.1% 1.203 10.959 <0.001 65.3% 1.340 12.176 < 0.001 82.0%
Wide 0.785 8.285 < 0.001 31.9% 0.367 3.339 0.001 19.9% 0.215 1.952 0.052 13.1%
Low traffic 0.026 0.276 0.783 1.1% 0.274 2.495 0.013 14.9% 0.080 0.723 0.470 4.9%

R2(adjusted)=0.619 (0.614) R2(adjusted)=0.293 (0.286) R2(adjusted)= 0.370 (0.363)
N=220 (55 respondents) N=336 (84 respondents) N=264 (66 respondents)

Test vs. retest comparisonICC(3,1) = 0.681, ICC(3,k)= 0.810, wkappa=0.600, r= 0.680(Pvalue < 0.001), hit
rate= 61.5%

– Dependent variable= reverse ranking order whereby 1 was originally defined as the most attractive cycling environment and 4 the least attractive environment.

A. Birenboim, et al. Landscape and Urban Planning 189 (2019) 129–138

135



the VR retest experiment reveals only little similarity between the two
setups. As our review above suggests, such differences between still and
immersive displays were in fact expected.

5. Discussion

This article described the motivation behind and the physical setup
of an SP experiment within IVE. While the results support the feasibility
of employing this technique, some limitations and disadvantages should
be acknowledged. First, the development of an SP experiment within
IVE is currently costly and requires high levels of programming and
graphic design skills, which are barriers to implementation. This is
expected to improve in the coming years with the advancement of the
technology and the introduction of more user-friendly VR tools and
software. There are also inherent limitations concerning the research
design and the data collection. In order to provide participants with an
affective experience, they should be exposed to the studied environ-
ment for long periods. Though it is still not clear what a sufficient ex-
posure is (and this will most likely vary from one study to another), it is
expected that an exposure of at least several tens of seconds is required.
This in turn increases the time it takes to administrate an IVE experi-
ment compared to a more traditional SP task. Moreover, the negative
side effects (or “VR sickness”)—such as nausea, headache, and dis-
orientation—that some individuals experience after long exposures to
VR display, limit how long researchers can expose non-experienced
participants to IVEs to about 10min. This might improve in the future
as a result of technological improvements that will reduce the negative
side effects, and due to the popularization of the technology, which will
increase the number of VR-experienced participants, who can interact
with IVEs for longer periods of time.
On the other hand, the added value of IVEs is in generating a sense

of embodied experience, which is supposed to improve external validity
(Patterson et al., 2017). The superior ITC–SOPI scores of the IVE ex-
periment compared to the more traditional still images experiment
support this idea. Future studies should employ a within-subject design
in which the same participants are subject to the two experiments (i.e.,
still images and immersive). This might emphasize the differences be-
tween the immersive and dynamic environment and the static one-di-
mensional images. The combination of realistic environmental re-
presentations and the ability to fully control environmental
characteristics is what makes this method so appealing. Because re-
searchers would like to know that the results they obtain in the lab will
be valid and usable in real life, there is a strong incentive to further
develop the method, despite its inherent disadvantages. However, it
should be noted that while the results of the study support the hy-
pothesis that IVEs demonstrate higher level of realism, we can only
assume, based on the literature (Slater & Wilbur, 1997) that this will in
fact result in higher levels of external validity. In order to establish this
relation more studies that compare SP task with real-life behavior need
to be implemented. Another possible advantage of VR experiments is
that, due to their novelty, they are likely to be more attractive to par-
ticipants. This could make the recruitment of participants easier and the
participants themselves more devoted to the task. However, the impact
of the technology on compliance should be further examined in future
studies.
An important observation concerning the sense of presence is the

difference between experienced and non-experienced VR users. The
former reported lower levels of presence, most likely because they were
less overwhelmed by the technology and therefore more critical about
imperfect representations of the virtual environments. While the ex-
citement of non-experienced VR participants was not systematically
recorded in the experiment, it was reflected in their enthusiastic be-
havior and in the comments they made to the research assistant during
the experiments. However, while non-experienced participants re-
ported higher levels of presence, it is most likely that their attention
was highly distracted by their excitement, leading to the

“contamination” of the results. The level of familiarity with VR should
therefore be taken into account and monitored when performing IVE
experiments.
The relatively low test–retest reliability scores that were obtained in

the IVE rating experiments are surprising, given the robustness of the
conjoint technique. Few hypotheses could be suggested to explain this.
First, participants’ encounter with a novel cycling environment in the
first experiment might have provoked different cognitive and affective
responses compared to second experiment in which the environment
was already familiar. This “novelty effect” might not be manifested
when static, less realistic still images or text-only are used. Second, and
related to the previous hypothesis, it is likely that during the first round,
participants were preoccupied with mastering the technology and get-
ting used to the VR experience, and thus paid substantially less atten-
tion to the experiment’s task itself. In the second round, participants
were more familiar with the sensation of cycling within IVE. This in
turn allowed them to be more engaged with the cycling experience and
the rating task. The fact that the reliability indicators of the more tra-
ditional still images and text conjoint task yield acceptable repeat-
ability, further supports the idea that the engagement with the virtual
environment is the main cause for the low ICC scores in the rating task
within the IVE. Third, while environments were distinguished from one
another as reflected in the commonly significant factors, it could be that
the environments do not generate a distinct cycling experience. Other
factors (e.g. street cleanliness, and junctions) or attributes might be
required to generate a more significant experience. The implementation
of, for example, poorer cycling infrastructure (e.g., absence of cycling
lanes) might have led to more distinct and reproducible impressions.
Similarly, other types of green elements and volumes of pedestrians and
cyclists might have had a more distinct impact on cycling experience.
The similarity between the still images scores and the first IVE ex-

periment for the aesthetics and enjoyment is less clear, although similar
results have been reported in the past (Orzechowski et al., 2005;
Patterson et al., 2017). It could be that the effect of the first exposure to
IVE in the test round prevented participants from having a full sense of
embodied experience. Under these circumstances, participants might
have engaged the virtual environment in a rather mechanical way,
which led to the elicitation of cognitive assessments rather than more
affective ones. This observation should be further examined in future
studies. Lastly, it is important to note that still images experiments
demonstrated better overall fit in terms of R2 compared to the VR test
experiment and in most cases also compared to VR retest experiments.
It might be that the more complex environment that is displayed in IVEs
generates noise which leads to more ambiguous results. Alternatively,
and as discussed above, the first encounter with the cycling environ-
ment might have distracted participants’ attention and generated ad-
ditional noise. It is therefore advisable to expose participants to the
environments for longer periods of times or to allow them more training
sessions when possible. This in turn might reduce the noise generated
by the complex environment and first encounter with the new tech-
nology.

6. Conclusions

This study is one of the first attempts to systematically evaluate the
implementation of an SP experiment within IVE (see also: Farooq et al.,
2018). Although it was not always possible to extract conclusive results,
several valuable insights and issues should be noted. First, IVE does
seem to generate a greater sense of presence. This is reflected in the
higher ITC–SOPI scores and in the more realistic results in the case of
traffic volume. A greater level of realism of IVE compared to still images
was also reported by Farooq et al. (2018). Second, familiarity with IVE
seems to have a crucial impact on the results, as a first encounter with
VR technology (controllers and display) may distract participants’ at-
tention. As this study showed, short introductory tasks are not ne-
cessarily sufficient to overcome this effect. Nevertheless, it is believed
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that as the technology grows in popularity, this effect will decrease.
Third, the results indicate that when a cognitive assessment of general
environmental elements is required, traditional text and/or still images
experiments might be a better solution due to their higher test–retest
reliability, their lower costs, and their ease of implementation. The
main advantage of IVE technology is in testing the more affective and
dynamic dimensions of reactions to specific environmental scenarios
and planned environmental alternatives, such as sense of security,
crowdedness, and other sensations related to the flow of objects and
people. Fourth, and related to the previous point, the ability to re-
present a dynamic environment is yet another important advantage of
IVE technology. In the current study, dynamic aspects were reflected in
the movement of cyclists, pedestrians, and the participants themselves;
however, other dynamic elements—such as street life and sound and
light features—could be considered in the future. Studies that are
highly dependent on such elements should certainly consider taking
advantage of IVE technology.
Based on the last two insights, we suggest the implementation of the

following two-stage procedure in similar SP studies. The first stage
should comprise a more traditional static SP experiment, so as to detect
relevant prototypical environmental elements that are more cognitive
in nature. This stage could be skipped in cases where the literature on
the studied environmental phenomenon is well established and up to
date. In the second stage, researchers can implement specific environ-
mental attributes (e.g., particular tree species), preferably in a very
specific environment (e.g., representation of an existing street), and if
necessary integrate dynamic elements (Patterson et al., 2017).
The study also had several limitations that should be noted. First,

the sample was non-representative: It did not include, for example, such
important groups as older adults, adolescents, and the technologically
illiterate. Second, while the test–retest experiment was conducted in a
within-subject design, the comparison between still images and IVE
could also benefit from a similar design. Third, only three environ-
mental factors with two levels each were implemented in the present
study. It is important to test the feasibility of integrating more complex
environmental combinations.
VR technology allows researchers to implement more sophisticated

tools that can support and, in the future, maybe even replace the tra-
ditional SP techniques. These may include walking and cycling speed
and acceleration, the position of subjects relative to other objects such
as people, buildings, and roads, head and eye movements, and the
utilization of bio-sensors that can serve as indicators of emotional
arousal. Moreover, future studies may integrate game elements such as
choosing and searching tasks within the IVE, points earning, etc., which
may motivate participants and generate more realistic reactions. Some
gaming techniques may even be used to support the adoption of more
healthy behaviors by participants (Baranowski et al., 2016). The utili-
zation of immersive technology for research purposes is still in its in-
fancy, and while these technologies hold great potential, researchers
should always ensure that they understand the limitations and benefits
that come with them.
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