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Chapter 1

The brain is a fascinatingly complex organ. It enables us to process information from the 
outside world and produce an adequate response. The brain, however, is more than a black 
box that turns an input into a fixed output; it is capable of generating complex thoughts, ideas 
and emotions. But perhaps the most remarkable characteristic of the brain is that it is highly 
flexible: it is constantly changing and adapting to the signals it is processing. This allows us to 
retain and recall knowledge and to acquire skills; it allows us to learn. Our understanding of 
the brain is continuously improving, but there are still many mysteries left uncovered. One of 
the key questions in neuroscience: how are synaptic connections formed, and by what rules 
do they change? To start unraveling the answer to this question, we need to understand the 
workings of neurons and synapses – the fundamental building blocks of the brain.

Neurons
The human brain contains about 1011 neurons (Azevedo et al., 2009). Each of these neurons 
is connected to thousands of other neurons. Through these connections, neurons form 
complex networks. These networks use electrical signals to encode, process and send 
information. Several ion transporters maintain a high electrochemical gradient across the 
membrane, causing neurons to have a negative membrane potential in resting conditions. 
Changes in this membrane potential represent the signals that neurons use to communicate. 

From the soma of the neuron, long processes originate that facilitate signal transmission to 
and from other neurons (Figure 1). The axon is a long and thin process that originates from 
the soma or the proximal apical dendrite. Close to the beginning of the axon, the axon initial 
segment is located: a specialized area with an extremely high density of voltage-gated ion 
channels (Leterrier, 2018). When the membrane potential is sufficiently depolarized, these 
voltage-gated channels open and cause a rapid, transient and regenerative depolarization 
called the action potential that travels along the axon. The signal is transmitted to dendrites 
of other cells at synapses. At synapses, an action potential triggers the release of a chemical 
neurotransmitter that diffuses across the synaptic cleft to the dendrite, where it activates 
neurotransmitter receptors that translate the chemical signal into a small electrical signal 
called the postsynaptic potential. Dendrites are slightly thicker processes that are typically 
highly branched. The dendritic tree processes postsynaptic potentials and conducts them 
to the soma and the axon initial segment, where their sum could potentially lead to the 
initiation of an action potential. 

Neurons can be categorized as excitatory or inhibitory, based on the neurotransmitter that is 
used in the axon. Excitatory neurotransmitters promote, while inhibitory neurotransmitters 
inhibit action potential firing in target neurons. In the cortex, excitatory neurons are typically 
pyramidal neurons, the name referring to the triangular shape of the soma. Inhibitory neurons 
are highly diverse. They can be categorized based on their morphology, action potential 
pattern, developmental lineage or expression of specific markers (Ascoli et al., 2008; Bloss 
et al., 2016; Kepecs and Fishell, 2014; Lim et al., 2018; Pelkey et al., 2017; Wamsley and Fishell, 
2017), but these classifications show (partial) overlap so no final consensus on inhibitory 
neuron types has been reached. Inhibitory neurons can also be categorized based on the 
area of the pyramidal neuron they target. Perisomatic-targeting inhibitory neurons make 
many synapses on the soma or axon initial segment. Dendritic-targeting inhibitory neurons 
come in many forms and make synapses onto different sections of the pyramidal neuron 
dendritic tree. This categorization is functionally relevant: perisomatic inhibitory synapses 
have a profound effect on action potential firing, while dendritic inhibitory synapses affect 
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signal integration in the dendritic tree (see below) (Kubota, 2014; Pelkey et al., 2017).

Excitatory and inhibitory synapses
The presynapse

The presynaptic side of both excitatory and inhibitory synapses is formed by specializations 
called boutons (Figure 1). Neurotransmitter vesicles are accumulated in the bouton, together 
with the release machinery required to fuse these vesicles with the axonal membrane (Südhof, 
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Figure 1. Schematic representation of a typical pyramidal neuron.
A pyramidal neuron is schematically represented. The complex dendritic tree originates from the pyramid-shaped 
soma. When zooming in on the dendrites, one observes that it is covered in many protrusions called dendritic 
spines (left inset). The other process originating from the soma is the axon, and the initial part of the axon where 
action potentials are initiated is termed the axon initial segment (AIS). When zooming in on the axon, one observes 
swellings along the axon called boutons (bottom right inset). On the top, an axon from another neuron (blue) 
comes into view and makes contact with the dendrite of the red cell. Here, the bouton contacts the spine and 
together they form a synapse (top right inset). In the bouton, vesicles containing neurotransmitters (light blue) 
are located. When an action potential arrives at the bouton, these vesicles fuse with the membrane and release 
their contents into the synaptic cleft. At the membrane of the dendritic spine, the neurotransmitter (in this case 
glutamate) activates glutamate receptors (AMPA receptors, red, and NMDA receptors, dark blue). 



12

Chapter 1

2012). Vesicles in excitatory axons contain the main excitatory neurotransmitter glutamate, 
which is transported into the vesicle by the vesicular glutamate transporter (vGluT). In the 
case of inhibitory synapses, vesicles typically contain the main inhibitory neurotransmitter 
γ-aminobutyric acid (GABA), which is transported into the vesicles by the vesicular GABA 
transporter (VGAT). The vesicle fusion machinery is activated by an increase in calcium 
concentration and is triggered by action potentials through the activation of voltage-gated 
calcium channels (Südhof, 2012). After vesicle fusion with the membrane, neurotransmitters 
are released in the synaptic cleft and can diffuse to the postsynapse.

The excitatory postsynapse

The excitatory postsynapse is typically situated on a protrusion of the dendritic membrane 
called the dendritic spine (Figure 1). Glutamate receptors such as AMPA and NMDA 
receptors are found here, and these are kept in place by specialized postsynaptic density 
proteins, such as PSD-95, Homer and Shank (Scheefhals and MacGillavry, 2018; Sheng and 
Kim, 2011). Recently, it has been shown that there is some level of alignment between 
presynaptic release sites and postsynaptic glutamate receptors, which is thought to be 
regulated by transsynaptic adhesion molecules and likely increases the efficiency of synaptic 
transmission (Biederer et al., 2017; Tang et al., 2016).

When AMPA receptors are activated, the ion channel opens and allows for the flow of sodium 
and potassium (and in some cases calcium) ions. The net influx of positive ions through 
AMPA receptors is almost entirely responsible for the depolarization of the postsynaptic 
membrane. The ion channel of NMDA receptors is mainly permeable to calcium ions. The 
NMDA receptor is blocked by a magnesium ion under resting conditions and can only allow 
calcium inflow when receptor activation is paired with postsynaptic depolarization. NMDA 
receptors therefore act as coincidence detectors of presynaptic and postsynaptic activation. 
Recently, it has been suggested that NMDA receptors not only act as ion channels but can 
also act as metabotropic receptors, as some NMDA receptor-mediated effects can still be 
triggered after blocking the ion channel pore (Dore et al., 2016; Nabavi et al., 2013; Stein et 
al., 2015). Finally, the excitatory postsynapse also contains group I metabotropic glutamate 
receptors. These Gq-protein coupled receptors activate several signaling pathways through 
activation of phospholipase C, and can modulate neuronal excitability (Niswender and Conn, 
2010).

The inhibitory postsynapse

Unlike the excitatory postsynapse, the inhibitory postsynapse has no morphological 
correlate. Inhibitory synapses typically directly contact the dendritic shaft (Megı́as et al., 
2001). About 20% of inhibitory synapses can form on dendritic spines, sharing this spine with 
an excitatory synapse (Bloss et al., 2016; Chen et al., 2012; Villa et al., 2016). GABA receptors 
are associated with the inhibitory postsynapse through the scaffolding protein and inhibitory 
synapse organizer gephyrin (Choii and Ko, 2015; Tyagarajan and Fritschy, 2014). While the 
excitatory postsynapse is well understood, the proteins that compose and regulate the 
inhibitory postsynapse are only starting to be unraveled (Krueger-Burg et al., 2017; Sheng 
and Kim, 2011; Uezu et al., 2016).

The main inhibitory ionotropic receptor is the GABAA receptor. When activated by GABA, 
the chloride-permeable ion channel of the receptor opens. The negatively charged chloride 
ions flow into the neuron and usually cause a hyperpolarization of the membrane potential. 
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GABAA receptors are enriched at inhibitory postsynapses but are also found extrasynaptically, 
where they mediate tonic inhibition (Farrant and Nusser, 2005; Sigel and Steinmann, 2012). 
The GABAB receptor is a metabotropic G-protein coupled receptor. GABAB receptors 
activate potassium channels that lead to a slow hyperpolarization of the neuron, but they 
can also mediate other processes in the pre- and postsynaptic neuron (Chalifoux and Carter, 
2011; Ulrich and Bettler, 2007).

Dendritic integration
Neurons receive many excitatory and inhibitory inputs: a typical rat CA1 pyramidal neuron 
has  ~30000 excitatory synapses and ~1700 inhibitory synapses throughout its dendritic 
tree (Megı́as et al., 2001). One of the major challenges of neuroscience is to understand 
how a neuron processes all these incoming signals and translates them into a useful output. 
The electrical signals generated by all these synapses are collected by the dendritic tree and 
propagate to the soma and the axon initial segment. There, an all-or-none decision is made: 
to fire or not to fire? For a long time, it was thought that this decision was the main level of 
information processing in the brain. It is now understood that the integration of signals that 
occurs in the dendrites actually forms another important layer of information processing. 
Individual dendritic branches are able to perform complex (nonlinear) computations with the 
incoming signals, well before they arrive at the soma (Branco and Häusser, 2010; London and 
Häusser, 2005; Polsky et al., 2004; Stuart and Spruston, 2015; Ujfalussy et al., 2015). To unravel 
the neuronal code, we therefore need to understand the rules of dendritic integration. 

The passive properties of dendrites (capacitance, resistance) heavily affect how synaptic 
potentials reach the soma. Dendrites act as poorly insulated electrical cables: as signals 
propagate along the dendrite, they are attenuated. A postsynaptic potential experiences a 
decrease in amplitude and an increase in width as it propagates towards the soma. When 
the most distal inputs arrive at the soma, they can potentially be completely abolished. 
Passive dendritic properties are not the same throughout the dendritic tree, but depend on 
dendritic morphology such as branch diameter and proximity to the tips of dendrites or to 
branching points (Gulledge et al., 2005; Rall, 1959, 1962; Spruston, 2009). Dendritic impedance 
is typically higher in tips and lower close to branching points. As synaptic depolarization is 
more efficient at high dendritic impedance, the location of the synapse along the proximal-
distal axis can also affect the amplitude of the synaptic potential (Branco and Häusser, 
2011; Gulledge et al., 2005; Nevian et al., 2007; Rall and Rinzel, 1973; Spruston, 2009). When 
multiple synaptic potentials are induced close to each other, passive dendritic properties 
affect how these signals add up. The change in membrane potential induced by one synapse 
can reduce the driving force of a neighboring synapse. This results in sublinear summation 
of postsynaptic potentials (Figure 2). The summed postsynaptic potential can even saturate 
at large numbers of active synapses (London and Häusser, 2005; Tran-Van-Minh et al., 2015). 
It has been shown that dendrites of some inhibitory neurons act as passive electrical cables 
and exhibit sublinear summation of inputs (Abrahamsson et al., 2012; Hu and Vervaeke, 2018; 
Vervaeke et al., 2012).

It is however important to consider that most dendrites are not just passive electrical cables: 
they contain several types of voltage-gated ion channels that heavily influence dendritic 
integration (Johnston and Narayanan, 2008; Stuart and Spruston, 2015; Tran-Van-Minh et al., 
2015). CA1 pyramidal cells express NMDA channels as well as voltage-gated sodium and 
calcium channels that open when synaptic activity leads to sufficient depolarization, and 
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subsequently increase the magnitude of the depolarization. In some cases, these voltage-
gated channels are even involved in the generation of regenerative and propagating events 
called dendritic spikes. (Branco and Häusser, 2011; London and Häusser, 2005; Losonczy et 
al., 2008; Makara and Magee, 2013; Nevian et al., 2007; Stuart and Spruston, 2015; Tran-Van-
Minh et al., 2015). Through these mechanisms, synapses work together to produce a bigger 
response than the sum of their individual postsynaptic potentials (Figure 2). 

The spatiotemporal pattern of synaptic activity in the dendritic tree crucially affects how 
signals are integrated. Due to the attenuation of signals as they travel along the dendritic 
tree, supralinear integration is most efficient when synaptic inputs are activated close to 
each other in space and time (Losonczy and Magee, 2006; Makara and Magee, 2013). The 
gradient of input impedance along a dendritic branch makes it easier for distal inputs to 
recruit dendritic nonlinearities, while proximal inputs tend to integrate linearly (Branco and 
Häusser, 2011). This effect also causes multiple synapses on the same dendritic branch to be 
integrated more efficiently when activated in distal-to-proximal order. (Branco et al., 2010). 
When multiple synaptic inputs are separated in space, for example by being on separate 
dendritic branches, the attenuation of signals along the dendritic tree causes these inputs to 
sum linearly (Tran-Van-Minh et al., 2015).

Nonlinear integration is thus most efficient when synapses in close proximity are activated 
within a short time frame. Such an event might therefore seem unlikely if synapses would be 
distributed across the dendritic tree randomly. This is however not the case: both inhibitory 
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Figure 2. Nonlinear integration of synaptic inputs
A: Activation of a single excitatory synapse leads to an excitatory postsynaptic potential (EPSP, gray) with a certain 
amplitude. When simultaneously activating four synapses (with identical synaptic strength) on the same dendritic 
branch, one might expect that these EPSPs sum linearly, resulting in a large EPSP with four times the amplitude of 
the single synapse EPSP (“arithmetic sum”, black). However, dendritic nonlinearities can cause these EPSPs to sum 
with a amplitude lower than the arithmetic sum (“sublinear”, red) or higher than the arithmetic sum (“supralinear”, 
green). 
B: Schematic graph of the expected EPSP based on the arithmetic sum of individual inputs, versus the actual EPSP 
when measured. The dashed black line indicates the situation where synaptic inputs integrate linearly. Sublinear 
integration (red) is largely governed by passive dendritic properties and the collective EPSP amplitude can even 
saturate at large numbers of synapses. Due to active dendritic properties (i.e. the activation of voltage-gated 
ion channels), inputs can integrate supralinearly (green). As the activation of voltage-gated channels occurs after 
reaching a certain threshold, active dendrites often sum linearly at low numbers of synapses, but supralinearity 
quickly becomes apparent at larger numbers of synapses.
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and excitatory synapses are distributed in a structured, non-random way over dendritic 
branches (Bloss et al., 2016, 2018; Druckmann et al., 2014). Functional clustering has also 
been demonstrated: neighboring dendritic spines are more likely to be active at the same 
time (Kleindienst et al., 2011) and in visual cortex, spines responding to similar visual stimuli 
tend to cluster together (Iacaruso et al., 2017; Wilson et al., 2016). Due to structural and 
functional clustering, nonlinear integration is likely to occur frequently in vivo. Indeed, it has 
been suggested that clustering and nonlinear dendritic integration play an important role in 
memory storage and recall (Kaifosh and Losonczy, 2016; Kastellakis et al., 2015).

The role of inhibition in dendritic integration

Dendritic inhibitory and excitatory synapses interact during dendritic integration. An 
inhibitory synapse can produce a hyperpolarization of the membrane, thereby reducing 
or even abolishing excitatory postsynaptic potentials that are nearby in space and time. 
However, often the local chloride reversal potential is similar to the membrane potential, 
such that an active inhibitory synapse does not result in a hyperpolarization. Despite this, 
these inhibitory synapses still affect excitatory signals through shunting inhibition: when an 
excitatory postsynaptic potential (EPSP) passes the open GABAA receptor channels, this 
temporarily results in some driving force, chloride ions flow through the open channels into 
the dendrite, and the EPSP is inhibited. (Spruston, 2009).

The location of an inhibitory synapse crucially affects its role in signal integration. Some 
interneuron types form synapses onto the soma or axon initial segment (perisomatic targeting) 
and these synapses directly interfere with action potential initiation by hyperpolarizing the 
membrane potential, making it harder for the cell to reach the action potential threshold. 
On the other hand, dendritically targeted inhibitory synapses affect signal integration in 
more subtle ways. Due to the strong attenuation of signals in the dendritic tree, inhibitory 
synapses on the dendrite most effectively interfere with excitatory inputs located on the 
same dendritic branch (Boivin and Nedivi, 2018; Stokes et al., 2014). Roughly 20% of dendritic 
inhibitory synapses are located next to an excitatory synapse onto a dendritic spine (Bloss 
et al., 2016; Chen et al., 2012). Due to the high level of electrical compartmentalization of a 
dendritic spine, it is thought that such an inhibitory synapse can specifically inhibit that single 
excitatory input (Boivin and Nedivi, 2018; Chiu et al., 2013).

The precise location of the inhibitory synapse with respect to active excitatory synapses 
is important as well. An inhibitory synapse that is located on the path of an excitatory 
input towards the soma inhibits the propagation of the excitatory input to the soma more 
efficiently than an off-path inhibitory synapse (Hao et al., 2009). On the other hand, off-path 
inhibitory synapses close to the tip of the dendrite interfere with dendritic spike generation 
more efficiently (Gidon and Segev, 2012). Indeed, inhibitory synapses also exert local control 
on the initiation of dendritic nonlinearities. A well-placed inhibitory synapse can efficiently 
prevent the activation of NMDA receptors (Schulz et al., 2018) and can prevent or suppress 
a dendritic spike (Doron et al., 2017; Jadi et al., 2012; Lovett-Barron et al., 2012; Müller et al., 
2012). Dendritic integration is thus shaped locally by well-placed inhibitory synapses, that 
act as “traffic controllers” regulating the flow of information. However, to interfere with the 
initiation of dendritic nonlinearities, proximity of inhibitory synapses to excitatory inputs is 
required – especially when these excitatory synapses cooperate in structural and functional 
clusters.
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Coordination of excitation and inhibition
It is dazzling to imagine how a single neuron receives and processes thousands of excitatory 
and inhibitory inputs. How does the neuron cope with this cacophony of incoming signals? 
One aspect that is thought to be important for a neuron to function, is that excitatory and 
inhibitory inputs are coordinated. Since excitatory activity promotes, and inhibitory activity 
inhibits action potential initiation, fine-tuning excitation and inhibition to the right levels 
ensures that the action potential frequency stays within the functional range, where it can 
encode information. This view is however too simplistic, as inhibition does not only directly 
affect action potential initiation, but can regulate dendritic integration in intricate ways. 
Insufficient inhibition or excessive excitation will therefore hamper proper signal integration 
in dendrites. Disturbances in the coordination of excitation and inhibition are thought to be 
involved in several neurodevelopmental disorders, such as epilepsy, schizophrenia and autism 
(Lee et al., 2017; Nelson and Valakh, 2015; Tatti et al., 2017; Wondolowski and Dickman, 2013).

The concept of coordination of excitation and inhibition is often termed excitatory/inhibitory 
balance. While “balance” is an intuitive concept that can be used to think about excitation 
and inhibition, it is poorly defined and the concept is used in several related contexts. The 
term “balance” incorrectly implies equal numbers or equal collective strengths of excitatory 
and inhibitory synapses. Instead, it typically refers to some degree of coordination between 
excitation and inhibition, such that each are at a sufficient (but not equal) level to maintain 
neuronal function at all times. 

Functionally, E/I coordination can be thought of in terms of the strength and timing of 
excitatory and inhibitory inputs. This can be challenging to study, as electrophysiology 
techniques do not allow isolation of excitatory and inhibitory inputs simultaneously. By 
alternatingly recording the excitatory and inhibitory response to an auditory stimulus, it 
has been shown that while early in development excitatory and inhibitory inputs are not 
coordinated, there is a high correlation between excitatory and inhibitory conductance in the 
auditory cortex of a more mature animal. Auditory stimulation can acutely improve the E/I 
correlation, suggesting that coordinated changes in synaptic strength are responsible for this 
maturation process (Dorrn et al., 2010). Similarly, in slices of visual cortex, it has been shown 
that the amplitude of evoked excitatory and inhibitory currents is different between cells but 
correlated within a cell. This coordination is maintained by somatically targeted inhibitory 
synapses whose synaptic strength is adapted based on the excitability of the pyramidal 
cell (Xue et al., 2014). By recording from neighboring neurons with highly similar synaptic 
inputs, it has been shown that spontaneous activity or activity induced by sensory stimuli 
is strongly correlated in terms of strength and timing of excitatory and inhibitory inputs 
(although inhibition lags slightly behind excitation) (Okun and Lampl, 2008). Thus, excitatory 
and inhibitory conductances are often highly correlated in vivo. Computational modeling 
studies have suggested that such a tight balance increases the computational power of the 
neuron and that temporary imbalances regulate the gating of signal propagation through the 
neuronal network (Denève and Machens, 2016; Hennequin et al., 2017; Vogels and Abbott, 
2009).

Secondly, one can look at E/I coordination in terms of the numbers of excitatory and 
inhibitory synapses. While inhibitory synapses are less prevalent than excitatory synapses, 
the ratio between the number of excitatory and inhibitory synapses seem to be preserved 
within dendritic branches in dissociated neurons (Liu, 2004). More recently it has been shown 
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that in vivo, the densities of excitatory and inhibitory synapses differ across the branch types 
of the dendritic tree (Bloss et al., 2016; Iascone et al., 2018). However, when looking at 
terminal dendritic branches, the E/I ratio is preserved even within small dendritic segments 
(Iascone et al., 2018). This suggests that regulatory mechanisms are in place to ensure such a 
small-scale coordination arises and is maintained. While it is not yet understood what these 
mechanisms are, they likely regulate the formation and plasticity of excitatory and inhibitory 
synapses, which are discussed in the following sections.

Synapse formation
Excitatory synapse formation

One potential mechanism to ensure coordination between excitation and inhibition arises 
and is maintained, is by fine-tuning synapse formation. Synapses are continuously being formed 
and removed. This is most prevalent during development when neuronal networks are being 
established, but persists into adulthood (Caroni et al., 2012; Holtmaat et al., 2005; Holtmaat 
and Svoboda, 2009). Excitatory synapse formation is thought to be mediated by dendritic 
protrusions called filopodia. These filopodia can contact axons or axonal filopodia (Fiala et 
al., 1998), thereby finding a presynaptic partner. Over time, these filopodia can either be 
removed, or can successfully develop into a functional and mature spine (Berry and Nedivi, 
2017; Knott et al., 2006; Nägerl et al., 2007). Mature and persistent spines typically express 
the key postsynaptic protein PSD-95 (Cane et al., 2014; Ehrlich et al., 2007; Villa et al., 2016), 
and maturation of dendritic spines and recruitment of PSD-95 is promoted by sensory 
experience in visual cortex (Subramanian et al., 2019). In young neurons, the formation of 
individual excitatory synapses can be triggered by local exposure to glutamate (Kwon and 
Sabatini, 2011). This suggests that the presence of a functional glutamatergic presynapse 
nearby can stimulate the generation of a postsynapse, so that the synapse is completed. 
However, functional spines still form normally in absence of presynaptic glutamate release or 
without postsynaptic glutamate receptors (Lu et al., 2013; Sigler et al., 2017). Thus, the neuron 
likely intrinsically regulates the generation of dendritic spines throughout the dendritic tree, 
and this process can be fine-tuned by activity-dependent mechanisms.

The rate of spine formation and removal is dependent on brain area. In the hippocampus, 
spine turnover in vivo is so high that all spines can be replaced within 6 weeks (Attardo et 
al., 2015), while turnover is significantly lower in cortex (Holtmaat et al., 2005; Yang et al., 
2009). Additionally, changes in activity can crucially affect spine turnover. In vivo, deprivation 
of sensory input can cause a tremendous increase in the turnover of dendritic spines (Berry 
and Nedivi, 2017; Hofer et al., 2009; Holtmaat et al., 2006; Keck et al., 2008), and these 
changes in connectivity are considered to be an adaptive mechanism in response to a change 
in presynaptic activity. 

Inhibitory synapse formation

We do not yet fully understand what it takes to form, mature and maintain an inhibitory 
synapse, but important steps have been made. Inhibitory synapses typically form directly 
onto the dendritic shaft without the involvement of a dendritic protrusion (Wierenga et 
al., 2008). It is thought that inhibitory synapses are formed in a pre-before-post manner, 
as presynaptic marker VGAT typically appears before the postsynaptic marker gephyrin 
(Dobie and Craig, 2011; Frias et al., 2019; Wierenga et al., 2008). Adhesion molecules such as 
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neuroligin-2 and Sema4D likely play an important role in triggering and regulating synapse 
formation (Favuzzi and Rico, 2018; Frias and Wierenga, 2013; Lu et al., 2017). Work from 
our lab recently showed that Sema4D triggers the stabilization of inhibitory presynaptic 
boutons through PlexinB1-MET activation and downstream actin remodeling (Frias et al., 
2019). Additionally, excreted factors such as BDNF, FGF7, and GABA itself play a role (Frias 
and Wierenga, 2013). FGF7 is excreted from dendrites and specifically promotes inhibitory 
synapse maturation (Terauchi et al., 2010). Furthermore, locally exposing the developing 
dendrite to GABA lead to the rapid formation of an inhibitory postsynapse (Oh et al., 2016).

Inhibitory synapses can be highly dynamic: they appear, disappear and reappear on time 
scales ranging from tens of minutes to days (Chen et al., 2012; Dobie and Craig, 2011; Frias 
et al., 2019; Schuemann et al., 2013; Villa et al., 2016; Wierenga et al., 2008). The reappearance 
of synapses at the same location suggests that inhibitory synapse formation is not random 
but occurs at specific locations that are indicated by a yet unknown signal or marker (Frias 
et al., 2019; Villa et al., 2016; Wierenga et al., 2008). Inhibition can rapidly respond to activity 
perturbations (Chen et al., 2011; Keck et al., 2011; Schuemann et al., 2013; van Versendaal et 
al., 2012) and responds on shorter time scales than excitation (Keck et al., 2011). Although 
we do not yet fully understand the role of this high level of dynamics, it is thought that rapid 
changes in inhibitory connectivity might represent a dynamic trial-and-error process to 
fine-tune inhibition at the right location (Wierenga, 2017) and allows quick adaptation to 
changing local needs for inhibition. 

Coordination of excitatory and inhibitory synapse formation

As discussed above, the local ratio of excitatory and inhibitory synapses seem to be 
conserved. This suggests that the formation of synapses is somehow coordinated locally. We 
do not yet understand how such a coordination arises and is maintained. Some recent studies 
have presented proteins that regulate both excitatory and inhibitory synapse development, 
and might therefore play a role in the coordination of excitation and inhibition. The protein 
SRGAP2A is able to bind to both the excitatory postsynaptic density protein Homer and 
the inhibitory postsynaptic scaffold protein gephyrin. SRGAP2A promotes the maturation 
of excitatory and inhibitory synapses during development, while simultaneously reducing 
synaptic density (Fossati et al., 2016). The protein CFYP and the adhesion protein cadherin-10 
are both enriched at excitatory and inhibitory synapses. These proteins are thought to be 
important for the coordination of excitatory and inhibitory synapses, as changing the level of 
these proteins reciprocally affects excitatory and inhibitory synapse numbers and strengths. 
(Davenport et al., 2019; Smith et al., 2017). Despite these interesting observations, important 
questions remain. While these studies show that some proteins coordinate the development 
of both excitatory and inhibitory synapses, we do not yet understand how the formation 
of inhibitory synapses is dependent on the level of excitation (or the other way around) 
in mature neurons. Furthermore, it is still unknown how excitatory and inhibitory synapse 
formation is coordinated on a local level.

Excitatory and inhibitory synaptic plasticity
Excitatory synaptic plasticity

A second potential mechanism to coordinate excitation and inhibition is by changes in 
synaptic strength. Synaptic plasticity – the ability of synapses to change their strength -  occurs 
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throughout the brain and is thought to be crucial for its capability to store information and 
to learn (Hayashi-Takagi et al., 2015; Mayford et al., 2012; Nicoll, 2017; Takeuchi et al., 2014). 
Long-term potentiation (LTP), arguably the best understood form of synaptic plasticity, 
involves a prolonged increase of synaptic transmission and can be induced by certain patterns 
of synaptic activity. Bliss and Lømo were the first to report in 1973 that repetitive stimulation 
of the perforant path in rabbit hippocampus lead to a significant increase in the amplitude of 
postsynaptic potentials that lasted for more than 30 minutes (Bliss and Lømo, 1973). Now, 
we know that high-frequency stimulation or theta burst stimulation patterns are able to 
robustly potentiate excitatory synapses. LTP is typically dependent on calcium entry through 
postsynaptic NMDA receptors and subsequent activation of the calcium-sensitive protein 
CaMKII (Lisman et al., 2012; Nicoll, 2017). The expression site of LTP has been debated 
for a long time (Lømo, 2018; Nicoll, 2017). It has now been shown that the strengthening 
of synapses mostly occurs through an increase of postsynaptic AMPA receptors (Granger 
and Nicoll, 2013; Huganir and Nicoll, 2013), but changes in the presynapse can also play a 
role (Bliss and Collingridge, 2013; Castillo, 2012). On the level of the single synapse, we are 
starting to understand the detailed mechanisms behind LTP, and this is discussed in chapter 2.

Long-term depression (or weakening) of excitatory synapses typically occurs after 
prolonged low-frequency stimulation. It is mediated through NMDA receptor activation and 
the phosphatase calcineurin and leads to a decrease in surface AMPA receptors (Citri and 
Malenka, 2008; Lüscher and Malenka, 2012). It has been suggested recently that LTD might be 
regulated through non-ionotropic NMDA-receptor signaling (Dore et al., 2017; Nabavi et al., 
2013; Stein et al., 2015). Alternatively, LTD can be regulated presynaptically by suppression of 
neurotransmitter release through Gαi/o-coupled GPCRs (Atwood et al., 2014).

Voltage-gated channels in the dendritic tree are not only important for dendritic integration 
(see above), but also allow the backpropagation of action potentials. These backpropagating 
action potentials (bAPs) are involved in synaptic plasticity, as they interact with incoming 
synaptic potentials by providing the depolarization required for NMDA channel opening. 
Calcium influx through NMDA channels is an essential trigger for many plasticity mechanisms. 
Indeed, the interaction of bAPs and synaptic activity is central to spike timing-dependent 
plasticity (STDP). STDP is a process where the timing of synaptic activity and a bAP (‘spike’) 
determines if a synapse undergoes LTP or LTD. If the bAP repeatedly follows synaptic 
activation this leads to LTP, while if the bAP repeatedly precedes synaptic activation, this 
leads to LTD (Caporale and Dan, 2008; Feldman, 2012; Markram et al., 1997; Stuart and 
Spruston, 2015). This mechanism is in correspondence with the prediction by Donald Hebb, 
who suggested in 1949 that when a presynaptic neuron can contribute to the spiking of 
a postsynaptic neuron, this connection is likely to be strengthened (“fire together, wire 
together”) (Hebb, 1949). 

Inhibitory synapses are able to locally interfere with calcium signaling, the key signal for LTP 
(Boivin and Nedivi, 2018; Higley, 2014). For example, a bAP can locally be abolished by the 
well-timed activity of an inhibitory synapse (Müllner et al., 2015), thereby interfering with 
NMDA receptor activation and plasticity initiation. Additionally, local activation of GABA 
receptors during an LTP-inducing protocol has been shown to trigger the morphological 
correlate of long-term depression (Hayama et al., 2013). It is therefore thought that 
inhibitory synapses are not only important for regulating dendritic integration, but are also 
coordinators of excitatory plasticity (Bar-Ilan et al., 2013; Boivin and Nedivi, 2018).
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Inhibitory synaptic plasticity

Like excitatory synapses, inhibitory synapses can strengthen and weaken. Inhibitory LTP 
(iLTP) or inhibitory LTD (iLTD) often occur heterosynaptically: they are dependent on 
the activation of glutamatergic synapses nearby. This implies a strong interaction between 
excitatory and inhibitory plasticity. Inhibitory plasticity can be regulated through changes in 
the postsynapse or the presynapse. Postsynaptically, changes in GABAA receptor trafficking 
or phosphorylation occur (Castillo et al., 2011). In primary hippocampal cultures, it has 
been shown that the activation of NMDA receptors can lead to an increased surface 
expression of GABAA receptors and an increased amplitude of inhibitory currents. This 
effect is mediated by the calcium sensor CaMKII (Marsden et al., 2007), which accumulates at 
inhibitory postsynapses upon weak glutamatergic activation (Marsden et al., 2010). CaMKII 
causes the immobilization of GABAA receptors at the inhibitory synapse by phosphorylating 
the β3 subunit of the receptor and subsequent recruitment of gephyrin (Petrini et al., 2014). 
In acute slices of prefrontal cortex, it was shown that pharmacological activation of NMDA 
receptors could specifically potentiate dendritic inhibitory synapses of somatostatin-positive 
interneurons. This is regulated postsynaptically through the β2 subunit of the GABAA 
receptor, which is enriched at these dendritic inhibitory synapses (Chiu et al., 2018).

Presynaptic inhibitory plasticity is often regulated through modulation of neurotransmitter 
release in the presynapse. This is triggered by glutamatergic activity, and often involves 
communication from the postsynaptic neuron to the presynaptic neuron. This communication 
is mediated by retrograde messengers: molecules that are secreted by the soma or dendrite 
and travel to the axon to activate receptors. Many retrograde messengers have been described 
throughout the nervous system, acting at excitatory and inhibitory synapses (Castillo et al., 
2011; Regehr et al., 2009). The growth factor BDNF can be secreted by the postsynaptic 
neuron upon depolarization and activates the TrkB receptor in the presynapse, resulting in 
an increase of release probability (Magby et al., 2006). The gas nitric oxide is synthesized by 
nitric oxide synthase in the soma of layer 5 pyramidal neurons and can specifically enhance 
inhibitory synaptic transmission (Lourenço et al., 2014). Certain lipid-derived molecules can 
also act as retrograde messengers. The most famous example is endocannabinoid signaling. 
This class of lipid molecules is known to play an important role in presynaptic LTD and is 
further discussed in chapter 4.

Plasticity and the coordination of excitation and inhibition

As synaptic plasticity causes the strength of synapses to continuously change, it is expected 
that mechanisms are in place to continuously correct these disturbances in E/I coordination. 
A cellular increase of excitatory or inhibitory synaptic strength can lead to an increase or 
decrease of action potential activity, respectively. Neurons coordinate their own excitability 
by mechanisms that are collectively referred to as homeostatic plasticity (Turrigiano, 2012). 
Homeostatic synaptic scaling is a process where the strength of all excitatory synapses in a 
neuron collectively increase or decrease over time (Turrigiano, 2008). Activity deprivation 
leads to an increase of excitatory synaptic strength (Turrigiano et al., 1998), while 
simultaneously decreasing inhibitory synaptic strength (Kilman et al., 2002). This mechanism 
prevents that synaptic potentiation or depression accumulates and thus keeps the firing rate 
of the neuron stable (Turrigiano, 2008). 

On shorter time scales simultaneous plasticity of excitatory and inhibitory synapses could 
be utilized to coordinate adjustments in synaptic strength. In organotypic hippocampal 
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slices, electrical stimulation leads to strengthening of excitatory synapses, in parallel with 
an increase in size and number of perisynaptic gephyrin clusters. This could be indicative 
of inhibitory synapse formation and plasticity. (Flores et al., 2015). An electron microscopy 
study by Bourne and Harris showed that that theta burst stimulation, known to induce 
strengthening of excitatory synapses, resulted in an increase of synaptic surface area for 
both excitatory and inhibitory synapses the CA1 area of the hippocampus (Bourne and 
Harris, 2011). In layer 5 pyramidal neurons, inhibitory LTP occurs simultaneously with spike-
timing dependent LTP or LTD of excitatory synapses, in such a way that E/I ratio is reduced 
(D’amour and Froemke, 2015). This is in agreement with predictions from computational 
studies that suggest that tight coordination of excitation and inhibition can arise from 
coordinated STDP of excitatory and inhibitory synapses (Hiratani and Fukai, 2017; Vogels 
et al., 2011).

These mechanisms, as well as the heterosynaptic inhibitory plasticity mechanisms discussed 
above, have the potential to coordinate excitation and inhibition. Interestingly, while some 
mechanisms seem to coordinate excitatory and inhibitory plasticity to balance excitatory 
and inhibitory synaptic strength (Bourne and Harris, 2011; Chiu et al., 2018; D’amour and 
Froemke, 2015; Flores et al., 2015), others seem to increase the difference (Marsden et 
al., 2007, 2010; Petrini et al., 2014). To understand E/I coordination, we therefore need to 
understand under what circumstances these processes are triggered, and what are the 
(local) mechanisms mediating them.
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Scope of this thesis
Proper neuronal function is absolutely essential for the brain to enable us to remember and 
learn. Signals are integrated and processed in the dendritic tree and to process information 
properly a detailed coordination between excitation and inhibition is required. The studies 
on the coordination of excitatory and inhibitory synapse formation and plasticity that have 
been performed thus far only assess and manipulate synapse formation and plasticity on a 
large scale. However, integration of synaptic inputs occurs not only the level of the whole 
cell, but occurs already within dendrites. Additionally, the placement of inhibitory synapses 
strongly influences how the synapse can interact with dendritic integration. While these local 
aspects seem to be important for neuronal function, how the formation and plasticity of 
excitatory and inhibitory synapses is coordinated locally remains largely unexplored. In this 
thesis, I try to contribute to the knowledge on the coordination of excitatory and inhibitory 
synapse formation and plasticity by studying these processes at the level of the dendrite and 
the individual synapse.

Throughout this thesis, I used the hippocampus as a model system. The hippocampus is 
responsible for memory formation and is also thought to be involved in spatial navigation 
(Knierim, 2015; Lisman et al., 2017). Because of its role in memory formation, as well as 
its particularly structured connectivity, it’s a popular model system in neuroscience. The 
trisynaptic circuit of the hippocampus is highly structured and runs largely perpendicular 
to the long axis of the hippocampus (Knierim, 2015). This is a major practical benefit, as the 
circuit largely remains intact when the hippocampus is sliced for experimental use. To be 
able to acquire fluorescence images of axons, dendrites and synapses, I used two-photon 
microscopy. This allowed me to perform imaging deep into these thick brain slices with 
minimal photodamage. I used two-photon glutamate uncaging to release glutamate with 
high temporal and spatial precision. Finally, I used patch clamp electrophysiology to record 
electrical activity of synapses in individual neurons.

To understand the local effects of excitatory synaptic plasticity, we first need to understand 
how a single synapse can be potentiated. In chapter 2 of this thesis, I review the literature on 
the long-term potentiation of single synapses. I consider the induction methods, expression 
and signaling pathways of LTP. I also discuss how LTP in a single synapse can interact with 
processes in its dendritic vicinity. I argue that single synapse LTP needs to be considered in 
the proper context, as the choice of induction method and interactions with the dendritic 
vicinity can affect LTP expression and signaling.

The central question of this thesis is if and how excitation and inhibition are coordinated 
locally. In chapter 3, we stimulated a small cluster of excitatory synapses using two-photon 
glutamate uncaging and showed that this can promote inhibitory presynaptic bouton growth 
on an axon-dendrite crossing nearby, a process mediated by the endocannabinoid 2-AG.

I further dissect the effect of endocannabinoid signaling on inhibitory synapse dynamics, 
growth and formation in chapter 4. This collection of preliminary data is in agreement with 
the hypothesis that endocannabinoid signaling promotes the growth of inhibitory boutons 
on short time scales and induces new inhibitory synapses on longer time scales. Additionally, 
endocannabinoids may affect the plasticity of excitatory synapses as well.

I finish this thesis by discussing and interpreting our findings more thoroughly, as well as 
providing an outlook to potential future experiments, in chapter 5.
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Chapter 2

Abstract
The most commonly studied form of synaptic plasticity is long-term potentiation (LTP). 
Since 15 years, it is possible to induce structural and functional LTP in dendritic spines using 
two-photon glutamate uncaging, allowing for studying the signaling mechanisms of LTP with 
single synapse resolution. In this review, we compare different stimulation methods to induce 
single synapse LTP and discuss how LTP is expressed. We summarize the underlying signaling 
mechanisms that have been studied with high spatiotemporal resolution. Finally, we discuss 
how LTP in a single synapse can be affected by excitatory and inhibitory synapses nearby. 
We argue that single synapse LTP is highly dependent on context: the choice of induction 
method, the history of the dendritic spine and the dendritic vicinity crucially affect signaling 
pathways and expression of single synapse LTP.
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Introduction
Synaptic plasticity is the fundamental cellular correlate of learning. By the strengthening and 
weakening of specific connections, information processing in the brain is changed and memories 
are formed. The most studied form of plasticity is long-term potentiation (LTP). As first 
identified in the rabbit brain by Bliss and Lømo (Bliss and Lømo, 1973), repeatedly stimulating 
synapses can lead to long lasting enhancement of synaptic strength. This phenomenon has 
been extensively studied and characterized in a variety of brain regions and species. The 
majority of studies use electrical stimulation of axon bundles to induce and measure LTP in 
brain slices. LTP can also be induced pharmacologically by applying for example an NMDA 
receptor agonist. These approaches induce LTP in bulk: many synapses on dendritic branches 
of multiple neurons are potentiated at the same time. Electrophysiological recordings and 
biochemical analysis of the underlying signaling pathways have provided significant insights 
into the mechanisms of LTP (Bliss and Collingridge, 2013; Citri and Malenka, 2008; Diering 
and Huganir, 2018; Herring and Nicoll, 2016; Malenka and Bear, 2004; Mayford et al., 2012; 
Nicoll, 2017; Sjöström et al., 2008). However, this way of inducing LTP does not reflect the 
physiological situation very well. Under physiological conditions, synaptic inputs are usually 
not synchronously active in such large numbers and synaptic plasticity presumably takes 
place at a scale of individual or small groups of synapses.  

The development of two-photon glutamate uncaging almost 20 years ago (Ellis-Davies, 2019; 
Matsuzaki et al., 2001, 2004) made it possible to activate and potentiate individual synapses. 
Using a caged compound of the main excitatory neurotransmitter, individual excitatory 
synapses on spines can be activated with focused laser light at a near-physiological spatial and 
temporal scale (Matsuzaki et al., 2001) and plasticity can be induced by repetitive stimulation 
(Matsuzaki et al., 2004). Since then, many studies have used two-photon glutamate uncaging 
to study the induction, expression and signaling pathways of LTP in single synapses. These 
studies significantly have improved our understanding of the mechanisms underlying LTP at 
the single synapse level. However, differences and disagreements between studies also reveal 
the limitations of our current understanding of single synapse LTP. 

The goal of this review is to summarize and compare studies that used two-photon glutamate 
uncaging to gain insight into single synapse LTP signaling pathways. We will compare different 
methods to induce LTP in single synapses and discuss how the choice of LTP induction 
protocol may affect LTP expression and signaling pathways. We will summarize the signaling 
pathways that are triggered in a single spine during LTP induction using two-photon uncaging 
and discuss the possibility that multiple LTP pathways may exist, which can be differentially 
activated depending on the experimental conditions. Finally, we discuss how LTP at a single 
synapse can affect plasticity at other excitatory and inhibitory synapses on the same dendrite, 
suggesting that potentiation of an individual synapse should always be considered in the 
context of its direct dendritic vicinity. 
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Induction of single synapse LTP 
Two-photon microscopy (Denk et al., 1990; Masters and So, 2004) utilizes the physical 
principle of two-photon excitation: fluorescent proteins are excited only in a femtoliter-
sized volume inside the laser beam focus, where the laser light intensity is high enough 
for excitation by two coincident photons (Svoboda and Yasuda, 2006; Zipfel et al., 2003). 
Individual long wavelength photons have low energy, which means that out-of-focus laser 
light causes minimal photodamage. In addition, long wavelength light can penetrate deep into 
tissue without scattering, allowing to perform live two-photon imaging of small structures 
such as dendritic spines up to 1 mm deep into living brain tissue (Denk and Svoboda, 1997; 
Helmchen and Denk, 2005). With the same precision, the two-photon principle allows for 
precise photolysis of “caged compounds” – biologically active molecules that are inert until 
exposed to the right wavelength of light (Soeller and Cannell, 1999). The development of 
MNI-glutamate, a caged compound of the main excitatory neurotransmitter which has a high 
two-photon cross section, allowed stimulation of single excitatory synapses (Matsuzaki et al., 
2001) and induction of plasticity at individual spines (Matsuzaki et al., 2004). The development 
of several Förster Resonance Energy Transfer (FRET) probes that can detect the activity of 
signaling molecules on the level of the single spine allowed studying the underlying pathways 
of LTP with greater detail than ever before (Nakahata and Yasuda, 2018; Ueda et al., 2013; 
Yasuda, 2012). With these technological advancements, it is now possible to elucidate the 
mechanisms that are involved in LTP on the level of single excitatory synapses.

The first study to report single synapse LTP was performed by Matsuzaki and colleagues 
(Matsuzaki et al., 2004). Upon performing repeated glutamate uncaging on single dendritic 
spines, the stimulated spines rapidly grew and remained enlarged for up to 100 minutes, 
while unstimulated spines on the same dendrites were unaffected. The authors furthermore 
showed that spine growth crucially depended on NMDA receptor activation and was 
similar to spine growth after electrical stimulation. Spine growth was accompanied by a 
corresponding increase in AMPA receptor-mediated postsynaptic currents, linking growth of 
the spine head with functional plasticity of the excitatory synapse. Since the pioneering work 
by Matsuzaki and colleagues, the two-photon glutamate uncaging technique was quickly 
adopted by the LTP field and multiple labs have performed single synapse LTP experiments 
since then. A major benefit of using glutamate uncaging to study LTP is the high spatial and 
temporal precision of the stimulus. As presynaptic stimulation is no longer required, it allows 
for isolating the postsynaptic component of LTP.

Single synapse LTP is generally induced by repeated uncaging pulses. The repeated activation 
of postsynaptic glutamate receptors results in calcium influx, most prominently via NMDA 
receptors, which triggers plasticity at the stimulated spine. Induction protocols for LTP differ 
in several aspects, which may significantly influence downstream signaling and LTP expression. 
The number of uncaging pulses typically ranges from 30 to 60, and the stimulation frequency 
usually lies between 0.5 and 2 Hz. Both these parameters will likely affect the total amount 
of calcium entering the postsynaptic cell and the level of activation of downstream calcium 
sensing proteins (Fujii et al., 2013). The duration of a single uncaging pulse typically lies 
between 0.5 and 6 ms. The pulse duration determines the time receptors are exposed to 
glutamate, as well as the total amount of glutamate that is uncaged, affecting the duration 
and level of activation of glutamate receptors (AMPA receptors and NMDA receptors) in 
the postsynapse. The uncaging beam is typically aimed 0.5 µm from the spine head to prevent 
photodamage to the spine. The distance between the location of glutamate release and the 
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spine will impact the diffusion time of glutamate to the receptors. While glutamate uncaging 
is highly local, especially during strong stimulation glutamate spillover to extrasynaptic 
receptors and presynaptic receptors (such as metabotropic glutamate receptors) is likely to 
occur (Chalifoux and Carter, 2011; Rusakov and Kullmann, 1998). 
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Figure 1. The choice of LTP induction method can affect spine growth
To induce spine growth and functional LTP in single synapses, activation of NMDA receptors (dark blue) is required. 
Removing the magnesium block (purple) from the NMDA channel pore can be achieved in two ways: 
Left: glutamate uncaging is performed in the absence of extracellular magnesium (Mg2+-free). In this case, 
tetrodotoxin (TTX) is added to prevent aberrant plasticity due to spontaneous activity. This type of stimulation 
typically induces rapid, strong initial growth (peak phase), after which the spine volume stabilizes at  a lower level 
(plateau phase).
Right: In paired protocols, two-photon glutamate uncaging (blue) is paired with depolarization (in voltage clamp 
by increasing the holding potential, or in current clamp by inducing a backpropagating action potential). Paired 
stimulation typically leads to a gradual growth of the dendritic spine over time.
AMPA receptors in the spine head are depicted in red. The dashed gray lines reflect that the correlation between 
stimulation protocol and temporal profile of spine growth is not absolute.
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NMDA receptor activation is one of the crucial events for LTP to occur, and different 
methods are used to ensure NMDA receptor activation during glutamate uncaging at spines 
(Figure 1). Here, we roughly divide these protocols in two categories. The first category is 
based on the protocol by Matsuzaki and colleagues. To achieve NMDA receptor activation, 
glutamate uncaging is performed in absence of extracellular magnesium ions to remove 
blockage of the channel pore (Harward et al., 2016; Lee et al., 2009; Oh et al., 2015; Patterson 
et al., 2010; Tanaka et al., 2008; Tønnesen et al., 2014). Caged compounds are known to 
exhibit antagonist activity at GABAA receptors (Ellis-Davies, 2019; Fino et al., 2009; Matsuzaki 
et al., 2010). Therefore, tetrodotoxin (TTX, a sodium channel blocker) is usually added to 
the bath solution under magnesium-free conditions to prevent epileptiform-like activity 
and unwanted plasticity. The second category of protocols pairs glutamate uncaging with 
postsynaptic depolarization or postsynaptic action potentials to relieve the magnesium 
block from the NMDA receptors. This type of protocol typically requires electrical access 
to the postsynaptic cell via a patch clamp electrode. In voltage clamp experiments, the 
cell is depolarized (typically to 0 mV) while glutamate is uncaged at a spine (Harvey and 
Svoboda, 2007; Lee et al., 2009; Matsuzaki et al., 2004). In current clamp experiments, current 
is injected to induce action potential firing while glutamate is uncaged at a spine (Hayama 
et al., 2013; Tanaka et al., 2008). Alternatively, all-optical uncaging LTP experiments can be 
performed by pairing optogenetically induced postsynaptic depolarization with glutamate 
uncaging (Zhang et al., 2008).

The majority of studies have used magnesium-free protocols, which has the great advantage 
that electrical access to the postsynaptic cell is not required and the studied neuron can 
be left unperturbed. However, performing experiments in magnesium-free extracellular 
solution is far from physiological: NMDA receptors are constantly “primed” for activation 
and addition of TTX is required to block all spontaneous electrical activity. Furthermore, the 
absence of magnesium could affect several other cellular processes that require magnesium 
(de Baaij et al., 2015). Paired protocols mimic physiological conditions more accurately. 
Under physiological conditions, the magnesium block will be relieved by depolarization 
of the postsynaptic membrane (Gambino et al., 2014). An additional advantage is that the 
use of patch clamp electrophysiology allows recording of the uncaging-induced excitatory 
postsynaptic current (uEPSC). This way, the laser power can be tuned to induce uEPSCs 
with amplitudes that are similar to single synapse EPSCs (typically ~10-20 pA) to mimic 
synaptic glutamate levels (Harvey and Svoboda, 2007; Hill and Zito, 2013; Lee et al., 2009; 
Matsuzaki et al., 2001, 2004; Steiner et al., 2008). However, the use of electrophysiology 
makes paired protocols more invasive. Signaling molecules that are required for LTP may 
“wash out” while perfusing the cell with internal solution from the patch pipette, thereby 
reducing or abolishing the ability to induce LTP (Malinow and Tsien, 1990; Matsuzaki et al., 
2004; Tanaka et al., 2008). 

In conclusion, the choice of protocol involves several practical and biological considerations, 
such as the need for patch clamp electrophysiology, washout of signaling molecules, and 
resemblance of the physiological situation. It is important to realize that these protocols 
are not completely interchangeable: in the next section, we will discuss how the induction 
protocol may affect the magnitude and temporal profile of LTP expression.
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Expression of single synapse LTP
Inducing LTP in a synapse has two major effects: the number of postsynaptic AMPA receptors 
is increased and the spine volume is enlarged. After LTP, a presynaptic stimulus will induce 
a postsynaptic current with larger amplitude than before. This is largely due to an increase 
of AMPA receptors in the postsynaptic membrane (Huganir and Nicoll, 2013; Kessels and 
Malinow, 2009; Moretto and Passafaro, 2018). Matsuzaki and colleagues showed that also in 
single potentiated spines, the AMPA receptor-mediated currents increase within minutes 
after stimulation (Matsuzaki et al., 2004).  Many LTP induction paradigms, such as high-
frequency stimulation, theta burst stimulation and optical stimulation of afferents lead to 
persistent spine growth, which was shown by fluorescence imaging (De Roo et al., 2008; Lang 
et al., 2004; Okamoto et al., 2004; Wiegert et al., 2018) and electron microscopy (Bourne and 
Harris, 2011; Buchs and Muller, 1996; Van Harreveld and Fifkova, 1975). In vivo, spine volumes 
fluctuate and spines are continuously formed and removed (Berry and Nedivi, 2017; Caroni 
et al., 2012). Spine dynamics are enhanced after experience and are thought to support 
long-lasting changes in neural circuits during experience-dependent plasticity (Hofer et al., 
2009; Holtmaat et al., 2006; Roberts et al., 2010). For instance, specific spines grow during a 
motor learning task, and inducing shrinkage of these spines disrupts the acquired motor skill 
(Hayashi-Takagi et al., 2015). Spine growth is largely attributed to remodeling of actin, which 
is highly enriched in spines. When a spine is potentiated, polymerization of actin in the spine 
head leads to more filamentous actin and a bigger spine (Bosch and Hayashi, 2012; Harvey 
et al., 2008; Matsuzaki et al., 2004; Nakahata and Yasuda, 2018; Okamoto et al., 2004). These 
morphological changes (actin polymerization and spine growth) and functional changes 
(increase in AMPA receptors) are often correlated, but might be regulated independently. 

To monitor the expression of LTP in individual synapses, the increase in amplitude of the 
uncaging-induced excitatory postsynaptic current (uEPSC) can be quantified. The uEPSC at 
a spine can go up 40-120% within minutes after LTP induction (Harvey and Svoboda, 2007; 
Matsuzaki et al., 2004; Steiner et al., 2008; Tønnesen et al., 2014). While quantifying uEPSC 
increase is a useful method to assess functional LTP, it can be technically challenging. Other 
than on the strength of the synapse, the uEPSC amplitude also depends on the laser power 
at the uncaging location, the local caged glutamate concentration, and the distance of the 
uncaging spot to the postsynaptic density, all of which are challenging to keep stable at 
growing spines during the experiment. Furthermore, electrical access to the postsynaptic 
cell is required. Quantification of the morphological changes of the spine head is therefore 
often used as an alternative measure.

Spine growth can be quantified using two-photon microscopy images of the stimulated spine 
over time. Depending on the initial size and the protocol used, spine heads show (transient) 
growth up to 200-400% (Bosch et al., 2014; Matsuzaki et al., 2004; Murakoshi et al., 2017; 
Tønnesen et al., 2014). Spine size correlates strongly with synapse strength under resting 
conditions in vitro (Matsuzaki et al., 2001; Noguchi et al., 2005; Zito et al., 2009) and in vivo 
(Noguchi et al., 2011). Because of this strong correlation, as well as the technical challenges of 
quantifying uEPSC amplitude over time, spine growth is often taken as a proxy for functional 
LTP. The correlation between size and function is however not absolute: morphological and 
functional changes might not match perfectly in the first hour after LTP induction (Bosch et 
al., 2014; Meyer et al., 2014) and functional LTP can also occur in the absence of spine head 
growth (Araya et al., 2014). It is important to mention that the high laser power used for 
glutamate uncaging can induce photodamage and swelling of the spine head when the laser 
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beam is aimed too close to the spine head. Swelling due to photodamage could potentially 
confound actual spine growth due to LTP, but can be prevented by aiming the laser beam 
~05.-1 µm away from the spine head.

Other morphological changes

The increase in spine head size is not the only morphological change upon LTP. Several 
studies have reported shorter and/or thicker spine necks after LTP induction (Araya et al., 
2014; Bosch et al., 2014; Tanaka et al., 2008; Tønnesen et al., 2014). These changes in spine 
neck geometry seem to be consistent with an increase in electrical coupling (Araya et al., 
2006, 2014; Tønnesen et al., 2014) and may provide a mechanism for synaptic strengthening 
independent of AMPA receptor regulation. In addition, glutamate uncaging may induce 
remodeling of the extracellular space, possibly via glial responses (Tønnesen et al., 2018).

Glutamate uncaging bypasses the need of activating glutamate release of the presynaptic 
terminal and allows isolation of the postsynaptic component of LTP. However, the presynaptic 
bouton is probably also affected by glutamate uncaging. After a putative LTP-inducing 
uncaging protocol, boutons increase their size by ~50% gradually over the course of 1-3 
hours, maintaining the correlation between bouton size and spine size (Meyer et al., 2014).

It has also been reported that repeated glutamate uncaging on the dendrite can induce 
the formation of a new dendritic spine at the uncaging location within seconds, which can 
become functional within 30 minutes (Hamilton et al., 2012; Kwon and Sabatini, 2011). In a 
different study it was shown that new spines rapidly mature and become functional (Zito et 
al., 2009). New spines have the capacity to grow upon glutamate uncaging, which significantly 
increases their persistence (Hill and Zito, 2013). 

Variability in spine growth

There is a remarkable level of variability in the reported time course and magnitude of spine 
growth between studies, even within the same brain region and cell type (Bosch et al., 2014; 
Tanaka et al., 2008). Many studies report an initial peak (or transient phase) of a few minutes 
in which the spine grows drastically. This peak growth can range from 100-400%. This phase 
is then followed by a plateau (or sustained phase) where the spine growth declines and 
stabilizes, typically at 50-100% (Bosch et al., 2014; Harvey and Svoboda, 2007; Harward et al., 
2016; Oh et al., 2015; Patterson et al., 2010; Tanaka et al., 2008; Tønnesen et al., 2014). Other 
studies report a gradual spine growth over the course of 5-10 minutes, which then stabilizes 
at a plateau, without a significant peak (Harvey and Svoboda, 2007; Hayama et al., 2013; Hu 
et al., 2019; Tanaka et al., 2008). Even when comparing studies that show a similar temporal 
pattern of spine growth, peak and plateau magnitudes often vary significantly. One could 
wonder to what extent extreme peak spine growth resembles the physiological situation.

Technical differences, such as differences in quantification methods and model systems could 
partially explain this remarkable variability, but other factors may be more vital. First of all, 
the initial size of the spine before induction of LTP matters: small spines have a larger growing 
capacity than spines that are already larger to begin with (Matsuzaki et al., 2004; Tanaka et 
al., 2008). It has even been suggested that the large spines cannot grow upon stimulation at 
all (Matsuzaki et al., 2004; Tanaka et al., 2008). Although it is difficult to compare initial spine 
size between studies, a difference in initial spine size may explain some of the observed 
differences in spine growth magnitude.
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More importantly, the choice of LTP induction protocol will crucially affect the magnitude and 
time course of spine growth. This was first observed by Tanaka and colleagues. When they 
paired glutamate uncaging with backpropagating action potentials, it lead to a gradual growth 
of the spine, reaching close to 150% growth. However, when they performed glutamate 
uncaging in absence of extracellular magnesium, spine growth showed an initial peak in which 
spine volume reached 2-fold growth (100%), after which spine growth declined to reach a 
plateau phase at 50% (Tanaka et al., 2008). Similarly, Harvey & Svoboda report a gradual spine 
growth of 80% when using a paired protocol. A similar magnesium-free protocol results 
in 175% peak growth, declining to a plateau at 75% growth (Harvey and Svoboda, 2007). 
These studies clearly suggest that different induction protocol activate different intracellular 
signaling pathways, resulting in differences in spine growth. Typically, magnesium-free induction 
protocols lead to peak-plateau growth, while paired protocols often induce gradual spine 
growth (Figure 1; although this correlation is not absolute (Lee et al., 2009; Matsuzaki et al., 
2004; Zhang et al., 2008)). 

Why do different induction protocols lead to such remarkable differences in spine growth? 
The choice of induction protocol likely affects how downstream signaling pathways are 
activated. This already occurs at the level of calcium concentration elevation, the key signal 
for LTP. While calcium influx is typically restricted to the spine head in magnesium-free 
stimulation protocols, paired protocols also cause an increase of calcium concentration 
in the dendritic shaft (see below). This differential spatial calcium profile may also lead to 
differential activation of downstream signaling molecules and it is interesting to speculate 
how these could be linked to the peak and plateau phases of spine growth. For instance, the 
study by Tanaka and colleagues showed that the paired protocol involved BDNF signaling and 
protein synthesis to induce spine growth, while spine growth was independent of BDNF in 
the magnesium-free protocol (Tanaka et al., 2008). However, a more recent study observed 
that BDNF also affects spine growth after a magnesium-free protocol (Harward et al., 2016). 
These data suggest that there is not a single universal mechanism for the expression LTP 
in spines. Multiple modes of LTP may exist, and different protocols may activate different 
signaling mechanisms. We will discuss these signaling pathways in the next sections. We will 
first describe which pathways are activated when LTP is induced in single spines, followed by 
a discussion on how signaling pathways between nearby synapses can interact. 
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Single synapse LTP signaling pathways
In this section, we discuss the signaling pathways that are activated when a single spine is 
potentiated. Expression of LTP has been extensively examined using chemical or electrical 
LTP induction, in which multiple synapses are stimulated in many neurons are activated 
simultaneously and signaling pathways are triggered in a large part of the neuron. These 
studies have established that calcium influx through NMDA receptors and subsequent 
activation of CaMKII are essential for LTP. Downstream signaling pathways eventually lead 
to actin remodeling and the insertion of AMPA receptors, resulting in a stronger synapse. 
Here we limit our discussion to studies using two-photon glutamate uncaging to induce LTP 
in a single synapse. By inducing potentiation in a single synapse, it is possible to study the 
activation of molecules in LTP signaling pathways with the highest temporal and spatial detail. 

Glutamate receptors

Glutamate uncaging on a dendritic spine activates AMPA receptors and NMDA receptors in 
the postsynaptic density (although glutamate receptors can also be found extrasynaptically 
and presynaptically (Bouvier et al., 2018; Parsons and Raymond, 2014)). AMPA receptors 
mainly conduct sodium and potassium ions and are largely responsible for synaptic membrane 
depolarization in the spine. Binding of glutamate to NMDA receptors is usually not sufficient 
to open the channel, as they are blocked by magnesium. Only when the postsynaptic 
membrane is sufficiently depolarized, during AMPA receptor activation, a backpropagating 
action potential or a dendritic spike, the magnesium block is relieved and NMDA channels 
open. When NMDA receptors are activated, it leads to the rapid influx of calcium ions 
through the channel pore into the dendritic spine. Many studies have demonstrated that 
NMDA receptor activation is required for the growth of single spines (Harvey and Svoboda, 
2007; Matsuzaki et al., 2004; Tang and Yasuda, 2017; Zhai et al., 2013).

Not all spines contain both AMPA receptors and NMDA receptors. AMPA receptor content 
is correlated to spine size, and the smallest spines can be silent, meaning that they contain 
no AMPA receptors and therefore no current can be measured when the spine is exposed 
to glutamate. These silent spines however do contain NMDA receptors (Béïque et al., 2006; 
Busetto et al., 2008). This allows these spines to undergo LTP by growing and recruiting 
AMPA receptors. 

Besides ionotropic glutamate receptors, dendritic spines also contain group I metabotropic 
glutamate receptors (mGluRs). These mGluRs are enriched immediately next to the 
postsynaptic density (Scheefhals and MacGillavry, 2018). When glutamate uncaging is 
performed at a dendritic spine, it is likely that mGluRs will also be activated, especially 
when long uncaging pulses or many repetitions are used. When the metabotropic glutamate 
receptors are blocked during the induction of single synapse LTP, spine growth typically 
remains intact (Bosch et al., 2014; Colgan et al., 2018; Matsuzaki et al., 2004; Zhai et al., 2013), 
suggesting they do not play a major role in LTP induction.

Calcium

Calcium entering the spine via NMDA receptor activation is considered the key signal to 
trigger LTP. During a single synapse LTP induction protocol, each uncaging stimulus leads to 
a brief influx of calcium into the dendritic spine (Colgan et al., 2018; Lee et al., 2009; Zhai et 
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al., 2013). There is a tight inverse correlation between spine head volume and calcium levels: 
uncaging on a smaller spine leads to a higher calcium concentration (Noguchi et al., 2005; 
Sobczyk et al., 2005). This can partly be explained by geometric differences, but different 
subunit composition of NMDA receptors in smaller spines may also play a role (Sobczyk et 
al., 2005). Depending on the geometry of the spine neck (length and width), some calcium 
will diffuse from the spine head into the dendritic shaft (Noguchi et al., 2005; Zhai et al., 
2013).

While calcium influx through NMDA receptors is crucial for LTP induction, other sources 
of calcium can be involved as well. When glutamate uncaging is paired with postsynaptic 
depolarization, voltage-gated calcium channels in the dendrite and spine get activated (Lee 
et al., 2009; Müllner et al., 2015) and this will lead to additional calcium influx. An experiment 
by Zhai and colleagues suggests that voltage-gated calcium channels (VGCCs) do not play 
a role in the induction of LTP under magnesium-free conditions, but may affect the plateau 
level of spine growth (Zhai et al., 2013).

Calcium-sensing proteins

The increase of calcium concentration upon NMDA receptor activation is sensed by Calcium/
calmodulin kinase II (CaMKII) and activation of CaMKII is essential for the induction of LTP. 
CaMKII can associate with several structures in the spine head, such as filamentous actin 
and several proteins in the postsynaptic density (Hell, 2014; Kim et al., 2015; Okamoto et al., 
2004). Changes in local CaMKII levels may occur after single synapse LTP induction. CaMKII 
concentration in the spine has been reported to temporarily drop for 5 minutes (Bosch et 
al., 2014), or slightly but persistently increase after LTP induction (Zhang et al., 2008). As 
changes in the concentration of CaMKII are also dependent on changes in spine volume, it 
is important to mention that these studies use different induction protocols (magnesium-
free versus paired) and observe a different temporal pattern and amplitude of spine growth. 
Both studies agree that the total amount of bound (as opposed to freely diffusing) CaMKII 
in the spine head increases after LTP induction (Bosch et al., 2014; Zhang et al., 2008). It was 
previously shown that the amount of bound CaMKII in the spine correlates strongly with 
spine size and uEPSC amplitude under baseline conditions (Asrican et al., 2007), suggesting 
that the trapping of CaMKII in the spine head is directly related to strengthening of the spine 
during LTP. On longer timescales, the fraction of bound CaMKII returns to baseline (Asrican 
et al., 2007; Zhang et al., 2008), indicating that unbound CaMKII slowly diffuses to the spine 
to restore the ratio of bound/unbound CaMKII. 

CaMKII is activated by calcium and the calcium-binding protein calmodulin. Calmodulin 
associates with and dissociates from CaMKII within seconds. The association of calmodulin 
and CaMKII does not accumulate during a single synapse LTP induction protocol (Chang 
et al., 2019). CaMKII activation however does increase with every uncaging pulse, 
thereby integrating multiple calcium signals. CaMKII even stays active for up to 1 minute 
after the end of the induction protocol (Chang et al., 2017, 2019; Lee et al., 2009). This 
accumulation and persistence of the signal can be explained by autophosphorylation (at the 
threonine 286 residue), allowing CaMKII to remain active after calcium/calmodulin unbinds. 
Autophosphorylation of CaMKII is important for LTP induction: the slower inactivation 
rate permits signal integration at relatively low frequency stimulation. Only at extremely 
high frequencies (>8 Hz), repeated stimulation can sustain CaMKII activation without 
autophosphorylation (Chang et al., 2017).
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CaMKII plays an important role in spine growth. Multiple studies show that pharmacological 
inhibition or genetic knockout of CaMKII strongly reduces the plateau phase of spine 
growth, while peak growth is maintained (Hedrick et al., 2016; Incontro et al., 2018; Lee 
et al., 2009; Matsuzaki et al., 2004; Murakoshi et al., 2011; Saneyoshi et al., 2019). Using a 
photoactivatable CaMKII inhibitor, Murakoshi and colleagues demonstrated that CaMKII 
activation is required for only one minute during LTP induction. Interestingly, both the 
peak and plateau of spine growth was strongly reduced when the inhibitor was activated 
during the entire LTP induction protocol. When the inhibitor was activated 30 seconds after 
the start of the induction protocol, only plateau growth was reduced while peak growth 
remained (Murakoshi et al., 2017). These data suggest that the peak and plateau growth 
require different durations of CaMKII activation, but are in disagreement with experiments 
using pharmacological inhibition of CaMKII (discussed above).

The spatial extent of CaMKII activation depends on the LTP induction protocol. In a typical 
magnesium-free induction protocol, CaMKII activation is mostly restricted to the spine head 
(Lee et al., 2009), although a small amount of active CaMKII might be found in the dendritic 
shaft (Chang et al., 2017). However, when glutamate uncaging is paired with postsynaptic 
depolarization, dendritic voltage-gated calcium channels are activated and as a result CaMKII 
is also strongly activated in the dendritic shaft (Lee et al., 2009). 

In addition to CaMKII, the phosphatase calcineurin (CaN) is also activated in the spine head 
and dendritic shaft when calcium levels increase. While CaMKII is sensitive to both the 
frequency and number of uncaging stimuli, CaN is less sensitive to stimulation frequency and 
mainly responds to the number of stimuli (Fujii et al., 2013). Calcineurin activity is typically 
associated with spine shrinkage and synaptic depression (Hayama et al., 2013; Nabavi et al., 
2013; Oh et al., 2015; Zhou et al., 2004). 

GTPases: Ras, RhoA, Cdc42, Rac1

During and after LTP induction, several small GTPases are activated in the dendritic spine, 
via both CaMKII-dependent and -independent pathways. Small GTPases are enzymes that 
often function as ”molecular switches” in biological signaling pathways, and play an important 
role in regulating the synaptic actin cytoskeleton and plasticity (Hotulainen and Hoogenraad, 
2010; Patterson and Yasuda, 2011). Harvey and colleagues used a FRET-sensor to show that 
the small GTPase Ras is activated in the dendritic spine within 1 minute after glutamate 
uncaging. Activity decays substantially in 5 minutes but some Ras stays activated for at least 
15 minutes. Ras activation is partly dependent on CaMKII (Harvey et al., 2008), likely through 
phosphorylation of the Ras GTPase activating protein SynGAP (Araki et al., 2015), but Ras 
activation also depends on PI3K and PKC activity (Harvey et al., 2008). Ras presumably acts 
via the extracellular signal-regulated kinase ERK via the Ras-MEK pathway. ERK activation 
in the spine peaks within 5 minutes after LTP induction and lasts for 20 minutes (Tang 
and Yasuda, 2017). Ras-ERK signaling plays an important role in spine growth: interfering 
with Ras activation or with its downstream Raf-MEK-ERK pathway reduces the magnitude 
of the plateau, but not of the peak spine growth (Harvey et al., 2008; Zhai et al., 2013). 
When both CaMKII and the Ras-Raf-MEK-ERK pathway are inhibited, plateau spine growth 
is almost completely abolished, suggesting that these pathways together are responsible for 
the majority of spine growth in the plateau phase (Harvey et al., 2008).  

RhoA, a member of the Rho subfamily of GTPases is also activated in the stimulated spine 
within 30 seconds upon LTP induction. While the level of activation largely decays within 
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5 minutes, some activation remains for 30 minutes. Another Rho GTPase family member, 
Cdc42, shows similar activation kinetics. RhoA and Cdc42 activation is partially dependent 
on CaMKII signaling. Functional LTP is completely abolished when RhoA or Cdc42 are 
inhibited. Inhibition of RhoA or its downstream effector Rock reduces both the peak phase 
and the plateau phase of spine growth, while interfering with Cdc42 or its downstream 
effector Pak affects plateau phase spine growth only (Murakoshi et al., 2011). Experiments 
by Hedrick and colleagues suggest that Cdc42 activation can be downstream from autocrine 
BDNF signaling (see below), while RhoA is activated independently (Hedrick et al., 2016).

A third Rho GTPase family member Rac1 is also activated rapidly in the dendritic spine 
upon LTP induction, and also partly in a CaMKII and BDNF-dependent manner. Rac1 
shows stronger sustained activation than RhoA and Cdc42. Interfering with Rac1 signaling 
significantly reduces both peak spine growth and the plateau phase of spine growth (Hedrick 
et al., 2016). Recently, it was shown that sustained activation of Rac1 is regulated by the 
guanine nucleotide exchange factor Tiam1. Tiam1 forms a complex with activated CaMKII 
and both proteins reciprocally keep each other active. Interfering with Tiam1 or the complex 
formation between CaMKII and Tiam1 significantly affects spine growth (Saneyoshi et al., 
2019).

Together, the picture emerges that glutamate uncaging induces spine growth and functional 
LTP via multiple, and partially overlapping, GTPase pathways (Nakahata and Yasuda, 2018). 

PKC and PKA signaling

Classical protein kinase C (PKC) family proteins are typically activated in the presence 
of calcium and the lipid diacylglycerol (DAG) (Lipp and Reither, 2011). It has been shown 
that specifically PKCα mediates the plateau phase of spine growth (Colgan et al., 2018). 
PKC activation occurs in the dendritic spine and is extremely rapid: PKC is activated after 
every uncaging pulse, but has already decayed by the time of the next uncaging pulse (at 
0.5 Hz). Blocking calcium influx through NMDA receptors completely abolishes PKC 
activation, and PKC activation and spine growth are reduced when the production of DAG 
by Phospholipase C (PLC) is inhibited. During LTP induction, PLC is activated by autocrine 
BDNF-TrkB signaling (see below), and not by mGluR activation (Colgan et al., 2018). 

Another important kinase, protein kinase A (PKA), seems to play a modulatory role in LTP 
(Blitzer et al., 1998; Esteban et al., 2003; Man et al., 2007). PKA activity depends on cyclic 
AMP levels and is downstream of a variety of G-protein coupled receptors. Single synapse 
LTP induction leads to rapid activation of PKA in the spine, which decays back to baseline 
in 5 minutes. Interestingly, PKA activation was found to be downstream of NMDA receptor 
activation (Tang and Yasuda, 2017). LTP does not require PKA activation, but PKA activation 
can boost single synapse LTP (Govindarajan et al., 2011; Yagishita et al., 2014). However, PKA 
activation originating from a single stimulated spine may not be sufficient for this boosting 
effect and more global PKA activation, for instance via dopaminergic neuromodulatory 
signals (Yagishita et al., 2014), may be required.

Actin

Actin is the major structural component of the dendritic spine and spine growth requires 
actin remodeling. Matsuzaki and colleagues already showed that single spine growth is 
prevented when actin polymerization is prevented by the actin monomer sequestering drug 
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Latrunculin A (Matsuzaki et al., 2004). In resting conditions, two pools of actin can be found 
in the dendritic spine: a highly dynamic pool located at the tip of the spine head, and a very 
stable pool at the base of the spine. After LTP induction, a third “enlargement” pool appears, 
and this pool seems to be responsible for spine growth (Honkura et al., 2008).

Upon LTP induction, the amount of actin in the spine and several actin-interacting proteins 
(Arp2/3, profilin, Aip1, drebrin, α-actinin, cofilin) increases in parallel with spine growth 
(Bosch et al., 2014). Some of these proteins (Arp2/3, Aip1, actin, cofilin) increase rapidly 
during peak growth and the concentration of cofilin in the spine head remains elevated for 
at least 30 minutes. Upon LTP induction, cofilin is phosphorylated by LIM kinase, which is 
downstream from the Cdc42-Pak and RhoA-Rock pathways discussed above (Bosch et al., 
2014). Phosphorylation of cofilin is required for the peak and plateau phases of spine growth 
(Noguchi et al., 2016). In the first few minutes, phosphorylated cofilin presumably severs 
actin filaments and thereby boosts the nucleation of new actin filaments and branching by 
arp2/3 resulting in spine growth. After this initial phase, cofilin is dephosphorylated again and 
can decorate actin filaments, thereby stabilizing them. In absence of cofilin, the plateau phase 
of spine growth is abolished (Bosch et al., 2014).

Interestingly, during baseline conditions CaMKII associates with actin filaments in the spine 
head. When calcium flows into the spine head and activates CaMKII, autophosphorylation of 
CaMKII causes it to dissociate from filamentous actin, allowing binding of cofilin and other 
actin regulators to remodel the actin cytoskeleton. After dephosphorylation, CaMKII quickly 
binds and thereby stabilizes actin filaments. It has been suggested that the rapid and transient 
(~1 minute time window) dissociation of CaMKII from filamentous actin allows the rapid 
and transient peak spine growth observed in some studies (Kim et al., 2015). Preventing 
CaMKII F-actin dissociation strongly reduces functional LTP in slices and strongly reduces 
fear learning in vivo (Kim et al., 2015, 2019).

Postsynaptic density and AMPA receptors

Within minutes after single synapse LTP induction, synaptic strengthening is expressed as 
an increase in the amount of AMPA receptors on the spine surface (Bosch et al., 2014; Chiu 
et al., 2017; Makino and Malinow, 2009; Patterson et al., 2010; Soares et al., 2017) and can 
be measured by an increase in AMPA receptor-mediated currents (Harvey and Svoboda, 
2007; Matsuzaki et al., 2004; Steiner et al., 2008; Tønnesen et al., 2014). The increase of 
AMPA receptors in the postsynaptic density involves receptor phosphorylation (Boehm et 
al., 2006) and mainly occurs via lateral diffusion in the membrane, but exocytosis of AMPA 
receptor-containing vesicles also contributes (Chiu et al., 2017; Choquet, 2018; Makino and 
Malinow, 2009; Patterson et al., 2010). A local increase of exocytosis rate occurs during LTP 
induction, which seems partially dependent on Ras-ERK-mediated, but CaMKII-independent, 
pathways. CaMKII signaling is likely involved in anchoring of AMPA receptors to spines 
(Patterson et al., 2010). 

The postsynaptic density (PSD) consists of a cluster of proteins close to the postsynaptic 
membrane. Important PSD proteins such as PSD95, Homer and Shank act as a scaffold 
to position and anchor ionotropic and metabotropic glutamate receptors (Scheefhals and 
MacGillavry, 2018). Remodeling of the PSD during LTP is a complex, multi-step process. 
Under basal conditions, the size of the PSD strongly correlates with the size of the spine 
head. After LTP induction, the postsynaptic density increases in size, but components arrive 
in the spine with a delay compared with the rapid AMPA receptor insertion (Bosch et al., 
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2014; Meyer et al., 2014; Steiner et al., 2008). In some spines, transient spine growth can be 
observed after glutamate uncaging, which returns to baseline after ~2 hours without any 
changes to the PSD (Meyer et al., 2014). After successful single synapse LTP, it takes at least 
one hour for the correlation between PSD and spine size to restore (Bosch et al., 2014; 
Meyer et al., 2014) . 

Protein synthesis

Spine growth can occur in the absence of protein synthesis (Harvey and Svoboda, 2007; 
Harward et al., 2016), but some single synapse LTP induction protocols require synthesis 
of new proteins. Tanaka and colleagues showed that when single synapse LTP is induced in 
low extracellular magnesium, spine growth is independent of protein synthesis. However, 
when a similar induction protocol is paired with postsynaptic spiking in physiological levels 
of magnesium spine growth is strongly dependent of protein synthesis (Tanaka et al., 2008). 
A more recent study showed that spine growth induced under magnesium-free conditions 
actually does require protein synthesis, but only more than 30 minutes after LTP induction. 
This study also shows that the gradual recruitment of the postsynaptic scaffolding protein 
Homer1b was abolished when protein synthesis was inhibited (Bosch et al., 2014). Another 
study also showed that protein synthesis is involved in the maintenance of enlarged spines 
after LTP induction. Govindarajan and colleagues showed that spine growth returns to 
baseline after 2 hours, but spine growth could be maintained by pharmacological activation 
of PKA in the entire slice. This maintenance depended on protein synthesis. When glutamate 
uncaging was paired with PKA activation in the absence of protein synthesis, spine growth 
was entirely prevented (Govindarajan et al., 2011). These studies illustrate that protein 
synthesis may be important for spine growth and functional LTP at the single synapse level 
under certain circumstances, but it is not clear how exactly it is triggered and when it is 
required. 

Brain Derived Neurotrophic Factor (BDNF) signaling

The neurotrophic factor BDNF has been shown to affect single synapse LTP. Tanaka and 
colleagues suggested that BDNF is released after pairing glutamate uncaging with postsynaptic 
spiking, but not after glutamate uncaging in magnesium-free conditions (Tanaka et al., 2008). 
However, Harward and colleagues observed that a similar uncaging protocol in magnesium-
free conditions does lead to rapid release of BDNF from the stimulated spine, and that this 
is partially dependent on CaMKII activation. BDNF release resulted in rapid and sustained 
activation of the BDNF receptor TrkB in the stimulated spine, the dendrite and neighboring 
spines (Harward et al., 2016). BDNF, via TrkB activation, may promote small GTPase and 
PKC activation (Colgan et al., 2018; Hedrick et al., 2016). In the Tanaka study, LTP was shown 
to require protein synthesis, while in the Harward study spine growth was independent 
of protein synthesis. These studies and others (Bosch et al., 2014) suggest that (autocrine) 
BDNF signaling can facilitate, but is not absolutely required for, single synapse LTP. They also 
show that subtle differences in stimulation protocol may lead to remarkable differences 
and illustrate our limited understanding of under which conditions BDNF is released from 
dendrites and spines.

Spine shrinkage

While we focus here on potentiation of spines, glutamate uncaging has also been used to 
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induce shrinkage of spines and depression of synaptic transmission. Low frequency uncaging 
at a single spine (90 pulses at 0.1 Hz, paired with depolarization) can induce spine shrinkage, 
which is accompanied by a decrease in uEPSC amplitude. The shrunken spines can undergo 
LTP and grow again when exposed to an LTP stimulus. There is an interesting difference 
between small and large spines: while large spines require metabotropic glutamate receptor 
(mGluR) and IP3 receptor activation to shrink, the small spines do not (Oh et al., 2013). 
Spine shrinkage is dependent on non-ionotropic signaling of NMDA receptors, as it can 
occur without calcium flux through NMDA receptor channels. Surprisingly, a stimulation 
protocol that normally induces single synapse LTP leads to spine shrinkage when NMDA 
receptor-dependent calcium flow is inhibited, revealing that NMDA receptors may activate 
both pathways in parallel (Stein et al., 2015). We refer interested readers to a more elaborate 
discussion of the molecular mechanisms involved in spine shrinkage and elimination (Stein 
and Zito, 2018).

Multiple parallel pathways

Studies on the induction of LTP in individual dendritic spines have revealed the temporal 
and spatial activation patterns of signaling molecules and pathways during LTP induction and 
expression. Single synapse LTP involves several, partially overlapping, intracellular signaling 
pathways, and the time course and magnitude of single synapse LTP is critically shaped by 
the molecular pathways involved. It will be important to gain a better understanding into 
the stimuli that trigger the different signaling pathways, and how multiple pathways interact 
within single spines and their direct vicinity. 

The majority of studies use a magnesium-free protocol to assure NMDA receptor activation 
during the stimulation protocol and signaling pathways with this protocol have been described 
in great detail (Nakahata and Yasuda, 2018; Nishiyama and Yasuda, 2015). Under physiological 
conditions, glutamate receptor activation coincides with postsynaptic depolarization during 
LTP induction, which likely affects the spatial and temporal dynamics of signaling molecules 
in the stimulated spine and adjacent dendrite. Indeed, in a direct comparison, very different 
patterns of CaMKII activation were observed in magnesium-free and paired protocols (Lee 
et al., 2009). In addition, the requirements for protein synthesis and the contribution of 
BDNF signaling were found to be highly protocol-dependent (Govindarajan et al., 2011; 
Tanaka et al., 2008). This supports the idea that the spatiotemporal activation patterns of 
downstream signaling pathways are inevitably shaped by the induction protocol. This is 
important to realize, as experimental conditions are never fully representative of the in vivo 
physiological conditions. To interpret the intricate signaling pathways in the proper context, 
it is key to improve our understanding of how and when they are evoked at the single 
synapse level in vivo. 
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Interactions between synapses
In the previous section we discussed the signaling pathways that can be activated when a 
single synapse undergoes LTP. Dendrites are tightly packed with hundreds of dendritic spines, 
and neighboring spines may influence each other. Under physiological conditions, single 
synapse activation may be rare and multiple synapses are receiving inputs simultaneously. It is 
therefore important to consider how adjacent synapses can influence each other’s plasticity.

Crosstalk

Harvey & Svoboda were the first to use glutamate uncaging to show crosstalk can occur 
between single spines during LTP induction: spines that received a weak (“subthreshold”, 1 
ms uncaging pulse) stimulus did not undergo LTP, but they only showed LTP when a nearby 
spine was stimulated with a strong (4 ms uncaging pulse) LTP-inducing stimulus. It is not clear 
whether the difference in pulse duration reflects a difference in the level and/or duration 
of NMDA receptor activation, or a difference in the type of glutamate receptors that are 
activated. The spine that received the weak stimulus showed the same level of spine growth 
and functional LTP as the spine that received the strong stimulus (Figure 2A). This crosstalk 
occurs over a timescale of several minutes and a length scale of 5-10 µm, both in magnesium-
free and paired protocols (Harvey and Svoboda, 2007). 

Several signaling molecules that are activated during LTP induction can diffuse out of the 
stimulated spine and affect signaling in neighboring spines. While calcium influx and CaMKII 
activation are brief and mostly restricted to the dendritic spine (when using a magnesium-
free induction protocol) (Harvey et al., 2008; Lee et al., 2009; Otmakhov et al., 2015), 
their downstream effectors are often active for longer time scales and spread over longer 
distances. This has been studied mostly for the GTPases. After single synapse LTP induction, 
the GTPases Ras and Rac1 diffuse freely over approximately 10 micrometer within the 
dendrite and neighboring spines, while RhoA reaches ~5 μm (Harvey et al., 2008; Hedrick 
et al., 2016; Murakoshi et al., 2011). Although Cdc42 is equally mobile as its family members, 
Cdc42 activation is contained within the spine head (Murakoshi et al., 2011).  

Diffusion of these signaling molecules can reduce the threshold for LTP in neighboring spines 
and thereby mediate synaptic crosstalk. When Ras signaling is pharmacologically inhibited, 
crosstalk is reduced (Harvey et al., 2008). Similarly, interfering with the spread of Rac1 and 
RhoA activity out of suprathreshold spine significantly reduces crosstalk without affecting 
the growth of the suprathreshold spine (Hedrick et al., 2016). A subthreshold stimulus (using 
shorter glutamate pulses) does not activate Ras, and only weakly activates Rac1 and RhoA. A 
suprathreshold stimulus on a spine nearby can elevate Ras, Rac1 and RhoA activation levels 
in the subthreshold spine above threshold. Cdc42 activation is similar after subthreshold and 
suprathreshold stimuli (Harvey et al., 2008; Hedrick et al., 2016).

During single synapse LTP, activation of PKC is almost completely restricted to the stimulated 
dendritic spine. However, when a nearby spine receives a subthreshold stimulus at the same 
time, PKC also gets activated in the subthreshold spine. PKC activation is triggered by fast 
and local calcium influx through NMDA receptors but is also sensitive to DAG production 
through TrkB-PLC signaling (Colgan et al., 2018). Because TrkB activation slowly spreads over 
a stretch of 10 µm (Harward et al., 2016), PKC may integrate the activation history of nearby 
spines (Colgan et al., 2018).
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Figure 2. Interactions between synapses
A: When LTP is induced in a single spine using glutamate uncaging (blue), this leads to the spread of threshold-
lowering signals (purple) in the dendrite. When a nearby spine receives a stimulus that is normally subthreshold, 
spine growth will occur. Threshold-lowering signals include the small GTPases Ras, Rac1 and RhoA (Harvey et al., 
2008; Hedrick et al., 2016; Murakoshi et al., 2011) and BDNF-TrkB signaling (Colgan et al., 2018; Harward et al., 
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spines, with PKA showing a sharper spatial gradient and a more rapid decay than ERK. (Tang 
and Yasuda, 2017). ERK can stay active for a long time and diffuse over long distances within 
the dendritic tree. LTP induction on at least 3 spines on two different branches within 30 
minutes leads to sustained nuclear ERK activation that is likely mediated by diffusion of 
activated ERK from the stimulated spines. Nuclear ERK activation is dependent on mGluR 
activation and may require PKC to maintain ERK activation. In the nucleus, ERK likely activates 
transcription factors that are responsible for the late phase of LTP (Zhai et al., 2013).

While the crosstalk described above typically works on a time scale of a few minutes 
(Harvey and Svoboda, 2007), another form of crosstalk has been observed on longer time 
scales. In the study by Govindarajan and colleagues, glutamate uncaging alone leads to spine 
growth that returns to baseline after 2 hours, while combining glutamate uncaging with 
pharmacological PKA activation leads to protein synthesis-dependent LTP that lasts for at 
least 4 hours. Interestingly, when a spine is exposed to glutamate uncaging alone before or 
after a neighboring spine is exposed to glutamate uncaging paired with PKA activation, both 
spines grow persistently for up to 4 hours. This crosstalk works over a time range of tens 
of minutes (both pre and post) and tens of micrometers on the same dendritic branch, and 
depends on protein synthesis (Govindarajan et al., 2011).

Besides biochemical interactions, nearby spines will also interact electrically. Their 
postsynaptic potentials summate, often in nonlinear ways (London and Häusser, 2005; 
Losonczy and Magee, 2006; Tran-Van-Minh et al., 2015). For instance, it was shown that 
when four spines on a distal dendritic segment are stimulated, calcium levels in individual 
spines are higher than when the spines are activated individually and this is mediated by 
NMDA receptors. Simultaneous subthreshold stimulation at these spines (in the presence 
of magnesium and without depolarization), can overcome the LTP threshold and can induce 
functional LTP in these spines (Weber et al., 2016). 

Together, these studies show that single synapse LTP is affected by the recent activity of 
nearby spines and mediated by many factors, such as local kinase activity and dendritic 
exchange of GTPases (Nishiyama and Yasuda, 2015; Yasuda, 2017). Crosstalk of LTP between 
neighboring spines along the same dendrite is particularly relevant in vivo, where synapses 
with similar properties or activity patterns often clusters together (Bloss et al., 2016, 2018; 
Iacaruso et al., 2017; Kleindienst et al., 2011; Makino and Malinow, 2011; Wilson et al., 2016).

2016). PKA and ERK activity also spreads over the dendrite but it is unclear if these kinases are able to lower the 
LTP threshold (Zhai et al., 2013).
B: During development, the calcium influx in a single spine during glutamate uncaging can trigger calcium-induced 
calcium release (yellow). This leads to propagating calcium waves in the dendrite, and a nearby spine receiving a 
stimulus that is normally subthreshold will now show spine growth (Lee et al., 2016).
C:  When a cluster of spines undergo LTP, this can lead to the activation of shrinkage signals. These signals can induce 
shrinkage of a unstimulated dendritic spine nearby (Oh et al., 2015).
D: When a cluster of spines undergo LTP, this can lead to the production of a retrograde messenger by the 
postsynaptic neuron. This messenger can trigger the growth of a presynaptic inhibitory bouton (green) nearby (Hu 
et al., 2019).
E: When vesicle fusion in the presynapse (gray) has been blocked for a prolonged period of time, this can lead to 
a lowering of the LTP threshold: when a spine receives a stimulus that is normally subthreshold, it will show spine 
growth (Lee et al., 2010).
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Plasticity and crosstalk during development

During development, the rules for synaptic plasticity and crosstalk are not the same as in 
mature neurons (Lohmann and Kessels, 2014). When uncaging at a single spine in young, 
developing neurons, calcium is less restricted in the spine head than in mature neurons, 
and calcium influx through NMDA channels can be boosted by calcium-induced calcium 
release (CICR) (Lee et al., 2016). Activating individual spines often leads to propagating 
calcium waves in the dendrite that are mediated by CICR from intracellular stores. However, 
propagating calcium waves after LTP induction have not been observed in more mature 
neurons, suggesting that the coupling between NMDA receptors and internal calcium stores 
is developmentally regulated. In young neurons, all spine growth depends on calcium-induced 
calcium release, suggesting that calcium influx through NMDA receptors is not sufficient to 
induce LTP in young neurons. When a strong stimulus on one spine is paired with a weaker 
stimulus on a neighboring spine, this leads to sustained spine growth in both spines and this 
crosstalk is also dependent on CICR (Figure 2B). In general, the high level of local crosstalk in 
young neurons suggests the clustered maturation of spines. Indeed, it was shown that mature 
synapses, which have high AMPA/NMDA ratios, tend to cluster together on dendrites of 
young neurons (Lee et al., 2016).

Heterosynaptic spine shrinkage

When a small cluster of spines (at least four) is potentiated using glutamate uncaging, it can 
induce shrinkage and loss of AMPA receptors at an unstimulated spine close to that cluster 
(Figure 2C) (Oh et al., 2015). This heterosynaptic shrinkage is dependent on the calcium 
sensing protein calcineurin, mGluR and IP3 receptor signaling, but it is independent of the 
classical LTP protein CaMKII. When CaMKII is inhibited, spine growth at the stimulated 
spines is prevented, but the unstimulated spine still shrinks. When calcineurin is inhibited, 
only growth of the stimulated spines remains. This shows that the spine is not shrinking 
because of competition for resources, but because it is actively being regulated (Oh et al., 
2015). 

Spine shrinkage can also be induced by combining single spine glutamate uncaging with 
activation of dendritic GABAA receptors (Hayama et al., 2013). Neighboring spines within 
15 µm also undergo shrinkage and synaptic transmission is weakened. This type of spine 
shrinkage depends on NMDA receptor and calcineurin signaling, but is independent of 
mGluR signaling. While shrinkage spreads over the dendrite, a neighboring spine receiving a 
potentiating stimulus can still overcome the shrinkage signals and grow (Hayama et al., 2013). 
Together, these studies show that parallel signaling pathways for spine growth and shrinkage 
exist within the dendrite.

Interaction between excitatory and inhibitory synapses

Inhibitory synapses are important regulators of dendritic signals. They interact with excitatory 
synaptic inputs electrically, and they play an important role in regulating calcium dynamics in 
the dendrite (Higley, 2014). An individual inhibitory synapse can reduce the influx of calcium 
during a backpropagating action potential locally within the dendrite (Müllner et al., 2015) 
or even within a single spine (Chiu et al., 2013). Additionally, activation of metabotropic 
GABAB-receptors reduces NMDA receptor-mediated calcium influx in single activated 
spines (Chalifoux and Carter, 2010). Inhibitory synapses are therefore likely able to interfere 
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with nearby single synapse LTP induction. It needs to be noted that most studies discussed 
in this review use MNI-glutamate as their caged compound, which has been shown to 
have strong antagonistic effects on GABAA receptors (Ellis-Davies, 2019; Fino et al., 2009; 
Matsuzaki et al., 2010). In addition, the presence of TTX in experiments using magnesium-
free induction protocols also abolishes spontaneous activity in inhibitory neurons. Inhibitory 
synaptic signaling might therefore be largely blocked in these studies, which may affect the 
induction and/or expression of single synapse LTP.

Vice versa, LTP at spines also affects nearby inhibitory synapses. Chemical and electrical LTP 
studies have shown that NMDA receptor activation affects gephyrin clusters and the surface 
expression of GABAA receptors (Flores et al., 2015; Marsden et al., 2007; Petrini et al., 2014) 
and leads to strengthening of inhibitory inputs (Bourne and Harris, 2011; Chiu et al., 2018). 
Using glutamate uncaging, our lab has recently shown that activation of a cluster of excitatory 
synapses can trigger the growth of a new inhibitory presynaptic bouton onto the stimulated 
dendrite via NMDA receptors and a retrograde endocannabinoid signal (Figure 2D) (Hu et 
al., 2019). Such a local coordination mechanism between excitatory and inhibitory plasticity 
will be important in regulating a balance between excitatory and inhibitory synapses within 
a dendritic branch, and ensuring local inhibitory control over an active excitatory cluster.

Interaction with homeostatic plasticity

Homeostatic plasticity operates over long time scales to maintain neuronal network 
function (Turrigiano, 2012). Neurons can regulate their own excitability by different 
mechanisms, including synaptic scaling of AMPA receptors (Turrigiano et al., 1998). Although 
the intracellular signaling pathways underlying synaptic scaling are not entirely clear, it is 
not unlikely that they partially overlap, or even interfere, with single synapse LTP. Lee and 
colleagues performed single synapse LTP at spines with silent (e.g. tetanus toxin expressing) 
presynaptic terminals, which had undergone synaptic scaling (Lee et al., 2010). They showed 
that presynaptic silencing leads to a decrease in LTP threshold, such that a stimulus protocol 
that is normally subthreshold can induce spine growth and functional LTP at presynaptically 
silenced spines (Figure 2E). They did not observe a difference in LTP when a suprathreshold 
stimulus was used (Lee et al., 2010). This suggests that homeostatic plasticity at individual 
synapses can affect the threshold for inducing spine growth and LTP. 

Similarly, a recent study by Hobbiss and colleagues shows that when action potentials are 
blocked in a hippocampal slice for 48 hours using TTX, spines become bigger and stronger, 
indicative of synaptic scaling (Hobbiss et al., 2018). Using glutamate uncaging, the authors 
showed that small spines that were exposed to TTX treatment grow more after an LTP 
stimulus than untreated spines of the same size. In addition, a weak stimulus that does not 
induce sustained spine growth under control conditions, induces significant spine growth 
in the TTX condition. This suggests that homeostatic scaling enhances the capacity to 
undergo LTP (Hobbiss et al., 2018). However, in an earlier study by Soares and colleagues, 
no differences were observed in uncaging-induced spine growth between control and TTX-
treated conditions (Soares et al., 2017).



54

Chapter 2

Concluding remarks
Since the first study reported LTP of a single dendritic spine using glutamate uncaging 
(Matsuzaki et al., 2004), several protocols have been used to induce single synapse LTP: 
magnesium-free protocols that do not require electrical access to the postsynaptic neuron 
or paired protocols attempting to resemble physiological activation of the postsynaptic 
neuron. The expression of LTP in a single synapse is measured by quantifying the increase in 
uEPSC amplitude and/or in spine size, which are highly correlated with one another. Thanks 
to tremendous technological advances, signaling pathways involved in single synapse LTP are 
studied with spectacularly high spatial and temporal resolution. Remarkably, these studies 
at the single synapse level revealed that synapses do not necessarily operate individually. 
Specific signaling proteins leave the spine head and penetrate into the dendritic shaft and 
nearby spines, where they can reduce the threshold for LTP. This implies that the activation 
and plasticity history of the synapse itself, as well as the history of synapses in its direct 
dendritic vicinity, strongly influences its capacity to undergo plasticity.

While we gained significantly more insight into the mechanisms of LTP at the single synapse 
level over the past 15 years, several questions remain and new questions emerge. There 
is sufficient evidence to conclude that different induction protocols trigger different 
signaling pathways and lead to different “modes” or levels of LTP expression. Morphological 
changes (peak and plateau spine growth) and functional LTP (receptor insertion) are not 
always perfectly aligned and may be evoked via different molecular routes with different 
experimental induction protocols. It will be the next challenge to understand if these parallel 
LTP pathways matter under physiological circumstances. 

Another major challenge for the field is to understand the systems that are in place to 
coordinate the multitude of synaptic inputs within the neuron. Synapses with similar 
properties tend to cluster together on the same dendritic branch (Bloss et al., 2016, 2018; 
Druckmann et al., 2014; Iacaruso et al., 2017; Kleindienst et al., 2011; Wilson et al., 2016). 
One could therefore argue that in vivo, LTP rarely happens at isolated synapses but perhaps 
more often at small clusters of co-active synapses. It is therefore important to understand 
how spines undergoing LTP can interact within dendrites. Several studies have now started 
to address the mechanisms behind different forms of crosstalk. Expanding these studies to 
larger clusters of synapses, and including excitatory as well as inhibitory synapses, will allow 
us to examine under which circumstances synapses cooperate and when they compete for 
resources. 

Research has focused on LTP in single spines, but the current understanding of synaptic 
depression and shrinkage of dendritic spines is much more limited. Only two uncaging 
protocols are known to induce LTD in the stimulated spine and one of those also requires 
GABA uncaging (Hayama et al., 2013; Oh et al., 2013). Spine shrinkage and synaptic depression 
are not regulated by the inverse of LTP pathways, but involve specific signaling. It will be 
important for future research to further unravel the spatial and temporal profile of LTD-
associated signals and to examine overlap and interaction with LTP pathways.

In recent years, caged GABA compounds became available for two-photon uncaging. While 
uncaging GABA has been used to identify and quantify the presence of GABA receptors 
(Chiu et al., 2013; Kanemoto et al., 2011; Kantevari et al., 2010; Kwon et al., 2018; Villa et 
al., 2016) and to induce nascent excitatory or inhibitory synapses in young neurons (Oh et 
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al., 2016), two-photon GABA uncaging has yet to enter the realm of synaptic plasticity. It 
would be interesting to use GABA uncaging to assess changes in the strength of individual 
inhibitory synapses. Coordination between excitation and inhibition, which is crucial for 
the proper functioning of neurons, is regulated at the synaptic level (Bloss et al., 2016; 
Chen et al., 2012, 2015; Hu et al., 2019; Liu, 2004). We therefore expect that improving our 
understanding of the interaction of excitatory and inhibitory plasticity at the level of single 
synapses and dendrites, for example by combining two-photon uncaging of glutamate and 
GABA (Kantevari et al., 2010), will provide us with exciting new insights. 

The dendritic branch can be considered the fundamental electrical and biochemical functional 
unit of the nervous system (Branco and Häusser, 2010; Govindarajan et al., 2011; Lovett-
Barron et al., 2012). Single synapse LTP studies are revealing that the molecular signaling 
pathways underlying single synapse LTP are not limited to the stimulated spine, but kinases, 
GTPases and other regulators can travel and interact with proteins in the dendrite and 
neighboring synapses. The precise effect of synaptic activation depends therefore on the 
activation and plasticity history of the involved synapse, as well as excitatory and inhibitory 
synapses in its direct vicinity. Therefore, synaptic plasticity should always be considered 
within the context of the local dendritic homeostasis. 
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Abstract 
Dendritic inhibitory synapses are most efficient in modulating excitatory inputs localized on 
the same dendrite, but it is unknown if their location is random or regulated. Here we show 
that formation of inhibitory synapses can be directed by excitatory synaptic activity on the 
same dendrite. We stimulated dendritic spines close to a GABAergic axon crossing by pairing 
two-photon glutamate uncaging with postsynaptic depolarization in CA1 pyramidal cells. 
We found that repeated spine stimulation promoted growth of a GABAergic bouton onto 
the same dendrite. The dendritic feedback signal required postsynaptic activation of DAGL, 
which produces the endocannabinoid 2-AG, and was mediated by CB1 receptors. Together, 
our findings reveal a dendritic signaling mechanism to trigger growth of an inhibitory bouton 
at dendritic locations with strong excitatory synaptic activity, which may serve to ensure 
inhibitory control over clustered excitatory inputs.
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Introduction
Inhibitory synapses are crucial in shaping neuronal activity in the brain. The majority of 
inhibitory synapses are made onto postsynaptic dendrites (Megías et al., 2001), where they 
regulate the integration of incoming synaptic signals. Dendritic inhibitory synapses are an 
important component of nonlinear dendritic computation (Bloss et al., 2016; Schulz et al., 
2018; Wilson et al., 2018), and thereby essential for mediating complex behavior in vivo 
(Lovett-Barron et al., 2014). As inhibitory synapses exert local control over calcium signals 
and ion channel opening with high temporal and spatial precision (Jadi et al., 2012; Lovett-
Barron et al., 2012; Müllner et al., 2015), the precise location of inhibitory synapses within 
the dendrite is an important factor in determining their functional impact. 

Dendritic inhibitory synapses are formed by the emergence of new GABAergic boutons at 
axonal locations with pre-established contact to the dendrite (Wierenga et al., 2008), but it 
remains unclear how the dendritic location of new inhibitory synapses is determined. In vivo 
studies have demonstrated that sensory activity can induce changes in dendritic inhibitory 
synapses (Froemke, 2015; Keck et al., 2011), which are often coordinated with excitatory 
synapses on the same dendrite (Chen et al., 2012, 2015). It has been shown that excitatory 
synaptic activity affects the plasticity of existing dendritic inhibitory synapses (Bourne and 
Harris, 2011; Chiu et al., 2018; Petrini et al., 2014), but it is not known if the formation of new 
dendritic inhibitory synapses can be coordinated by the dendrite. 

Here we hypothesized that excitatory and inhibitory synapses are coordinated within 
dendrites to maintain a local balance of synaptic inputs. We used two-photon glutamate 
uncaging to stimulate individual spines on dendrites of CA1 pyramidal neurons and observed 
that strong local excitation could trigger morphological changes in a GABAergic axon 
crossing the same dendrite. We found that the likelihood of GABAergic bouton growth 
was increased via local endocannabinoid signaling from the stimulated dendrite. Such a 
local retrograde signaling system may coordinate the number of excitatory and inhibitory 
synapses within a dendritic branch in an activity-dependent manner.
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Figure 1. Local dendritic stimulation promotes inhibitory bouton growth.
A: Schematic representation of the experimental setup.  A CA1 pyramidal cell was filled with Alexa568 via a patch 
pipette. DNI-glutamate was locally applied and glutamate uncaging was performed at four dendritic spines (blue 
dots) close to a crossing with a GFP-labeled inhibitory axon. 
B: Overview image of an example experiment. In red, a pyramidal cell is visible with a patch pipette attached. The 
inset shows a dendrite with a crossing inhibitory axon (green). Blue dots indicate uncaging locations. Scale bar in 
inset is 1 µm. 
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To examine local coordination between dendritic excitatory and inhibitory synapses, we asked 
if inducing strong excitatory synaptic activity could trigger the formation of new inhibitory 
synapses on the same dendrite. We performed whole-cell patch clamp recordings of CA1 
pyramidal cells in organotypic hippocampal slices of GAD65-GFP mice (López-Bendito et 
al. 2004). In these mice, approximately 20% of the CA1 interneurons are GFP-labeled, which 
target dendrites and mostly express reelin or VIP. Parvalbumin and somatostatin cells are not 
labeled (Wierenga et al., 2010). The patch pipette contained the fluorescent red dye Alexa568 
to visualize dendrites and spines of the recorded CA1 pyramidal cell (Figure 1A, B) (Müllner 
et al., 2015; Wierenga et al., 2008). We then searched the labeled dendrites of the recorded 
neuron for a crossing with a GFP-labeled axon without an inhibitory presynaptic bouton. 
After the acquisition of four baseline images (5 min intervals), four spines close to the green 
axon crossing (range 1-12 μm; mean ± SEM = 2.7 ± 0.2 μm) were individually stimulated using 
two-photon glutamate uncaging, while the postsynaptic cell was depolarized to 0 mV (Figure 
1C; see methods for details). After spine stimulation, we continued to monitor the axon-
dendrite crossing for 1 hour (5 min intervals). We often observed a new inhibitory bouton 
forming at the crossing (Figure 1D-I). In some cases, inhibitory boutons were formed de 
novo (Figure 1G-I), while in other cases a small irregularity of the axon was already present 
during baseline, which grew into a bouton after spine stimulation (Figure 1D-F). When we 
monitored inhibitory axon crossings at dendrites that were not stimulated, we only rarely 
observed spontaneous inhibitory bouton growth during the imaging period (Figure 1J-L), in 
agreement with our previous report (Wierenga et al., 2008). These observations suggest that 
the local activation of excitatory synapses can promote the growth of a nearby inhibitory 
bouton onto the same dendrite.

Quantification of inhibitory bouton growth and time course

We quantified the morphological changes in the inhibitory axon to directly compare 
inhibitory bouton growth in experiments with and without spine stimulation. We determined 
inhibitory bouton volume as the number of voxels above axon intensity (pink voxels in 

C: The spine stimulation protocol consisted of repeated (30x @0.5Hz) glutamate uncaging with postsynaptic 
depolarization to 0 mV. Uncaging was performed at four different spines near-simultaneously (1 ms each; Δt=0.1 
ms).
D-F: Example of inhibitory bouton growth in response to local spine stimulation. D: Images of time points indicated 
in E. Arrowheads point towards the axon crossing, blue dots indicate uncaging locations. Scale bar is 1 µm. E: Axonal 
segment at the crossing is displayed for all time points. The voxels above axon threshold are indicated in pink in the 
lower panel. F: Quantification of bouton volume over time, measured as the increase in number of voxels above 
axon threshold (Δ#V, pink) and increase in relative intensity (Δ%I, black). 
G-I: As in D-F, another example of inhibitory bouton growth after local spine stimulation.
J-L: As in D-F, no change in the axon in the absence of stimulation.
M, N: Heat maps showing bouton volumes over time of all experiments with (N; N=34) and without (M; N=27) 
spine stimulation. Each row represents a single experiment. The vertical white line indicates the end of the baseline 
period (first 20 minutes). White squares indicate missing time points. Experiments are sorted by maximal bouton 
growth.
O: Bouton growth per experiment (averaged over four consecutive time points) for experiments with (‘Stim’) and 
without spine stimulation (‘No Stim’). Dashed line indicates bouton growth in the absence of spine stimulation. Bars 
indicate mean±SEM; dots indicate independent experiments. *, p<0.05, Student’s t-test. 
P: Bouton growth occurrence over time in experiments in stimulated (Stim) and non-stimulated (No Stim) 
conditions. Bouton growth in the stimulated condition was different compared to baseline, as tested by Cochran’s Q 
test followed by McNemar’s test (time points with p<0.05 are indicated by blue line). For non-stimulated condition, 
bouton growth was not different from baseline (p=0.10).
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Figure 1E, H, K, see methods for details; time course in Figure 1F, I, L). We plotted the change 
in bouton volume for each time point in a heat map, in which each row represents an 
individual experiment (Figure 1M, N), illustrating the substantial variability in size of individual 
boutons over time (Schuemann et al., 2013; Wierenga et al., 2008). Inhibitory bouton growth 
was observed more often and more prolonged in experiments in which nearby spines 
were stimulated compared to experiments without stimulation. Maximal inhibitory bouton 
growth (averaged over 4 time points to avoid bias by single time point fluctuations) was 
significantly increased after spine stimulation compared to unstimulated controls (Figure 
1O). To summarize the time course of inhibitory bouton growth over all experiments, we 
plotted the fraction of experiments in which bouton growth was above threshold over 
time (Figure 1P). In control experiments without stimulation, bouton growth occurrence did 
not deviate significantly from baseline during the entire imaging period. However, inhibitory 
bouton growth was significantly enhanced compared to baseline >25 minutes after spine 
stimulation. We verified that our conclusions did not depend on our quantification method 
(Figure S1A-D) or threshold (Figure S1E, F). Boutons formed within the short time frame 
of our experiments likely do not yet form mature inhibitory synapses (Schuemann et al., 
2013; Wierenga et al., 2008). We have reanalyzed our previous data (Frias et al., 2019) and 
show that boutons can however acquire pre- and postsynaptic inhibitory proteins on this 
time scale (Figure S1G-I). Together, our data demonstrate that local stimulation of dendritic 
spines significantly increased the likelihood of growing a new bouton on an inhibitory axon 
crossing at the same dendrite.
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Figure 2. Uncaging glutamate directly at inhibitory axons does not induce bouton growth.
A-C: Example of experiment in which glutamate uncaging was performed near a GFP-labeled axon. A: Images of 
time points indicated in B. Blue dots indicate uncaging locations. Scale bar is 1 µm. B: Axonal segment is displayed 
for all time points. The voxels above axon threshold are indicated in pink in the lower panel. C: Quantification of 
bouton volume over time, measured as the increase in number of voxels above axon threshold (Δ#V, pink) and 
increase in relative intensity (Δ%I, black).
D: Heat map showing bouton volumes over time of all experiments (N=28). Each row represents a single experiment. 
The vertical white line indicates the end of the baseline period (first 20 minutes). White squares indicate missing 
time points. Experiments are sorted by maximal bouton growth.
E: Bouton growth per experiment (averaged over four consecutive time points) for glutamate uncaging at the axon. 
Dashed line indicates control bouton growth without spine stimulation (from Figure 1O). Bars indicate mean±SEM; 
dots indicate independent experiments. p=0.33, Student’s t-test, compared to control.
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Inhibitory bouton growth is mediated by the postsynaptic dendrite 

We next asked if the postsynaptic dendrite has an active signaling role in triggering inhibitory 
bouton growth, or if the uncaged glutamate directly affects the inhibitory axon, for instance 
via presynaptic glutamate receptors. There was no correlation between inhibitory bouton 
growth and the distance from the uncaging locations to the axon (Figure S2), suggesting that 
glutamate diffusion to the axon is not a determining factor. We also directly tested whether 
inhibitory bouton growth could be induced by glutamate. We selected small segments of 
GFP-expressing inhibitory axons that were empty of boutons and performed two-photon 
glutamate uncaging at four locations close to the axon with the same stimulation protocol 
as used for spine stimulation (Figure 2A). While we observed fluctuations in axon intensity 
(Figure 2A-D), we never observed bouton growth beyond control levels (Figure 2D, E). These 
experiments demonstrate that local glutamate exposure to the axon itself is not sufficient 
to induce bouton growth, indicating that the signal required for inducing inhibitory bouton 
growth is generated by the stimulated dendrite. 

Inhibitory bouton growth is not tightly correlated with spine growth

Local stimulation of individual spines by glutamate uncaging evoked synaptic currents, which 
were recorded at the soma (Figure 3A). When the four spines were stimulated together, we 
often observed a small supralinear summation (average 1.17 ± 0.06), reflecting the opening 
of dendritic voltage-gated ion channels or NMDA receptors (Harnett et al., 2012; Losonczy 
and Magee, 2006; Weber et al., 2016). We did not find any correlation between this nonlinear 
component and inhibitory bouton growth (Figure 3B), suggesting that supralinear integration 
does not predict inhibitory bouton growth.

Our stimulation protocol was designed to induce strong local excitation within the dendrite. 
Uncaging was performed in normal ACSF (without TTX) and paired with postsynaptic 
depolarization to allow NMDA receptor activation. In accordance with previous reports 
using similar stimulation protocols (Govindarajan et al., 2011; Tanaka et al., 2008), stimulated 
spines gradually increased in size during the first 10 minutes after the stimulation and then 
reached a plateau (Figure 3C). When averaged over all stimulated spines, maximal spine 
size increased to 131 ± 2%, compared to 117 ± 3% (p<0.001, Student’s t-test) for spines on 
non-stimulated dendrites. In general agreement with previous reports (Harvey and Svoboda, 
2007; Oh et al., 2015), 49% of spines grew after spine stimulation, compared to 25% of 
spines growing spontaneously in the absence of stimulation (p<0.005, Pearson’s χ2 test). To 
our surprise, we found no correlation between inhibitory bouton growth and the average 
growth of the four stimulated spines (Figure 3D), maximal spine growth (Figure S3A), or the 
number of growing spines (Figure S3B). This indicates that spine growth after local glutamate 
stimulation is not directly linked to nearby inhibitory bouton growth and suggests that local 
spine stimulation activates multiple signaling pathways in parallel.

Inhibitory bouton growth requires NMDA receptor activation

As we did not find a correlation between spine growth and bouton growth, we wondered 
whether inhibitory bouton growth may not require spine stimulation at all. Bouton growth 
may have directly resulted from the brief bouts of postsynaptic depolarization that were 
given during the spine stimulation protocol. We therefore imaged an axon-dendrite crossing 
as described before, but now applied the uncaging laser and postsynaptic depolarization in 
absence of DNI-glutamate (‘Mock’ stimulation). Repeated depolarizations did not induce 



72

Chapter 3

spine growth (Figure S3C) and in the absence of glutamate receptor activation on spines, 
inhibitory bouton growth did not occur beyond control levels (Figure 3E, H and Figure 
S3D-F). This indicates that repeated postsynaptic depolarization by itself is not sufficient to 
induce inhibitory bouton growth. To specifically test for involvement of NMDA receptors, we 
repeated the glutamate uncaging experiments at four spines near an inhibitory axon crossing 
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Figure 3. Inhibitory bouton growth requires NMDA receptor activation.
A: Top: postsynaptic currents induced by glutamate uncaging (uEPSC) at four spines stimulated sequentially. Bottom: 
arithmetic sum of the four spine responses (gray) and the measured uEPSC when stimulated near-simultaneously 
(black).
B: Scatter plot of uEPSC linearity against bouton growth for all experiments. Gray crosses indicate experiments 
where uEPSC linearity could not be quantified. Inhibitory bouton growth was not correlated with uEPSC linearity 
(p=0.92, Spearman). Distributions are shown as histograms next to the scatter plot.
C: Top: example of stimulated spine before (left) and after (right) the stimulus. The blue dot indicates the uncaging 
location. Bottom: spine growth, quantified as the increase in relative intensity (Δ%I) over time. Local spine 
stimulation induced a gradual increase in spine size over time (blue; n=61 spines; N=32), which was absent in the 
non-stimulated condition (black; n=104 spines; N=27). *, p<0.05 (Student’s t-test with Bonferroni’s correction). 
Error bars represent SEM.
D: Scatter plot of average spine growth against bouton growth for all experiments. Inhibitory bouton growth was 
not correlated with spine growth after local stimulation (p=0.22, Spearman). Gray crosses indicate two experiments 
in which we could not determine spine volume. Distributions are shown as histograms next to the scatter plot.
E: Heat map showing bouton volumes over time of all experiments in which we performed the uncaging and 
depolarization stimulus in the absence of DNI-glutamate (‘Mock’; N=15). Each row represents a single experiment. 
The vertical white line indicates the end of the baseline period (first 20 minutes). White squares indicate missing 
time points. Experiments are sorted by maximal bouton growth.
F: As in E, for experiments in the presence of 50 μM APV (N=20).
G: As in E, for experiments in ACSF without Mg2+ (Mg2+ free) and in the presence of 0.5 μM TTX (N=14).
H: Bouton growth (averaged over four consecutive time points) for the experiments shown in E-G. Dashed line 
indicates control bouton growth without spine stimulation (from Figure 1O). Bars indicate mean±SEM; dots indicate 
independent experiments. p-values were 0.46, 0.87, and 0.65 (Student’s t-test) for Mock, NMDAR Block and Mg2+-
free experiments, compared to control.
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in the presence of 50 µM APV to prevent NMDA receptor activation. APV completely 
blocked the increase in spine size (Figure S3C) and inhibitory bouton growth (Figure 3F, H 
and Figure S3G-I), indicating that NMDA receptor activation was required. 

To test if NMDA receptor activation was directly mediating inhibitory bouton growth, we 
repeated the uncaging experiments in Mg2+-free ACSF in the presence of TTX, allowing 
strong NMDA receptor activation during glutamate uncaging in the absence of postsynaptic 
depolarization. In accordance with previous reports (Harvey and Svoboda, 2007; Tanaka et 
al., 2008), spines which were stimulated in low Mg2+/TTX showed a rapid, immediate growth 
within 5 minutes after stimulation. Our spine stimulation protocol (30x 1 ms pulses @0.5 
Hz, without postsynaptic depolarization) induced clear spine growth in a similar number of 
spines compared to normal ACSF (55% of stimulated spines were growing), but spine growth 
was mostly transient (Figure S3C). Interestingly, inhibitory bouton growth was not induced 
under these conditions (Figure 3G, H and Figure S3J-L). Altogether, these results show that 
local activation of glutamate receptors is required, but that receptor activation alone is not 
sufficient to trigger inhibitory bouton growth after local spine stimulation.Figure 4
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Figure 4: Inhibitory bouton growth is mediated by endocannabinoid signaling.
A: Heat map showing bouton volumes over time of all experiments in which spine stimulation was performed in 
the presence of 5 μM of the CB1 receptor antagonist AM251 (N=19). Each row represents a single experiment. The 
vertical white line indicates the end of the baseline period (first 20 minutes). White squares indicate missing time 
points. Experiments are sorted by maximal bouton growth.
B: As in A, for experiments in which 5 μM THL was included in the patch pipette (N=21). THL is a lipase inhibitor 
with high affinity for the 2-AG production enzyme DAGL.
C: As in B, for experiments in the presence of 100 nM JZL184, an antagonist of the 2-AG degradation enzyme 
MAGL (N=20).
D: Bouton growth per experiment (averaged over four consecutive time points) for the experiments shown in 
A (dark gray, ‘AM251’), B (light gray, ‘THL’) and C (orange, ‘JZL184’). Dashed line indicates control bouton growth 
without spine stimulation (from Figure 1O). Bars indicate mean±SEM; dots indicate independent experiments. 
Asterisk indicates p=0.02 for JZL184 compared to AM251 (p=0.01 compared to control); p=0.44 THL vs AM251; 
p=0.06 JZL184 vs THL (Student’s t tests).
E: Bouton growth occurrence over time in experiments with AM251 (dark gray), THL (light gray) and JZL184 
(orange). Orange line indicates time points where bouton growth in JZL184 was different compared to baseline, as 
tested by Cochran’s Q test (p<0.0005) followed by McNemar’s test (p<0.05 for individual time points). For AM251 
and THL, p=0.125 and p=0.48, respectively (Cochran’s Q test).
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Inhibitory bouton growth is mediated by retrograde 
endocannabinoid signaling

Endocannabinoids, a well-known class of retrograde messengers, are active biolipids that are 
synthesized and released from the dendrite on demand (Castillo et al., 2012; Piomelli, 2014), 
and mediate synaptic changes via presynaptic CB1 receptors (Cui et al., 2016; Monday and 
Castillo, 2017). In our slices, 49 ± 6% of GFP-labeled axons showed clear immunostaining 
for CB1 receptors (Figure S4A-C). In accordance with in vivo data (Dudok et al., 2015), CB1 
receptors uniformly decorated the entire surface of the axons, suggesting that CB1 signaling 
can occur in axonal stretches without boutons. Interestingly, we found that local spine 
stimulation could no longer trigger inhibitory bouton growth in the presence of AM251, a 
CB1 receptor antagonist (Figure 4A, D and Figure S4D-F), demonstrating the involvement 
of CB1 receptors. 

Hippocampal CA1 dendrites and spines contain the enzyme DAGL, which produces the 
endocannabinoid 2-AG in an activity-dependent manner (Hashimotodani et al., 2007; Piomelli, 
2014). We performed local spine stimulation experiments with THL, a lipase inhibitor with 
high specificity for DAGL, included in the patch pipette. Inhibiting postsynaptic DAGL blocked 
inhibitory bouton growth (Figure 4B, D and Figure S4G-I), suggesting that inhibitory bouton 
growth requires 2-AG release from the dendrite. 

We also tested if we could facilitate inhibitory bouton growth by inhibiting the 2-AG 
degrading enzyme MAGL with JZL184 (Cui et al., 2016). In the presence of JZL184, local 
spine stimulation induced robust growth of nearby inhibitory boutons (Figure 4C, D and 
Figure S4J-L). Inhibitory bouton growth was comparable to experiments in the absence of 
pharmacological manipulation (Figure 1O), although inhibitory bouton growth appeared to 
occur slightly earlier (Figure 4E). This experiment indicates that 2-AG degradation by MAGL 
does not limit the efficacy of the dendritic feedback signal. These results show that the 
dendritic feedback signal to induce inhibitory bouton growth after local spine stimulation 
requires CB1 receptor activation and depends on postsynaptic 2-AG production. Together, 
this work demonstrates dendrites can trigger the growth of an inhibitory bouton at locations 
of strong excitatory synaptic activation through a local endocannabinoid-mediated feedback 
signal.
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Discussion
Dendritic inhibitory synapses are essential for dendritic computation as they can precisely 
shape local integration of excitatory synaptic inputs. Our data suggest that the formation of 
inhibitory synapses in the dendrite does not occur randomly, but that it can be directed by 
local excitatory synaptic activity in the dendrite. We describe a dendritic feedback signal to 
promote growth of inhibitory synapses in a dendritic region with strong synaptic activation. 
The signal from the dendrite to the axon requires local activation of glutamate receptors, 
including NMDA receptors. Furthermore, we show that inhibitory bouton growth after spine 
stimulation requires activation of CB1 receptors and depends on postsynaptic DAGL, the 
enzyme that produces the endocannabinoid 2-AG. The local signaling described here could 
provide inhibitory control at dendritic locations with strong excitatory synaptic activity and 
coordinate the number of excitatory and inhibitory synapses within dendrites in an activity-
dependent manner.

The formation of dendritic inhibitory synapses is a highly dynamic process, which takes 
several hours (up to a day) and bouton growth is generally the first step in this process 
(Dobie and Craig, 2011; Villa et al., 2016; Wierenga et al., 2008). In the hours after initial 
bouton formation, presynaptic vesicles and postsynaptic gephyrin are slowly recruited (Frias 
et al., 2019), but not all newly formed boutons will stabilize and form functional inhibitory 
synapses (Schuemann et al., 2013; Wierenga et al., 2008). The molecular events that take 
place during this maturation process and the signaling pathways regulating it are only partially 
known (Flores et al., 2015; Frias et al., 2019; Krueger-Burg et al., 2017; Petrini et al., 2014). The 
new boutons formed in our experiments will likely require several additional signals before 
becoming mature inhibitory synapses, which may depend on activity of nearby synapses or 
postsynaptic activity. Our current findings identify a triggering mechanism for the formation 
of new inhibitory boutons at active dendrites which requires CB1 receptor activation. CB1 
receptors are mostly known for mediating synaptic weakening (Monday and Castillo, 2017). 
The mechanism described here could be related to the atypical endocannabinoid signaling 
that was recently found to mediate synaptic strengthening (Cui et al., 2016; Wang et al., 
2017).

Our data suggest that the formation of inhibitory synapses is locally coordinated by the 
dendrite through postsynaptic endocannabinoid production. We showed that blocking 2-AG 
production by inhibiting postsynaptic DAGL interferes with inhibitory bouton growth. This 
suggests that 2-AG is the main endocannabinoid involved, but we do not rule out an additional 
role for other endocannabinoids (Piomelli, 2014). During clustered spine stimulation, the 
postsynaptic production of endocannabinoids is likely triggered by synergistic action of 
voltage-dependent mechanisms and activation of local glutamate receptors (possibly both 
synaptic and extrasynaptic), as we found that each of these factors alone was not enough to 
trigger the dendritic feedback signal (Figure 3). Coincidence of multiple postsynaptic signals 
may be required to boost DAGL activity (Cui et al., 2016; Jung et al., 2012; Younts et al., 
2013).  Postsynaptic depolarization may be provided in vivo by action potential firing (Stuart 
et al., 1997) or plateau potentials  (Gambino et al., 2014). Please note that in the low Mg2+/
TTX condition, cell adhesion, neurotransmitter release or presynaptic activity may also have 
changed. The precise signaling pathways and the optimal conditions to induce the dendritic 
feedback signal should be addressed in future experiments. 

Dendrites receive and integrate synaptic signals from many different presynaptic partners. 
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Inhibitory synaptic plasticity can depend on inhibitory neuron subtype (Chiu et al., 2018). 
Although we did not explicitly address this here, it is possible that regulation of inhibitory 
bouton growth via CB1 receptors is specific for a subset of inhibitory axons. It needs to 
be determined if perisomatic inhibitory synapses, which can also express high levels of CB1 
receptors (Hartzell et al., 2018), can be regulated by a similar mechanism. 

Our study suggests dendrites can actively organize incoming axons by sending a retrograde 
signal to promote the formation of specific inhibitory synapses at locations where clusters 
of excitatory synaptic inputs are strongly activated. Local clustered activation of inputs 
likely happens during physiological activation, as synaptic inputs with similar properties or 
activity patterns are often clustered on the same dendritic branch in vivo (Bloss et al., 
2016; Iacaruso et al., 2017; Wilson et al., 2016). Clustering of excitatory inputs enhances the 
computational capacity of postsynaptic neurons (Branco and Häusser, 2010; Poirazi and Mel, 
2001) and inhibitory synapses at excitatory clusters will provide important local control 
over computations performed by individual dendritic branches (Bloss et al., 2016; Lovett-
Barron et al., 2012; Müllner et al., 2015). The dendritic signaling mechanism described here 
would enable fine-tuning of dendritic inhibitory synapses in response to changes in activity 
of synaptic input clusters, allowing adaptation of dendritic inhibition during learning. 
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Methods
Experimental model and subject details

Mice

In this study, male and female GAD65-GFP mice (López-Bendito et al., 2004) were used 
(bred as a heterozygous line in a C57BL/6JRj background). GAD65-GFP mice express GFP 
in ~20% of GABAergic interneurons in the CA1 region of the hippocampus. The majority 
of GFP-labeled interneurons target dendrites and express reelin and VIP, while parvalbumin 
and somatostatin expression is nearly absent (Wierenga et al., 2010). We typically do not see 
many GFP-labeled boutons around the somata of CA1 pyramidal cells, indicating that basket 
cells are mostly not labeled in our slices. The sparse GFP expression allows monitoring of 
morphological changes in individual inhibitory axons (Schuemann et al., 2013; Wierenga et 
al., 2008). All animal experiments were performed in compliance with the guidelines for the 
welfare of experimental animals issued by the Federal Government of The Netherlands. 
All animal experiments were approved by the Animal Ethical Review Committee (DEC) of 
Utrecht University.

Slice cultures

Organotypic hippocampal slice cultures were prepared at postnatal day 6-8 with a method 
slightly modified from Stoppini et al. (Stoppini et al., 1991). Mice were decapitated, followed 
by removal of the brain. The brain was placed in ice cold Gey’s Balanced Salt Solution (GBSS, 
consisting of (mM): 137 NaCl. 5 KCl, 1.5 CaCl2, 1 MgCl2, 0.3 MgSO4, 0.2 KH2PO4, 0.85 
Na2HPO4) supplemented with 12.5 mM HEPES, 25 mM glucose and 1 mM kynurenic acid 
(pH set at 7.2, osmolarity set at 320 mOsm, sterile filtered). Under sterile conditions, the 
frontal part of the brain and the cerebellum were dissected along the transverse plane and 
removed. The two hemispheres were then separated along the midline. For each hemisphere, 
the midbrain was carefully removed and two incisions were made at the rostral and caudal 
ends of the hippocampus. The hippocampus was then carefully rolled out by flipping it 180 
degrees over its long axis and a parallel incision was made in the cortex to dissect the 
hippocampus. Both hippocampi were placed in parallel on a PVC disk, excess liquid was 
removed, and slices were chopped perpendicularly to the long axis of the hippocampus 
with a thickness of 400 µm using a McIlwain Tissue Chopper. Slices were placed back in 
GBSS solution and carefully separated from each other. If needed, excess cortical tissue 
was removed from individual slices. Slices were washed in culturing medium (consisting of 
48% MEM, 25% HBSS, 25% horse serum, 30 mM glucose and 12.5 mM HEPES, pH set at 7.3-
7.4 and osmolarity set at 325 mOsm) before being placed on Millicell cell culture inserts 
(Millipore) in 6-well plates containing culturing medium. Slices were stored in an incubator 
(35 °C, 5% CO2) until use and culturing medium was completely replaced twice a week. 
Over time, slices attach to the membrane, flatten, and continue to develop in a physiological 
manner (De Simoni et al., 2003). Slices used in experiments were kept at least 7 days in vitro 
(DIV; average slice age was 14.4 DIV (with standard deviation=3.9; range 7-21)). There was 
no correlation between inhibitory bouton growth and slice age.
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Method details

Two-photon microscopy and electrophysiology

Before the start of each experiment, a hippocampal slice was transferred, together with 
the piece of membrane it was plated on, from the incubator to the microscope recording 
chamber. During the experiment, the slice was perfused with carbogenated (95% O2, 5% 
CO2) artificial cerebrospinal fluid (ACSF, consisting of (mM): 126 NaCl, 3 KCl, 2.5 CaCl2, 1.3 
MgCl2, 26 NaHCO3, 1.25 Na2H2PO4, 20 glucose and 1 Trolox) at a rate of approximately 1 
ml/min at room temperature. Two-photon imaging was performed on a customized two-
photon laser scanning microscope (Femto2D, Femtonics Ltd., Budapest, Hungary) using a Ti-
Sapphire femtosecond pulsed laser (MaiTai, Spectra-Physics). This laser, tuned at 840 or 870 
nm, was used to excite GFP and Alexa568 simultaneously and fluorescence was detected 
using two GaAsP photomultiplier tubes. 

A 4x air objective (Nikon Plan Apochromat) was used to locate the CA1 region of the 
slice culture and to roughly position the pipettes for whole-cell patch clamp (thick-walled 
borosilicate glass, World Precision Instruments) and for local DNI-glutamate application 
(thin-walled borosilicate glass, World Precision Instruments) using micromanipulators (LN 
Junior, Luigs & Neumann). Under a 60x water immersion objective (Nikon NIR Apochromat; 
NA=1.0), the opening of the application pipette was enlarged to approximately 5-10 μm 
by carefully tapping it against the patch pipette, and both pipettes were placed close to the 
imaging area. Whole-cell patch clamp of a CA1 pyramidal cell neuron was performed with 
the patch pipette (3-7 MΩ) filled with internal solution (consisting of (mM): 140 K-gluconate, 
4 KCl, 0.5 EGTA, 10 HEPES, 4 MgATP, 0.4 NaGTP, 4 Na2Phosphocreatine, and 30 uM Alexa568 
(Thermo Fisher Scientific)). Cells were excluded when the initial resting membrane potential 
exceeded -50 mV, if the cell was firing spontaneously, or if Rs exceeded 30 MΩ. The pyramidal 
cell was kept in voltage clamp at -60 mV throughout the experiment. 

Crossings between the Alexa568-labeled dendrite and a GFP-labeled axon were identified 
using two-photon microscopy by overlap between the red and green channel (Müllner et al., 
2015; Wierenga et al., 2008). After finding an inhibitory axon crossing with no bouton, the 
application pipette was placed with the opening towards the crossing (at ~40 µm distance 
and ~20 µm above the surface of the slice). The time needed for the search procedure and 
pipette placement was typically 10-15 minutes, and less than 30 minutes in all experiments. 
In most cases, dendrites were in stratum radiatum, with some experiments performed in 
stratum lacunosum moleculare. Image stacks of the axon-dendrite crossing were made every 
5 minutes at a resolution of 9 pixels/µm with 0.5 µm z-steps (256x256 pixels, 28.4x28.4 µm).

Spine stimulation

After acquiring four baseline time points, DNI-glutamate-TFA (Femtonics Ltd. (Tønnesen et 
al., 2014), 5 mM dissolved in HEPES-ACSF: (mM) 135 NaCl, 3 KCl, 2.5 CaCl2, 1.3 MgCl2, 1.25 
Na2H2PO4, 20 Glucose, and 10 HEPES) was locally applied to the axon-dendrite crossing using 
a Picospritzer II (General Valve Corporation; 8-12 mmHg) through the application pipette. A 
second Ti-Sapphire femtosecond pulsed laser (MaiTai, Spectra-Physics) tuned at 730 nm was 
used for two-photon uncaging. We selected four small spines close (range 1-12 μm; average 
2.7 ± 0.2 μm) to the axon crossing for stimulation. Usually spines were selected at both 
sides of the axon crossing. We optimized the excitation wavelength for visualizing changes 
in GFP-labeled axons, which may have compromised our ability to visualize the smallest 
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spines. After locally applying caged glutamate for ~1 minute, the laser scanned across lines 
of ~0.5 µm long and ~0.5 µm away from the spines for 1 ms. Laser intensity for glutamate 
uncaging was carefully chosen to evoke excitatory postsynaptic currents with physiological 
amplitude at individual spines (mean amplitude = 10.9 ± 0.6 pA; range 4-18 pA), measured 
at the soma. The amplitude of uncaging currents were not affected much by the presence of 
NMDA receptor antagonist APV (mean amplitude = 9.2 ± 0.8 pA; p=0.11, Student’s t-test), in 
accordance with only a small NMDA receptor contribution to the synaptic current.

We also recorded the combined uEPSC when all four spines were stimulated together near-
simultaneously (0.1 ms between spines). After recording the combined uEPSC, the spine 
stimulation protocol was performed. The four spines were stimulated together (1 ms pulses 
with 0.1 ms interval between spines) while the postsynaptic cell was depolarized to 0 mV, and 
this stimulation was repeated 30 times at 0.5 Hz (Figure 1C). Afterwards, the combined and 
individual uEPSCs were measured again. Experiments were only included if uEPSCs could be 
evoked after the stimulation protocol, verifying that glutamate uncaging had been successful. 
uEPSC linearity was determined by dividing the uEPSC amplitude of the combined response 
by the arithmetic sum of individual uEPSC amplitudes.

For glutamate uncaging close to GFP-labeled axons, we selected small segments of GFP-
expressing inhibitory axons that were empty of boutons and performed two-photon 
glutamate uncaging at four locations close to the axon with the same stimulation protocol 
as used for spine stimulation (30x 1ms pulses @0.5 Hz at four locations, interval between 
locations 0.1 ms). Glutamate uncaging spots were located close to the axon, at an average 
distance of 1.2 ± 0.2 μm. Even though there will be many unlabeled spines in close proximity 
to the uncaging spots, the likelihood that this uncaging protocol will activate multiple spines 
on a single dendrite will be low. 

To block NMDAR activation, 50 µM DL-APV (APV, Tocris) was added to regular ACSF and 
was applied to the slice during the entire experiment. To perform two-photon uncaging in 
the absence of postsynaptic depolarization, regular ACSF was replaced by Mg2+-free ACSF 
(regular ACSF without MgCl2) containing 0.5 µM tetrodotoxin (TTX, Abcam). Mg2+-free 
ACSF was washed in before imaging started. Regular ACSF was washed back in after the 
uncaging stimulus at ~15 minutes. For these experiments, DNI-glutamate was dissolved in 
HEPES-ACSF without MgCl2 and containing 0.5 µM TTX. 

To block CB1 receptors, 5 µM AM251 (Tocris) was added to the bath and allowed to incubate 
for at least 40 minutes before the start of the experiment (so at least 60 minutes before 
spine stimulation). We also added 10 µM AM251 in the application pipette. To block 2-AG 
production by the enzyme DAGL in the postsynaptic dendrite, 5 µM of Tetrahydrolipstatin 
(THL, Orlistat, Sigma) was added to the patch clamp intracellular solution. The time between 
break-in and spine stimulation was typically 30-40 minutes. To block 2-AG degradation, 100 
nM JZL184 (Tocris) was added to the bath and allowed to incubate for at least 40 minutes 
before the start of the experiment.

Correlating boutons with synaptic markers

For the data shown in Figure S1I-K, image stacks of multiple GFP-labeled axons were 
acquired at 910 nm for 15 time points (Δt = 10 minutes) at a resolution of 12 pixels/μm 
with 0.5 µm z-steps (1124x1124 pixels, 93.5x93.5 µm), as previously described (Frias et al., 
2019). After the experiment, an autofluorescent laser “scar” was made by performing a line 
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scan at high intensity to mark the imaged region. The slice was then fixed and processed for 
immunohistochemistry and confocal imaging.

Immunohistochemistry and confocal microscopy

Slices were fixed by placing them in a 4% paraformaldehyde solution for 30 minutes at room 
temperature. After washing them thoroughly in phosphate buffered saline (PBS), the slices 
were permeabilized for 15 minutes in 0.5% Triton-X100 in PBS for 15 minutes, followed by 
1 hour in a blocking solution consisting of 10% normal goat serum and 0.2% Triton-X100 in 
PBS. Primary antibody solution was applied at 4 °C overnight. Slices were washed thoroughly 
in PBS and placed in secondary antibody solution for four hours at room temperature. Finally, 
slices were washed thoroughly in PBS and mounted in Vectashield mounting medium (Vector 
labs). The following primary antibodies were used: mouse α-CB1R (Synaptic Systems 258011; 
1:500), rabbit α-VGAT (Synaptic Systems 131 003; 1:1000) and mouse α-gephyrin (Synaptic 
Systems 147 011; 1:1000). Secondary antibodies were Alexa-405 and Alexa-594 conjugated 
goat antibodies (Invitrogen). Confocal images were taken on a Zeiss LSM-700 confocal laser 
scanning microscopy system with a Plan-Apochromat 63x 1.4 NA oil immersion objective. 
Image stacks were acquired at 10-13 pixels per µm and with 0.3 µm z steps.

Quantification and statistical analysis

Quantification of bouton and spine volumes

Experiments in which we imaged axon-dendrite crossings were only included in the analysis 
when the local maxima of the red and the green channel were not more than one optical 
section (Δz = 0.5 μm) apart (Müllner et al., 2015; Wierenga et al., 2008). For simplicity, we 
refer to all axonal swellings or varicosities as boutons, although we are aware that a small 
fraction might not contain presynaptic specializations (Wierenga et al., 2008). Analysis and 
bouton volume quantification was performed on median filtered images using custom written 
Matlab scripts (Mathworks). A box of 9x9x5 voxels (i.e. 1x1x2.5 µm) was positioned manually 
at the axon-dendrite crossing at each time point. An axon threshold was set to separate 
the boutons from the axon, relative to the axon intensity (determined from the summed 
projection of 5 z-planes, modus along the entire axon) to account for possible intensity 
fluctuations between time points and differences between experiments (axon threshold was 
2.9 ± 0.1 for non-stimulated axons; 2.8 ± 0.1 for stimulated axons; p=0.19, Student’s t test). 
In a few experiments, photobleaching correction was applied. The absolute change in bouton 
volume (Δ#V) was quantified as the number of voxels above bouton threshold minus the 
average volume of the baseline period. The relative change in bouton intensity (Δ%I) was 
defined as the integrated intensity of all voxels inside the same 9x9x5 box, divided by the 
average intensity of the baseline period. As baseline intensity of the axon was sometimes 
very low, Δ%I gave very high values for boutons that were growing from dim axons. To 
avoid strong bias for these events, we used the absolute measure Δ#V for our comparisons. 
We verified that the two measures Δ#V and Δ%I were highly correlated (Pearson’s r=0.82, 
p<0.0001) and that our conclusions do not critically depend on our quantification method 
(Figure S1). Bouton growth per experiment was defined as the maximum bouton volume 
after the baseline averaged over four consecutive time points. To show the average time 
course of bouton growth, we determined bouton growth occurrence as the fraction of 
experiments in which bouton growth exceeded an empirically chosen threshold (35 voxels 
for Δ#V and 50% for Δ%I). We verified that our conclusions do not depend on the choice of 
this threshold (Figure S1E, F). Bouton growth occurrence was plotted in bins of 10 minutes 
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to reduce noise and reduce the weight of boutons which last for only one time point. 

Spine growth was determined as relative change in intensity (Δ%I) over a volume of 9x9x5 
voxels and spines were considered to grow when Δ%I > 25%. Some stimulated spines 
which overlapped with the shaft or with neighboring spines were not analyzed. Maximal and 
average spine growth was determined as the maximum and mean of the four stimulated 
spines per experiment. Baseline spine volumes were similar between conditions (p=0.71, 
Student’s t-test). Spine and bouton growth were induced in whole-cell recordings even after 
20-40 minutes. We found no correlation between maximal spine growth or bouton growth 
with the time after break-in (Figure S1J, K). 

VGAT and gephyrin analysis 

For Figure S1I-K, we reanalyzed data from our previous work (Figure 1 in Frias et al., 2019). 
Individual boutons in GFP-labeled axons were scored for presence or absence at all 15 time 
points of the live imaging using custom-made Matlab software. Using the laser scar and GFP 
fluorescence as a guide, the same boutons were identified in the fixed tissue and presence 
of presynaptic vesicular GABA transporter VGAT or postsynaptic scaffold protein gephyrin 
was determined using confocal microscopy. For the current analysis, we selected boutons 
which matched the time course of local spine stimulation experiments. Selected boutons 
were present for at least 2 time points in the last hour of imaging (TP10 to TP15; 20-60 
minutes in total). Boutons which were already present for more than 3 time points during 
the first 9 time points were excluded. We determined the fraction of selected boutons that 
were positive for VGAT or gephyrin.

Quantification of CB1R-positive axon fraction

In Fiji/ImageJ, all healthy looking axons in a maximum intensity projection (5-10 images) 
were manually selected based on the GFP channel. For each axon, colocalization with the 
CB1 receptor channel was determined. Per image stack, two or three maximum intensity 
projections were analyzed. The total amount of CB1 receptor-positive GFP axons in an 
image stack was divided by the total amount of quantified GFP-positive axons to determine 
the CB1 receptor-positive fraction.

Statistical analysis

Statistical differences between groups were tested with two-sample Student’s t test and 
means are given ± standard error of the mean (SEM), unless otherwise stated. Bouton 
growth occurrence per condition was tested for statistical significance against its own 
baseline period with a Cochran’s Q test, followed by a post-hoc McNemar’s test. Fractions of 
growing spines between conditions were tested with Pearson’s χ2 test. Possible correlations 
were tested with Spearman’s ranked test and Pearson’s correlation coefficient (r) was 
determined. Statistical analyses were performed using Matlab R2013a, Graphpad Prism 7, 
and SPSS Statistics 24.
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◄ Figure S1, related to Figure 1: Bouton growth is independent of quantification method, threshold and time after 
break-in.
A,B: As an alternative measure of bouton volume, we determined the relative increase in integrated intensity 
(Δ%I) of the inhibitory axon at the crossing compared to its baseline intensity, a measure which is often used 
to quantify growth of small structures such as spines (Harward et al., 2016; Oh et al., 2015). Heat maps showing 
bouton intensity (Δ%I) over time of all experiments in non-stimulated (A) and stimulated (B) conditions. Each row 
represents a single experiment. The vertical white line indicates the end of the baseline period (first 20 minutes). 
White squares indicate missing time points. Experiments are sorted by maximal bouton growth.
C: Bouton growth occurrence over time in experiments in stimulated and non-stimulated conditions. Blue line 
indicates timepoints where bouton growth was different compared to baseline, as tested by Cochran’s Q test 
followed by post-hoc McNemar’s test. *, p<0.05.
D: Scatter plot of absolute bouton volume growth (Δ#V) against relative bouton intensity growth (Δ%I) from 
experiments without (black) and with (blue) spine stimulation. The two measures of bouton growth are highly 
correlated. Pearson’s r=0.82 (p<10-18, Spearman). 
E,F: Bouton growth occurrence plotted against growth threshold (Δ#V in E and Δ%I in F) for No Stim (black), 
Stim (blue), Mock (gray), NMDAR Block (yellow) and Mg2+ free (red) experiments. These graphs indicate that our 
conclusions do not depend on the choice of this threshold.
G,H: Left: Two-photon microscopy images showing two examples of a GFP-labeled inhibitory axon before (‘pre’) 
and after (‘post’) inhibitory bouton growth (without stimulation). Right: the same region is shown after fixation and 
staining against (G) presynaptic vesicular GABA transporter (VGAT, magenta) and (H) postsynaptic scaffold protein 
gephyrin (magenta). Arrowhead highlights axonal location where bouton growth was observed. Scale bars, 2 µm.
I: Percentage of boutons positive (gray) and negative (white) for VGAT and gephyrin. Only inhibitory boutons that 
had grown in the last 60 minutes of the live imaging period were selected (see methods for details). 
J,K: Bouton growth (J) and maximal spine growth (K) plotted against the time between whole-cell break-in and 
glutamate uncaging for all ‘Stim’ experiments (Fig. 1M). These graphs suggest that washout is not a major factor in 
our experiments. 
Data in G-I is reanalyzed from Figure 1 in (Frias et al., 2019).Figure S2
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Scatter plot of bouton growth versus the average distance between the axon-dendrite crossing and the four 
uncaging spots. p=0.21, Spearman.
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Figure S3, related to Figure 3: Bouton growth and spine growth are not correlated.
A,B: Scatter plot of maximal spine growth (A) or number of growing spines (B) against bouton growth per 
experiment. No correlations were found (p=0.54 (A) and p=0.61 (B), Spearman). Gray crosses indicate two 
experiments in which we could not determine spine volumes. Distributions are shown as histograms next to the 
scatter plot.
C: Average spine growth over time after spine stimulation in the absence of DNI-glutamate (‘Mock’, gray), when 
NMDA receptors were blocked with 50 µM APV (‘NMDAR block’, yellow), and in Mg2+ free ACSF +  0.5 µM TTX 
(‘Mg2+ free’, red).
D-F: Example of an experiment in which spine stimulation and postsynaptic depolarization were applied in absence 
of DNI-glutamate (‘Mock’). D: Images of two time points indicated in E. Arrowheads point towards the axon 
crossing, blue dots indicate uncaging locations. Scale bar is 1 µm. E: Axonal segment at the crossing is displayed for 
all time points. The voxels above axon threshold are indicated in pink in the lower panel. F: Quantification of bouton 
volume over time, measured as the increase in number of voxels above axon threshold (Δ#V, pink) and increase in 
relative intensity (Δ%I, black). 
G-I: As D-F, example of an experiment in which spine stimulation was performed in presence of the NMDAR 
antagonist 50 µM APV.
J-L: As in D-F, example of an experiment in which spine stimulation was performed without depolarization in 
absence of extracellular Mg2+ and in presence of 0.5 µM TTX. 
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Figure S4
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Figure S4, related to Figure 4: CB1 receptor expression, example axon-dendrite crossings and local BDNF application.
A: Example of immunohistochemistry against the CB1 receptor (CB1R). Left panel: GFP-positive axons in GAD65-
GFP slices. Middle panel: CB1 receptors. Right panel: merged image. In accordance with the reported low expression 
levels at postsynaptic dendrites and spines and glia cells (Kano et al., 2009), we did not detect substantial CB1R 
immunostaining in non-axonal structures.
B: As in A, example showing CB1R-positive and CB1R-negative GFP-labeled axons and CB1R-positive unlabeled 
axon. 
C: Quantification of the percentage of GFP-labeled axons positive for CB1R. Bar represents mean±SEM (n=10 
image stacks, N=3 slices). Dots represent individual image stacks.
D-F: Example of an experiment in which spine stimulation was performed in presence of the CB1R antagonist 
AM251 (5 µM). D: Images of two time points indicated in E. Arrowheads point towards the axon crossing, blue dots 
indicate uncaging locations. Scale bar is 1 µm. E: Axonal segment at the crossing is displayed for all time points. The 
voxels above axon threshold are indicated in pink in the lower panel. F: Quantification of bouton volume over time, 
measured as the increase in number of voxels above axon threshold (Δ#V, pink) and increase in relative intensity 
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(Δ%I, black). 
G-I: As D-F, example of an experiment in which spine stimulation was performed with 5 µM THL in the patch 
pipette. THL is a lipase inhibitor with high affinity for the 2-AG synthesis enzyme DAGL.
J-L: As in D-F, example of an experiment in which spine stimulation was performed in presence of 100 nM JZL184, 
an inhibitor of the 2-AG degradation enzyme MAGL.
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Abstract
Endocannabinoids play an important role in mediating heterosynaptic depression of 
inhibitory synapses, but more recently atypical roles for endocannabinoids have emerged. In 
chapter 3, we described a mechanism where inhibitory bouton growth on a CA1 pyramidal 
dendrite is triggered by activation of excitatory synapses on the dendrite, and this process 
is mediated by the endocannabinoid 2-AG. Here, we present preliminary data on the effect 
of 2-AG on inhibitory bouton dynamics and inhibitory synapse formation. We find that 
brief exposure of inhibitory axons to 2-AG leads to a bias towards bouton growth and 
repeated brief treatments lead to an increase of mIPSC frequency 24h later, in agreement 
with the formation of new inhibitory synapses. Prolonged exposure to 2-AG however leads 
to a decrease in bouton density and the number of inhibitory synapses, but also seems to 
affect the expression level of the CB1 receptor. We furthermore show that manipulations 
of the endocannabinoid system affects structural LTP of dendritic spines upon two-photon 
glutamate uncaging. Together, these data suggest that endocannabinoid signaling might play 
important and unexpected roles in inhibitory synapse dynamics and excitatory synaptic 
plasticity.
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Introduction
The endocannabinoid (eCB) system is an important system of signaling molecules and 
receptors in the nervous system. During development, eCB signaling is important for 
processes such as cell migration, neurite outgrowth, and axon guidance (Gaffuri et al., 2012; 
Harkany et al., 2007). In mature neurons, eCBs act as retrograde messengers, traveling from 
the postsynaptic to the presynaptic compartment, regulating the short- and long-term 
plasticity of synapses (Castillo et al., 2012; Kano et al., 2009; Lu and Mackie, 2016). In chapter 
3, we found that upon stimulation of a cluster of excitatory synapses, eCBs mediated the 
growth of an inhibitory presynaptic bouton on an axon-dendrite crossing nearby. Here, we 
further explore the unexpected role of eCB signaling in synapse formation and plasticity.

Endocannabinoids are a class of lipid-based signaling molecules. Typically, we consider two 
main endocannabinoids: 2-arachidonoylglycerol (2-AG) and anandamide (AEA). In the 
hippocampus, 2-AG is estimated to be present at over 200-fold higher concentrations than 
AEA (Bisogno et al., 1999; Buczynski and Parsons, 2010; Richardson et al., 2007). 2-AG is 
synthesized on demand in response to increases in intracellular Ca2+ concentration and 
metabotropic glutamate receptor activation. These two factors can activate phospholipase 
Cβ (PLCβ), which produces diacylglycerol (DAG). This precursor is used for the production 
of 2-AG by the calcium-sensitive enzyme diacylglycerol lipase (DAGL) (Hashimotodani et 
al., 2005; Heifets and Castillo, 2009; Jung et al., 2007; Murataeva et al., 2014; Shonesy et al., 
2015; Stella et al., 1997), which is enriched in dendritic spines (Katona et al., 2006; Yoshida et 
al., 2006). Synthesis of AEA is thought to occur via NAPE-PLD but is less well understood 
(Piomelli, 2014).

After synthesis and release, endocannabinoids can activate endocannabinoid receptors. 
There are two classical eCB receptors: the CB1 receptor and the CB2 receptor, which are 
both G-protein coupled receptors. While the CB2 receptor is mainly found on cells of the 
immune system (Cabral et al., 2015), the CB1 receptor can be found throughout the brain 
(Hu and Mackie, 2015; Kano et al., 2009). The CB1 receptor is highly expressed in CCK-type 
inhibitory neuron axons and boutons (Dudok et al., 2015; Katona et al., 1999; Marsicano 
and Lutz, 1999; Nyíri et al., 2005; Tsou et al., 1999). CB1 receptor expression is however 
not exclusive to GABAergic neurons, as it is thought that excitatory neurons (Katona et 
al., 2006; Kawamura et al., 2006; Marsicano and Lutz, 1999) and astrocytes (Navarrete et al., 
2014; Navarrete and Araque, 2008) express the CB1 receptor at lower levels. 

eCBs are well known for regulating several forms of plasticity at inhibitory synapses (Younts 
and Castillo, 2014). On short time scales, eCBs play a role in depolarization-induced 
suppression of inhibition (DSI). Prolonged depolarization of the postsynaptic cell leads to 
the calcium-mediated release of endocannabinoids, that activate presynaptic CB1 receptors 
in inhibitory axons. GABAergic synaptic transmission is suppressed by downregulation of 
the release probability (likely mediated by inhibition of presynaptic voltage-gated calcium 
channels) that lasts for tens of seconds (Castillo et al., 2012; Ohno-Shosaku et al., 2001; 
Wilson and Nicoll, 2001). On longer time scales, inhibitory synapses can be affected by 
endocannabinoid-mediated long-term depression (eCB-LTD). Theta burst or tetanic 
stimulation of excitatory afferents leads to the production of endocannabinoids in the 
postsynaptic neuron (Chevaleyre and Castillo, 2003, 2004). The CB1 receptor is activated 
for several minutes at the inhibitory presynapse and this leads to reduction of PKA activity 
and a longer lasting suppression of vesicle release (Castillo et al., 2012; Chevaleyre et al., 
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2007; Chevaleyre and Castillo, 2003). Induction of eCB-LTD likely also requires activation 
of the inhibitory presynapse (Heifets et al., 2008) and protein synthesis (Younts et al., 2016). 
Similar eCB-mediated short- and long-term depression has been observed in excitatory 
presynapses throughout the brain (Kano et al., 2009; Kreitzer and Regehr, 2001; Ohno-
Shosaku et al., 2002; Sjöström et al., 2003; Yasuda et al., 2008).

While eCBs are typically involved in weakening of synapses, recently atypical forms of eCB 
signaling have been reported where eCBs mediate long-term potentiation. High frequency 
stimulation of the lateral perforant path, one of the cortical inputs into the hippocampus, 
leads to 2-AG-mediated and presynaptically expressed LTP of excitatory synapses onto 
dentate granule cells. This form of LTP requires actin remodeling in the presynaptic neuron 
(Wang et al., 2016). Low frequency paired stimulation of the perforant path and the Schaeffer 
collaterals leads to 2-AG mediated LTP of the Schaeffer collateral-CA1 synapse specifically 
(Xu et al., 2012). At corticostriatal synapses, it has been shown that eCB-mediated spike-
timing dependent LTP and LTD can occur (Cui et al., 2015, 2016). The polarity of plasticity 
seems to be dependent on the level and duration of eCB release (Cui et al., 2016). These 
results demonstrate that eCBs do not just mediate synaptic depression but are involved in 
many other processes, suggesting that the eCB system is highly complex and not yet fully 
understood.

Inhibitory synapses are highly dynamic structures that can appear, disappear and reappear on 
a wide range of time scales (Chen et al., 2012; Frias et al., 2019; Schuemann et al., 2013; Villa 
et al., 2016; Wierenga et al., 2008). These dynamics are part of a trial-and-error process of 
inhibitory synapse formation and maturation and may play a role in coordinating excitation 
and inhibition (see chapter 1 and (Frias and Wierenga, 2013; Wierenga, 2017)). Inhibitory 
bouton formation is thought to be the first step in inhibitory synapse formation, but the 
mechanisms that underly the formation and maturation of an inhibitory synapse are not 
yet fully understood. We therefore decided to further explore the role of eCB signaling in 
inhibitory bouton growth and synapse formation. In this chapter, we present a collection 
of preliminary data regarding this topic. We show that brief and local application of the 
endocannabinoid 2-AG can promote bouton growth. We used electrophysiological recordings 
to show that brief 2-AG treatments lead to an increase in miniature IPSC frequency 24h 
later, in agreement with an increase in the number of functional inhibitory synapses. These 
data suggest that endocannabinoid signaling can promote inhibitory bouton formation and 
growth on short time scales, which eventually leads to an increase of functional inhibitory 
synapses on longer time scales. However, prolonged exposure to 2-AG for 48 hour leads 
to a reduction of inhibitory synapse number, which might be caused by desensitization and 
internalization of the CB1 receptor. Additionally, we look into the relation between eCB 
signaling and excitatory synaptic plasticity. We present data suggesting that manipulations of 
the endocannabinoid system affect structural plasticity of individual dendritic spines upon 
glutamate uncaging. Together our results suggest that eCB signaling is involved in synapse 
formation and plasticity at both excitatory and inhibitory synapses.
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Results
In chapter 3, we stimulated four excitatory synapses on a dendrite for one minute using 
two-photon glutamate uncaging. This causes the dendrite to produce endocannabinoids, 
that act as retrograde messengers and induce the growth of a inhibitory bouton. Since the 
classical triggers of endocannabinoid production (an increase in calcium concentration and 
metabotropic glutamate receptor activation) are likely restricted in space and increased 
specifically during the glutamate uncaging stimulus, we postulate that endocannabinoid 
release is mostly limited to the duration of spine stimulation. We therefore asked if brief 
and local application of endocannabinoids is sufficient to induce the growth of inhibitory 
boutons.

To locally apply the endocannabinoid 2-AG onto multiple axons, we placed a glass pipette 
containing 100 µM 2-AG or a control solution in the top layer of an organotypic hippocampal 
slice of GAD65-GFP transgenic mice, which express GFP in a subset of inhibitory neurons 
(López-Bendito et al., 2004; Wierenga et al., 2010) (Figure 1A, left). By applying pressure to 
the pipette, we were able to locally release 2-AG in a controlled manner. The pipette also 
contained Alexa568, enabling us to estimate the area exposed to the pipette contents (Figure 
1A, right). After acquiring two-photon images every 5 minutes for a baseline period of 5 time 
points, 2-AG or control solution was applied for 1 minute in 0.5 Hz pulses (see Methods for 
details). As eCB level and duration of eCB release can play a crucial role in signaling (Cui et 
al., 2016), we designed the local application protocol to mimic endocannabinoid release as it 
would occur upon the glutamate uncaging stimulation that we used in chapter 3. After local 
application, we continued to acquire images every 5 minutes for up to an hour (Figure 1B).

To assess the dynamics of inhibitory presynaptic boutons, we classified boutons based 
on their dynamic behavior before and after local application (Figure 1C, see Methods for 
details). We then quantified the density of each bouton class for multiple axons (Figure 1D). 
The bouton dynamics observed in these experiments are in general agreement with our 
previous work (Frias et al., 2019). We do observe a smaller fraction of persistent boutons 
than before (54% persistent boutons, while Frias et al. reports 77%). This increased level 
of dynamics might be explained by the shorter image acquisition interval. Additionally, the 
mechanical stress of puffing could increase dynamics.

Upon 2-AG application, we observe a small trend towards a higher density of new boutons 
(N, absent before treatment, sometimes present after treatment). than under control 
conditions (Figure 1D,E, p=0.56, MW). The trend towards more new boutons could imply 
that exposing axons locally and briefly to 2-AG results in a bias towards more boutons. 
Surprisingly, while the density of lost (L), stabilizing (S), and destabilizing (D) boutons is the 
same between control and 2-AG conditions, a significant increase of intermittent boutons 
(I, sometimes present both before and after treatment) is observed upon 2-AG application 
(Figure 1D,F, p=0.04, MW). This could explained by an overall increase of dynamics in the 
2-AG condition (54±3% persistent boutons in Control versus 45±4% in 2-AG; p=0.04, MW; 
data not shown). This increase in dynamics is mostly picked up by the largest non-persistent 
category, the intermittent boutons.  

While classifying boutons allows quantifying bouton dynamics in terms of absence or 
presence, it does not take into consideration the size of a bouton. Bouton size is thought 
to be correlated with the size of the postsynapse and with synaptic strength (Cheetham et 
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al., 2014; Meyer et al., 2014; Murthy et al., 2001; Pierce and Lewin, 1994). As boutons might 
change in size after local 2-AG application (without changing bouton category), we quantified 
the integrated fluorescence intensity (as a proxy for bouton size, see Methods for details) at 
every bouton location at every time point. A bouton location is defined as a location where a 
bouton appears for at least two time points, but intensity was quantified at these locations in 
all time points (irrespective of whether the bouton was absent or present). Next, we defined 
a growth coefficient (see Methods for details), such that a positive growth coefficient reflects 
bouton growth while a negative growth coefficient reflects bouton shrinkage. We observed 
that persistent boutons typically have a small (positive or negative) growth coefficient. This 
reflects that persistent boutons are large and do not fluctuate a lot in size. Local application 
of 2-AG does not induce any change in the growth coefficients of persistent boutons (Figure 
1G, p=0.77, MW). Non-persistent boutons show a wider distribution of growth coefficients, 
reflecting their dynamic nature. Application of 2-AG leads to a remarkable right-shift of 
the distribution of growth coefficients, suggesting that non-persistent boutons that were 
exposed to 2-AG are more prone to grow (Figure 1H, p=0.02, MW). This effect is completely 
blocked when axons are exposed to 2-AG in the presence of CB1 receptor-antagonist 
AM251 (Figure 1I, p=0.69, MW). Locally applying BDNF, another retrograde messenger, does 

◄ Figure 1. local application of 2-AG promotes bouton growth.
A: Example images of a local application experiment before (top left) and during (top right, ‘puff ’) local application. 
100 µM 2-AG (and Alexa568 for visualization, red) was applied via a pipette close to inhibitory axons (green).  
Bottom: schematic representation of the experimental setup.
B: An axonal stretch (straightened) is shown over time. Imaged are taken every 5 minutes. After 5 time points, 
the local application stimulus (“puff”) is applied. Blue arrowheads indicate persistent boutons (present in all time 
points), while the orange arrowhead indicates a non-persistent bouton (present in at least two, but not all, time 
points).
C: Schematic representation of the categories used for the classification of bouton dynamics. The imaging period 
is divided in two periods: before treatment and after treatment. Boutons can be completely absent, sometimes 
present, or always present during a period. The arrows indicate a change in behavior from the first to the second 
period. New (N) boutons are absent before and sometimes present after treatment. Lost (L) boutons are 
sometimes present before and absent after treatment. Stabilizing (S) boutons are sometimes present before and 
always present after treatment. Destabilizing (D) boutons are always present before and sometimes present after 
treatment. Intermittent (I) boutons are sometimes present before and after treatment. Persistent (P) boutons are 
always present before and after treatment.
D: Bouton density of the different nonpersistent bouton categories for control (black; n=25 axons, N=9) and 2-AG 
(red; n=22 axons, N=8) treated axons. Bars represent mean ± SEM. *, p<0.05, Mann Whitney test.
E: Density of new boutons for control and 2-AG treated axons. Bars represent mean ± SEM. Dots represent 
individual axons. New boutons density is slightly increased after treatment (p=0.56, Mann-Whitney test).
F: Density of intermittent boutons for control and 2-AG treated axons. Bars represent mean ± SEM. Dots represent 
individual axons. Intermittent bouton density is significantly increased after treatment (*, p<0.05, Mann Whitney 
test).
G: Cumulative probability distributions of the growth coefficient of persistent boutons that were exposed to 
control ACSF (black; n=181 boutons; N=9) or 100 μM 2-AG (red; n=135 boutons; N=8). 
H: Cumulative probability distributions of the growth coefficient of non-persistent boutons that were exposed to 
control ACSF (black; n=162 boutons; N=9) or 100 μM 2-AG (red; n=167 boutons; N=8). *, p<0.05 Mann-Whitney 
test.
I: Cumulative probability distributions of the growth coefficient of non-persistent boutons that were exposed to 
control ACSF (black; n=195 boutons; N=5) or 100 μM 2-AG (red; n=204 boutons; N=6) in the presence of 5 μM 
of the CB1 receptor antagonist AM251.
J: Cumulative probability distributions of the growth coefficient of non-persistent boutons that were exposed to 
control ACSF (black; n=160 boutons; N=6) or 200 ng/ml BDNF (blue; n=195 boutons; N=6). 
K: Growth coefficient of non-persistent boutons with low and high baseline intensity. Bars represent mean ± SEM. 
***, p<0.001, 2-way ANOVA followed by Sidak multiple comparisons test.
L: Normalized bouton intensity over time for non-persistent boutons with low baseline intensity, that were exposed 
to control ACSF (black, n=54 boutons) or 2-AG (red, n=66 boutons). *, p<0.05, 2-way ANOVA followed by Sidak 
multiple comparisons test. Error bars represent SEM.
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not lead to more bouton growth, showing that the effect is specific to 2-AG (Figure 1J, 
p=0.09, MW). 

Because the non-persistent category of boutons contains boutons with a wide range of 
dynamics, it is not straightforward to interpret what exactly is causing the increase of the 
growth coefficient. We therefore compared the average growth coefficient of non-persistent 
boutons with a low or a high average baseline intensity. Low baseline intensity boutons 
roughly represent the boutons that are absent, very rarely present, or very small during the 
baseline period, while high baseline intensity boutons are boutons that are often present 
or large during the baseline period. We observe that low baseline intensity boutons are 
completely responsible for the increase in growth coefficient, while high baseline intensity 
boutons do not respond at all (Figure 1K, 2-way ANOVA, p<0.01 for treatment, baseline 
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Figure 2. Bath application of 2-AG does not robustly affect bouton dynamics.
A: Example of a typical imaging area used for the analysis of bouton dynamics. Maximum projection, median filtered 
for illustration purposes. The dashed box indicates the area that is shown enlarged in (B).
B: Enlarged image of the area indicated by the dashed box in (A), over time. Images were taken every 10 minutes, 
every other image is shown. Between the fifth and sixth timepoint, DMSO or 2-AG treatment is applied for 
5 minutes. Blue arrowheads indicate persistent boutons while orange arrowheads indicate an absent (open) or 
present (filled) non-persistent bouton. Scale bar, 1 μm.
C: Bouton density of the different non-persistent bouton categories for control (black; n=24 axons, N=6 slices) 
and 2-AG (red; n=23 axons, N=6 slices) treated axons. Bar represents mean ± SEM. 2-AG bath application does not 
induce robust changes in bouton dynamics.
D: Density of new boutons for control and 2-AG treated axons. Bar represents mean ± SEM. Dots represent 
individual axons. There is a trend towards a higher new bouton density after 2-AG bath application (p=0.35, Mann-
Whitney test).
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intensity, and interaction; followed by Sidak MC, p<0.001 for low baseline intensity, p=0.89 
for high baseline intensity). When we look at the average intensity of boutons with low 
baseline intensity over time, we observe that ~20 minutes after local application, bouton 
intensity is significantly increased compared to control (Figure 1L). This is a similar time 
scale as was observed for bouton growth after excitatory synapse stimulation, as described 
in chapter 3 (See Figure 1N,P of chapter 3). Together, these results strongly suggest that 
brief and local application of the endocannabinoid 2-AG is sufficient to promote inhibitory 
bouton growth, which is in agreement with our results in chapter 3. 

Next, we asked if longer and global application of 2-AG would lead to a more robust effect 
on bouton dynamics. We performed two-photon imaging of large stretches of GFP-labeled 
inhibitory axons in organotypic slices of GAD65-GFP mice (Figure 2A,B). After acquiring 5 
baseline time points (imaging every 10 minutes), we performed bath application of 100 µM 
2-AG or control solution in ACSF for 5 minutes, after which the treatment was washed 
out with regular ACSF. We then continued to acquire images for 10 more time points. For 
2-4 axons per slice, we quantified bouton dynamics by classifying boutons in the different 
categories. In general, bouton densities in the different categories correspond well with 
bouton densities as measured in the local application experiments. Once again, we observe 
a small trend towards more new boutons after 2-AG application (Figure 1C,D, p=0.35, MW). 
These data suggest that bath application of 2-AG for 5 minutes has a similar effect as local 
application for 1 minute. We therefore conclude that while we managed to reproduce a 
similar trend on new boutons, longer and more global application of 2-AG does not lead to 
a more robust increase in the density of new boutons.

Repeated brief CB1 receptor activation leads to an increase in 
mIPSC frequency after 24h

Inhibitory boutons are considered to be a morphological correlate of inhibitory synapses: 
~80% of inhibitory boutons colocalizes with inhibitory pre- and postsynaptic markers (Frias 
et al., 2019; Wierenga et al., 2008). For non-persistent boutons, the level of colocalization 
with synaptic markers is lower and is dependent on how long the bouton is present (Frias 
et al., 2019; Schuemann et al., 2013). Even on the minute-to-hour time scale, a substantial 
part of the newly formed boutons are likely to be functional synapses (see Figure S1G-I in 
chapter 3). The gradual increase in colocalization with synaptic markers suggests that newly 
formed boutons slowly mature to functional synapses. We therefore set out to study if the 
bias towards bouton growth that is triggered by endocannabinoid signaling on short time 
scales can lead to the formation of functional inhibitory synapses on longer time scales.

To study the long-term effect of endocannabinoid signaling in inhibitory synapse formation, 
we treated organotypic hippocampal slices by placing the insert with the slice in culturing 
medium containing 100 µM 2-AG or DMSO vehicle for 20 minutes (Figure 3A). To ensure 
that the treatment penetrated well into the slice, a drop of culturing medium containing 
the treatment was placed on top of the slice. The treatment period of 20 minutes was 
chosen to briefly activate CB1 receptors, while ensuring sufficient penetration into the slice. 
Afterwards, the insert with the slice was placed in regular culturing medium and a drop of 
culturing medium was placed on top of the slice to wash out the treatment. This procedure 
was repeated three times in total (2h intervals) to increase the likelihood of inducing a 
robust effect. 24h later, we performed patch clamp electrophysiology on CA1 pyramidal 
neurons and measured miniature inhibitory postsynaptic currents (mIPSC).
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Figure 3. Repeated brief 2-AG treatments lead to an increased mIPSC frequency after 24h.
A: Slices were placed with the culturing insert in medium containing 100 µM 2-AG or DMSO control and a drop of 
treatment medium was placed on top of the slice to ensure penetration. After 20 minutes, slices were placed back 
in fresh culturing medium. This treatment was performed three times in total, spaced at 2h intervals. After the last 
treatment, slices were kept in fresh culturing medium until they were used for patch clamp experiments 24h later.
B: Example electrophysiological traces showing mIPSCs recorded in slices that were treated with DMSO (top; 
black) or 2-AG (bottom; red).
C: mIPSC frequency of CA1 pyramidal neurons treated with DMSO (black; n=19 cells, N=5 slices) or 2-AG (red; 
n=14 cells, N=5 slices). Bars represent mean ± SEM. Dots represent individual cells. p=0.0504, Mann-Whitney test.
D: mIPSC amplitude of CA1 pyramidal neurons treated with DMSO (black) or 2-AG (red). Bars represent mean ± 
SEM. Dots represent individual cells. p=0.08, Mann-Whitney test.
E: Series resistance of CA1 pyramidal neurons treated with DMSO (black) or 2-AG (red). Bars represent mean ± 
SEM. Dots represent individual cells. p=0.47, Mann-Whitney test.
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A mIPSC reflects the spontaneous fusion of a synaptic vesicle and the subsequent activation 
of postsynaptic GABAA receptors. We observed that the frequency of mIPSCs is increased in 
the cells that were treated with 2-AG (Figure 3B,C). This trend towards a higher frequency 
is nearly significant (p=0.05, MW). When looking at the histogram of the inter-event interval 
(IEI), we observe that there is a relative increase of short (50-170 ms) IEIs, causing an increase 
in average frequency (Figure 3F). An increase of mIPSC frequency indicates an increased 
spontaneous vesicle fusion, and therefore could reflect an increase in the total number of 
inhibitory synapses or an increase in release probability.

The average mIPSC amplitude shows a trend towards decrease in 2-AG treated cells 
(Figure 3B,D, p=0.08, MW). This decrease is not caused by a difference in series resistance 
(Figure 3E, p=0.47, MW). A decreased average mIPSC amplitude suggests that on average, 
inhibitory postsynapses are weaker. The histogram of mIPSC amplitude shows that there is a 
relative increase of 9-15 pA mIPSCs (Figure 3G). Together, these data show that after 2-AG 
treatment we observe more mIPSCs , and mIPSCs are typically of lower amplitude. This 
is in agreement with the 2-AG treatment causing an increase in the number of functional 
inhibitory synapses. It is likely that after 24 hours, new synapses are still in the process 
of maturation. The amplitude associated with new synapses is therefore low and reduces 
the average amplitude. On longer time scales, new synapses will likely become stronger. 
Together, these results are in agreement with the hypothesis that brief stimulation of the 
endocannabinoid system promotes bouton growth on shorter time scales, leading to an 
increase of functional inhibitory synapses on longer time scales.

Prolonged activation of CB1 receptors leads to a decrease in the 
number of boutons and synapses

Next, we tested the effect of prolonged stimulation of the eCB system on inhibitory synapses. 
Prolonged stimulation could lead to a more robust increase in inhibitory synapses. On the 
other hand, It has been reported that the CB1 receptor can desensitize and internalize 
upon prolonged activation by agonists (Coutts et al., 2001; Hsieh et al., 1999; Jin et al., 
1999; Thibault et al., 2013; Wu et al., 2008). We placed organotypic hippocampal slices of the 
GAD65-GFP mouse line in culturing medium containing 100 µM 2-AG or DMSO vehicle 
for 48 hours (continuous treatment, Figure 4A). In parallel, we treated slices with 5 µM of 
the CB1 receptor antagonist AM251 to study the effect of basal endocannabinoid release 
in the slice. We regularly placed a drop of culturing medium on top of the slice to ensure 
sufficient penetration of the treatment. After 48 hours, we fixed the slices and performed 
immunohistochemistry and confocal imaging.

First, we tested whether inhibitory bouton density was affected. We quantified bouton 
density based on the GFP fluorescence for up to eight axons per image stack and acquired 
up to five image stacks per slice (Figure 4B). Prolonged manipulation of the endocannabinoid 
system affects bouton density (Figure 4C,F, p<0.01, ANOVA; ns, Sidak MC). We observe 
a trend towards lower bouton density after 2-AG treatment. Preventing CB1 receptor 
activation altogether leads to the opposite effect: treatment with AM251 leads to an 
increase in bouton density. These data are in contrast with our results obtained with shorter 

F: Relative frequency distribution of mIPSC inter-event-interval (IEI) of cells treated with DMSO (gray; n=927 
mIPSCs, N=19 cells) or 2-AG (pink; n=686 mIPSCs, N=14 cells).
G: Relative frequency distribution of mIPSC amplitude of cells treated with DMSO (gray; n=950 mIPSCs, N=19 
cells) or 2-AG (pink; n=700 mIPSCs, N=14 cells).
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Figure 4. Prolonged stimulation of the eCB system reduces inhibitory synapse density and CB1 receptor levels.
A: Slices were treated continuously for 48 hours with 100 µM 2-AG, 5 µM AM251 or DMSO control, before 
fixation and immunohistochemistry.
B: Example of confocal images (maximum projection) of treated slices. GFP-labeled inhibitory axons (green; left), 
staining for the CB1 receptor (magenta; middle), and merge (right). 
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treatments, suggesting that prolonged treatment induces different signaling pathways than 
short treatments. 

As reported in chapter 3 (Figure S4 of chapter 3), roughly half of the GFP-positive inhibitory 
neurons in our model system shows clear CB1 receptor expression. We therefore 
performed immunohistochemistry for the CB1 receptor (Figure 4B). We divided the axons 
into axons that were positive for the CB1 receptor (CB1R+) and axons that did not show 
clear CB1 receptor expression (CB1R-) and compared bouton densities (Figure 4D,E,G,H). 
CB1R+ and CB1R- axons were both affected by the treatments (CB1R+: p=0.03, ANOVA; 
ns, Sidak MC. CB1R-: p=0.02, ANOVA; p=0.02 (AM251 vs Control), Sidak MC). The decrease 
in bouton density after 2-AG treatment is due to a specific decrease of boutons in CB1R+ 
axons, while CB1R- axons are unaffected (Figure 4G). This suggests that 2-AG directly and 
selectively affects CB1R+ axons through axonal CB1 receptors. On the other hand, the 
increase in bouton density after AM251 treatment seems to occur mostly in CB1R- neurons 
(Figure 4H). This surprising observation suggests that preventing CB1 receptor activation 
has a profound effect on axons that express low levels of the CB1 receptor, that are not 
detectable with immunohistochemistry. Alternatively, CB1R- axons are affected by blocking 
CB1 receptor activation indirectly – for example, their bouton density could be dependent 
on signaling via CB1 receptor-expressing astrocytes (Navarrete et al., 2014; Navarrete and 
Araque, 2008).

In the same slices, we also performed immunohistochemistry for the presynaptic inhibitory 
synapse marker VGAT (vesicular GABA transporter) and the postsynaptic inhibitory synapse 
marker gephyrin (Figure 4I). We selected four ROIs of 10x10 µm per image stack and 
quantified the number of colocalizing puncta of VGAT and gephyrin. As the presence of VGAT 
and gephyrin indicates functional pre- and postsynaptic compartments, a colocalization can 
be considered a putative inhibitory synapse. We therefore quantified the synapse density by 
counting the number of colocalizations. Upon treatment with 2-AG, there is a trend towards 
a decrease in synapse density (Figure 4J, p=0.05, ANOVA). This decrease seems to be caused 
by a decrease in the number of gephyrin puncta (p<0.01, ANOVA; p<0.01, Sidak MC; data 
not shown) and a trend towards decrease in the number of VGAT puncta (p=0.06, ANOVA; 
data not shown). This is in agreement with the effect we observed on bouton density. On 
the other hand, treatment with AM251 does not seem to affect the number of inhibitory 
synapses. 

C-E: Bouton density for all axons (C) in slices that were treated with DMSO control (black; n=51 axons, N=9 
image areas), 2-AG (red; n=66 axons, N=10 image areas), or AM251 (blue; n=64 axons, N=11 image areas). Axons 
were categorized as CB1R+ axons ((D), n=32, 26 and 44, respectively) and CB1R- axons ((E), n=19, 40 and 20, 
respectively). Bars represent mean ± SEM. Dots represent individual axons. One-way ANOVA is significant for all 
graphs (all: p<0.01; CB1R+ and CB1R-, p<0.05; Post-hoc Dunnett’s multiple comparisons test is only significant for 
CB1R-: AM251 vs Control, p<0.05)
F-H: Cumulative probability distributions of bouton density for all axons (F), CB1R+ (G) and CB1R- (H) axons in 
slices that were treated with DMSO control (black), 2-AG (red), or AM251 (blue).
I: Example of confocal images (maximum projection) of treated slices. Staining for vesicular GABA transporter 
(VGAT, blue), gephyrin (red) and merge. Scale bar, 2 µm.
J: Number of synapses (colocalizations of VGAT and gephyrin puncta) per 10 µm2 for slices that were treated with 
DMSO control (black; n=31, N=9 image areas), 2-AG (red; n=16, N=4 image areas), or AM251 (blue; n=32, N=9 
image areas). Bars represent mean ± SEM. Dots represent individual 10x10 μm boxes. One-way ANOVA: p=0.0513; 
post-hoc Dunnett’s multiple comparisons test: Control vs 2-AG, p<0.05.
K: Percentage of CB1R+ axons in slices that were treated with DMSO control (black; n=10 image areas, N=3 slices), 
2-AG (red; n=10 image areas, N=3 slices), or AM251 (blue; n=10 image areas, N=3 slices). Bars represent mean ± 
SEM. Dots represent individual image areas. One-way ANOVA: p<0.01; post-hoc Dunnett’s multiple comparisons 
test: ns).
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Figure 5. Manipulations of the endocannabinoid system affect structural LTP after glutamate uncaging.
A: A cluster of four small spines was stimulated near-simultaneously 30 times at 0.5 Hz using two-photon glutamate 
uncaging. After the stimulus, we continued to monitor the spines and quantify the growth of the spine head.
B: Spine growth, quantified as the increase in relative intensity (Δ%I) over time (as shown in chapter 3). Local spine 
stimulation induced a gradual increase in spine size over time (‘Stim’, blue; n=104 spines, N=32), which was absent in 
the non-stimulated condition (‘No Stim’, black; n=61 spines, N=19). *,p<0.05, two-way ANOVA with post-hoc Sidak 
multiple comparisons test on all datasets (B, G, H and I), compared to Stim. Bars represent SEM.
C: Heat map showing spine volumes over time of all experiments where we performed spine stimulation 
(“Stimulated”, n=104 spines, N=32). Each row represents a single experiment. The vertical white line indicates the 
end of the baseline period (first 20 minutes). White squares indicate missing time points. Experiments are sorted 
by maximal spine growth.
D-F: Heat maps showing spine volumes over time of all experiments where we performed spine stimulation in 
presence of 5 μM AM251 in the bath (D; “CB1R Block”, n=67 spines, N=18), 5 μM THL in the patch pipette (E; 
“2-AG Production Block”, n=76 spines, N=21) or 100 nm JZL184 in the bath (F; “2-AG degradation Block”, n=64 
spines, N=18). Each row represents a single experiment. The vertical white line indicates the end of the baseline 
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Together, these data suggest that prolonged activation of the CB1 receptor can decrease 
the number of boutons and synapses, while preventing CB1 receptor activation causes an 
increase. This is in contrast with the effect we observed with shorter treatments of 2-AG, 
which lead to more inhibitory boutons and synapses. In our experiments, we observed that 
drug treatment affects the fraction of CB1R+ axons (Figure 4K, p<0.01, ANOVA; ns, Sidak 
MC). Under control conditions the fraction of CB1R+ GFP-labeled axons was 49±6%, but 
this fraction was decreased upon 2-AG treatment (40±5%) and strongly increased after 
AM251 treatment (65±4%). These results suggests that tonic endocannabinoid signaling 
affects receptor expression levels, causing a change in the percentage of axons that is 
detectable as CB1R+.

Our data shows that prolonged manipulations of the eCB system affects the level of 
CB1 receptors, but also has an effect on inhibitory synapse formation that is not yet fully 
understood. The local coordination of inhibitory bouton formation observed in chapter 3 is 
likely mediated by an acute and local increase in eCB production. The results obtained in this 
experiment might therefore not be very representative of the role of eCB signaling in this 
local coordination. 

The endocannabinoid system can also affect excitatory synaptic 
plasticity

While eCBs are most famous for their effects on inhibitory synapses, they can also affect 
excitatory synapses. Indirectly, the endocannabinoid system is thought to facilitate LTP at 
excitatory synapses by locally reducing inhibition, a form of metaplasticity (Carlson et al., 
2002; Chevaleyre and Castillo, 2004; Xu et al., 2014). Recent studies have shown that eCBs 
can also directly mediate presynaptically expressed LTP at corticostriatal synapses and 
perforant path-dentate granule cell synapses (Cui et al., 2015, 2016; Wang et al., 2016, 2018). 
On the other hand, there are reports that observe a reduction of LTP with eCB signaling 
that might be mediated through postsynaptic CB1 receptors (Maroso et al., 2016; Monory 
et al., 2015; Stella et al., 1997) However, at the level of the single synapse, it has not yet been 
studied how eCB signaling influences long-term potentiation.

In chapter 3, we used two-photon glutamate uncaging on excitatory synapses to trigger the 
growth of an inhibitory presynaptic bouton. The glutamate uncaging protocol is designed 
to induce long-term potentiation, and after glutamate uncaging, we observed spine growth 
(Figure 5A-C) which serves as a morphological proxy for LTP (as described in chapter 2). We 
repeated our experiments in presence of drugs that interfere with eCB signaling, to show 
the involvement of the eCB system in inhibitory bouton formation (Figure 4 in chapter 3). 
These experiments however also allow us to assess the effect of manipulations of the eCB 
system on excitatory synaptic plasticity. Here, we reanalyze our previous data and quantify 
the growth of the spines that were stimulated in these experiments.

First, we performed two-photon glutamate uncaging on four excitatory spines in the presence 
of 5 µM of the CB1 receptor antagonist AM251. Spine growth was intact when CB1 receptor 

period (first 20 minutes). White squares indicate missing time points. Experiments are sorted by maximal spine 
growth.
G-I: Spine growth over time for stimulated spines in the presence of AM251 (G; dark gray), THL (H; light gray) or 
JZL184 (I; orange). All graphs show spine growth as measured in absence of any drugs (blue, “Stim”) as a reference. 
*,p<0.05, two-way ANOVA with post-hoc Sidak multiple comparisons test on all datasets, compared to Stim. Bars 
represent SEM.
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was blocked and was similar to the level of spine growth in absence of pharmacological 
manipulations, although the average spine growth seemed to accelerate (Figure 5D,G). 
Next, we stimulated spines while the postsynaptic neuron was perfused with 5 µM THL, an 
inhibitor of the 2-AG synthesis enzyme DAGL. Under these conditions, spine growth seems 
to be largely unaffected (Figure 5E,H). Finally, we stimulated spines in presence of 100 nM 
JZ184, an inhibitor of the enzyme MAGL which is responsible for the degradation of 2-AG. 
When 2-AG degradation is inhibited and 2-AG levels are therefore likely increased, spine 
growth is completely abolished (Figure 5F,I). It is important to note that in this condition, 
inhibitory bouton growth is intact (Figure 4C-E of chapter 3). 

These results suggest that increasing 2-AG concentration by preventing degradation can 
abolish long-term plasticity of excitatory synapses. Our results best correspond with data 
presented by Maroso and colleagues. They show that in superficial CA1 pyramidal cells, 
postsynaptically expressed CB1 receptors can trigger a signaling cascade that upregulates 
the HCN-mediated Ih-current and thereby strongly reduces LTP (Maroso et al., 2016). To 
fully understand our observations regarding spine growth, we need to explore whether 
postsynaptically expressed CB1 receptor plays a role here as well, or whether spine growth 
is affected through an indirect mechanism.
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Discussion & Outlook
In this chapter, we further explored the role of eCB signaling in inhibitory bouton and 
synapse formation. We showed that brief and local application of the eCB 2-AG to inhibitory 
axons leads to more bouton growth, similar to the results that were presented in chapter 3. 
Repeated treatments with 2-AG can lead to an increase of mIPSC frequency 24 hours later, 
in agreement with an increase in the number of inhibitory synapses. Prolonged manipulations 
of the eCB system lead to changes in CB1 receptor expression and effects on inhibitory 
synapse formation that are opposite to what was observed after brief treatments. We also 
presented data that suggests that manipulations of the eCB system can affect the structural 
plasticity of single excitatory synapses. Together, our data show that the eCB system is highly 
versatile and plays important roles in many plasticity processes.

In chapter 3, we observed an increased likelihood of bouton growth on an axon-dendrite 
crossing after stimulation of excitatory synapses on the dendrite. Most of these boutons 
grew on an “empty” axonal stretch, while in a small number of experiments a small varicosity 
that was already present on the axon grew into a bouton after stimulation. We therefore 
hypothesized that mimicking the signaling events by locally applying 2-AG would lead to an 
increase in the number of new boutons. Our experiments demonstrated that both local (1 
min) and global (5 min) application of 2-AG leads to a small trend towards more new bouton 
formation. The relative weakness of this effect might be caused by the large stretches of 
axons that are exposed to 2-AG. eCB signaling is thought to spread about 10 µm (Chevaleyre 
and Castillo, 2003), while in our experiments ~30 µm of the axon (local application) or even 
the entire axon (global application) is exposed. When signaling is triggered over a wider 
area, boutons-in-the-making might compete for the same resources (Frias and Wierenga, 
2013; Staras, 2007; Staras et al., 2010; Wierenga, 2017), therefore reducing the effect on new 
bouton formation. With local application, we do observe a robust effect on the maximal 
bouton growth coefficient, a less strict measurement that is dependent on changes in bouton 
volume as well as the appearance of new boutons and can therefore pick up more subtle 
effects. This result demonstrates that axons that are exposed to 2-AG are more prone to 
form new boutons and/or grow from small varicosities into larger boutons. 

We do not yet fully understand what it takes to make an inhibitory bouton, or how this 
could be regulated by eCB signaling. Typically, CB1 receptors are coupled to a Gαi/o subunit 
and activation of the receptor leads to reduction of cAMP levels and PKA activity (Heifets 
and Castillo, 2009). It is well possible that the effect of eCB signaling on bouton growth 
is mediated by the Gαi/o pathway. It would therefore be interesting to study the role of 
cAMP/PKA signaling in inhibitory bouton growth. It is however important to note that 
atypical signaling through other Gα subunits can occur. An atypical CB1 receptor signaling 
pathway has been reported in immature neurons, where the CB1 receptor is expressed 
in axonal growth cones. Growth cone avoidance or collapse is regulated through CB1 
receptors coupled to an atypical Gα12/13 subunit, and activation of the receptor leads to 
RhoA and ROCK activation and actin cytoskeleton remodeling in the axon (Berghuis et 
al., 2007; Njoo et al., 2015; Roland et al., 2014). A similar pathway might play a role in the 
growth of presynaptic boutons. Mature axons and boutons contain complex actin structures 
(Ganguly et al., 2015; Papandréou and Leterrier, 2018), and previous work from our lab has 
shown that promoting actin depolymerization can enhance bouton stabilization (Frias et al., 
2019). This is likely regulated through the reduction of ROCK activity, while Gα12/13-coupled 
CB1 receptor activation leads to an increase of ROCK activity. It is however possible that 
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during different stages bouton growth and formation, different actin remodeling strategies 
are applied. Perhaps early formation and growth of a bouton requires an increase of ROCK 
activity and actin polymerization, while stabilization of boutons requires a reduction in 
ROCK activity and actin depolymerization. The activation of RhoA and ROCK, as well as 
other Rho GTPases, play important roles in the actin remodeling required for spine growth 
during long-term potentiation (see also chapter 2) (Murakoshi et al., 2011), which might be 
analogous to bouton growth. Future experiments will shed a light on the type of G-protein 
signaling that is involved as well as the role of actin remodeling in inhibitory bouton growth.

The growth of an inhibitory presynaptic bouton is no warranty for the formation of an 
inhibitory synapse. We therefore performed electrophysiology experiments 24 hours after 
three brief treatments with 2-AG to study if eCB signaling could trigger the formation of 
functional synapses on longer time scales. We observed an increase in mIPSC frequency, which 
is in agreement with an increase in the number of inhibitory synapses. Alternatively this result 
can be explained by an increase in vesicle release probability. To distinguish between these, 
paired pulse ratio experiments should be performed. Additionally, immunohistochemistry 
experiments can be performed 24h after treatment to analyze bouton densities and VGAT/
gephyrin colocalizations, potentially confirming an increase in inhibitory synapse number.

Apart from the effects we observed on inhibitory neurons, our data also suggest that 
excitatory synaptic plasticity is affected by manipulations of the eCB system. Specifically, two-
photon glutamate uncaging-induced spine growth was completely abolished in the presence 
of an inhibitor of the 2-AG degrading enzyme MAGL. These results suggest that (over)
activation of the eCB system can interfere with spine growth. To test if strong CB1 receptor 
activation indeed prevents spine growth, local application of a CB1 receptor agonist should 
be combined with two-photon glutamate uncaging. Additionally, inhibiting MAGL in presence 
of a CB1 receptor antagonist should restore spine growth if the effect is indeed mediated 
by CB1 receptors. It has been shown that theta burst stimulation-induced LTP is abolished 
in superficial CA1 pyramidal neurons in the presence of the synthetic CB1 receptor agonist 
WIN. CB1 receptor signaling was localized to the postsynaptic dendrite and required 
modulation of HCN channels (Maroso et al., 2016). Knock-out of the CB1 receptor in 
glutamatergic and GABAergic neurons specifically could elucidate the locus of CB1 receptor 
signaling that is important for spine growth.

In this chapter, we focused on the role the eCB 2-AG. While we do not exclude a role 
for AEA in the regulation of inhibitory synapse formation, there are two reasons for 
focusing on 2-AG. (1) As mentioned in the introduction, 2-AG is the predominant eCB in 
the hippocampus in terms of concentration. (2) In the glutamate uncaging experiments of 
chapter 3, we observed that intracellular perfusion with THL, a drug that inhibits the 2-AG 
producing enzyme DAGL, could abolish the enhancement of inhibitory bouton growth. As 
DAGL cannot synthesize AEA, this result suggests that specifically 2-AG mediates dendritic 
coordination of excitatory and inhibitory synapses. It however needs to be noted that in 
most experiments in this chapter we perform exogenous application of 2-AG to activate 
the CB1 receptor. Repeating experiments with exogenous application of AEA will provide 
further insights in its role in these processes.

The CB1 receptor is highly expressed in a subset of GFP-labeled inhibitory axons in our 
organotypic hippocampal slices, as demonstrated by immunohistochemistry (Figure 4). It is 
therefore most likely that our results can be explained by activation of the CB1 receptor 
in these axons. Experiments with the antagonist AM251, that displays strong selectivity for 
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the CB1 receptor over the CB2 receptor, prevented bouton growth upon local application 
(Figure 1) and in chapter 3. However, we cannot completely exclude a contribution of the 
CB2 receptor or other atypical eCB receptors. While the CB2 receptor is mostly present 
on immune cells, some studies have detected the CB2 receptor and CB2 receptor-mediated 
effects in the brain (den Boon et al., 2012; Li and Kim, 2015; Stempel et al., 2016). Additionally, 
it has been shown that eCBs can activate the vanilloid receptor TRPV1, which is expressed 
throughout the brain, and mediate postsynaptic LTD (Chávez et al., 2010; Cristino et al., 
2006; Tóth et al., 2005). Future studies might elucidate the involvement of these receptors 
in inhibitory synapse formation. It would also be interesting to further look into the role of 
astrocytes and neurons with low levels of CB1 receptor expression in inhibitory synapse 
formation and excitatory synaptic plasticity.

Our experiments with prolonged (48h) manipulations of the eCB system showed that the 
duration of CB1R experiments can crucially affect the downstream effect. A prolonged 
exposure to 2-AG leads to a reduction in inhibitory boutons and synapses, while prolonged 
exposure to AM251 leads to an increase in inhibitory boutons. This is in strong contrast 
with the effects observed with shorter treatments, where 2-AG exposure lead to more 
bouton growth and an increase of mIPSC frequency. We furthermore observed that 
prolonged manipulations can affect the fraction of axons that are detected as positive for 
the CB1 receptor. These changes in receptor expression could be due to changing rates 
of internalization in the presence of agonist or antagonist. Like many G-protein coupled 
receptors, CB1 receptors internalize and desensitize upon activation. This is thought to 
happen continuously due to tonic CB1R activation and might be a mechanism of regulating 
receptor levels. (Coutts et al., 2001; Hsieh et al., 1999; Jin et al., 1999; Thibault et al., 2013; 
Wu et al., 2008). Prolonged exposure of the CB1 receptor to agonist leads to more 
internalization, while prolonged exposure to an antagonist reduces the basal level of 
internalization, and these changes could affect the fraction of axons we can detect as CB1R+ 
using immunohistochemistry. A reduction of the surface expression level of the receptor 
for 48 hours potentially interferes with regular eCB-mediated synapse formation. This could 
explain why we observe a reduction of inhibitory boutons and synapses instead of the 
increase that was observed in experiments where we used brief treatments.

It has been suggested that the duration of CB1 receptor activation (seconds versus minutes) 
is a crucial differences between the induction of short-lasting DSI or long-lasting eCB-LTD 
(Castillo et al., 2012; Chevaleyre and Castillo, 2003). In striatum, it has been shown that the 
level and duration of eCB release can even determine the difference between LTP and LTD 
(Cui et al., 2016). In a more extreme case, we showed here that prolonged (48h) manipulations 
of the eCB system can lead to effects that are very different from brief treatments. These 
observations suggest that in the realm of eCB signaling, timing is crucial. It would therefore 
be of high importance to perform experiments that increase our understanding of the 
temporal aspects of eCB signaling. To assess the relevance of the different eCB-mediated 
processes that have been reported, it is also important to study under what circumstances 
and with what temporal pattern eCBs are released under physiological conditions.

Altogether, our data provide strong indications that endocannabinoid signaling is involved 
in the growth and formation of inhibitory presynaptic boutons, and on longer time scales, 
the formation of synapses. Furthermore, our data suggest that excitatory synaptic plasticity 
might be affected by eCB signaling as well. These results suggest a role for eCBs as local 
coordinators of excitation and inhibition. Their rapid synthesis upon glutamate receptor 
activation, local action radius, and large repertoire of effects on excitatory and inhibitory 
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pre- and postsynapses makes them an ideal candidate to locally maintain coordination. 
However, eCB signaling is complex, many atypical signaling pathways have been reported, 
and concentration, duration and frequency of eCB release seems to matter significantly. 
Further research is therefore needed to elucidate the exact role of the eCB system in all 
these processes.
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Methods
Experimental model and subject details

Mice

In this study, male and female GAD65-GFP mice (López-Bendito et al., 2004) were used 
(bred as a heterozygous line in a C57BL/6JRj background). All animal experiments were 
performed in compliance with the guidelines for the welfare of experimental animals issued 
by the Federal Government of The Netherlands. All animal experiments were approved by 
the Animal Ethical Review Committee (DEC) of Utrecht University.

Organotypic hippocampal slice cultures

Organotypic hippocampal slice cultures were prepared at postnatal day 6-8 with a method 
slightly modified from Stoppini et al. (Stoppini et al., 1991), as described in chapter 3. In brief: 
after decapitation and hippocampal dissection, slices were chopped with a thickness of 400 
µm. Sliced were placed on culture inserts in culturing medium (consisting of 48% MEM, 
25% HBSS, 25% horse serum, 30 mM glucose and 12.5 mM HEPES, pH set at 7.3-7.4 and 
osmolarity set at 325 mOsm) and stored in an incubator (35 °C, 5% CO2). Slices were used 
for experiments after at least 7 days in vitro.

Method details

Two-photon microscopy

Two-photon microscopy was performed as described in chapter 3. In brief: slices were 
transferred to the microscope recording chamber and continuously perfused with 
carbogenated (95% O2, 5% CO2) artificial cerebrospinal fluid fluid (ACSF, consisting of (mM): 
126 NaCl, 3 KCl, 2.5 CaCl2, 1.3 MgCl2, 26 NaHCO3, 1.25 Na2H2PO4, 20 glucose and 1 Trolox). 
All images were taken using a 60x water immersion objective on a customized two-photon 
microscope using a tunable femtosecond pulsed laser. For local application experiments 
(Figure 1), image stacks (468x468 pixels, 51.5x51.5 µm with 0.5 µm z-steps) were acquired 
at a wavelength of 910 nm every 5 minutes for 5 time points before and up to an hour after 
local application. During local application, the laser was tuned to 840 nm to visualize GFP 
and Alexa568 simultaneously, allowing us to estimate the puff area. For bath application 
experiments (Figure 2), image stacks (1024x1024 pixels, 93.5x93.5 µm with 0.5 µm z-steps) 
were acquired at a wavelength of 910 nm every 10 minutes for 5 time points before and 
10 time points after bath application. For spine growth experiments (Figure 5), image stacks 
(256x256 pixels, 28.4x28.4 µm with 0.5 µm z-steps) were acquired at a wavelength of 840 
or 870 nm to visualize GFP and Alexa568 simultaneously. Images stacks were acquired every 
5 minutes for 4 time points before and up to an hour after spine stimulation.

Local application of 2-AG or BDNF

Slices were placed in a chamber that was continuously perfused with ACSF at room 
temperature. For the local application of 2-AG, thick-walled application pipettes were 
filled with HEPES-ACSF (consisting of (mM): 135 NaCl, 3 KCl, 2.5 CaCl2, 1.3 MgCl2, 1.25 
Na2H2PO4, 20 Glucose, and 10 HEPES) + 50 µM Alexa568 (for visualization) and 100 µM 
2-arachidonoylglycerol (2-AG, Tocris) + 0.1% DMSO or 0.1% DMSO control solution. In 
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experiments when CB1 receptors were blocked, 5 µM AM251 was added to the bath and 
the local application solution. We targeted axons in stratum radiatum, but we cannot exclude 
that a small population of GFP-labeled somatically targeting boutons were exposed and 
analyzed. Before the start of the experiment, the application pipette was placed inside the 
top layer of the slice, close to an area with multiple GFP-expressing inhibitory axons under 
visual control (excitation wavelength 840 nm for simultaneous visualization of Alexa568 and 
GFP). We adjusted the pressure of application pulses to set the diameter of the application 
area to ~30 µm using a Picospritzer II (4-10 mmHg). 2-AG was applied in 30 bursts at 0.5 
Hz (3 pulses of 50 ms per burst) to mimic the spine stimulation protocol of chapter 3. For 
BDNF application, we used 200 ng/ml Human recombinant BDNF (Merck) + 0.1% bovine 
serum albumin (BSA, Sigma) or 0.1% BSA control and 25-75 ms pulses at 2 Hz for 2 minutes. 

Bath application of 2-AG

Slices were placed in a chamber that was continuously perfused with ACSF that was maintained 
at 32 °C using a temperature controller (Luigs & Neumann). 100 µM 2-arachidonoylglycerol 
(2-AG, Tocris) + 0.1% DMSO or 0.1% DMSO control in ACSF was perfused over the slice for 
5 minutes just before the acquisition of the 6th time point. At the start of the 6th time point, 
perfusion was switched back to regular ACSF. 

Spine stimulation

The data on spine stimulation (Figure 5) that are presented in this chapter are reanalyzed 
from the experiments presented in Figure 4 of chapter 3. In brief: cells were patched (internal 
solution consisting of (mM): 140 K-gluconate, 4 KCl, 0.5 EGTA, 10 HEPES, 4 MgATP, 0.4 
NaGTP, 4 Na2Phosphocreatine, and 30 uM Alexa568) to label the dendritic tree. After 
acquiring four baseline time points, an enlarged patch pipette was used for local application 
of 5 µM DNI-glutamate dissolved in HEPES-ACSF. We stimulated four small spines 30 times 
at 0.5 Hz near-simultaneously (0.1 ms interval) using 1 ms pulses of 730 nm light using a 
second femtosecond-pulsed laser. We then continued to image for up to an hour.

To block CB1 receptors, 5 µM AM251 (Tocris) was added to the bath and allowed to incubate 
for at least 40 minutes before the start of the experiment (so at least 60 minutes before 
spine stimulation). We also added 10 µM AM251 in the application pipette. To block 2-AG 
production by the enzyme DAGL in the postsynaptic dendrite, 5 µM of Tetrahydrolipstatin 
(THL, Orlistat, Sigma) was added to the patch clamp intracellular solution. The time between 
break-in and spine stimulation was typically 30-40 minutes. To block 2-AG degradation, 100 
nM JZL184 (Tocris) was added to the bath and allowed to incubate for at least 40 minutes 
before the start of the experiment.

Pharmacological treatments

For electrophysiology experiments (Figure 3), slices were treated for 20 minutes with 100 
µM 2-AG + 0.1% DMSO or 0.1% DMSO alone dissolved in culturing medium. Slices were 
placed with the cell culture insert in 1 ml of treatment medium and a ~15 µl drop was placed 
on top of the slice to ensure sufficient penetration of the treatment. 20 minutes later, the 
insert was moved to a new well with fresh culture medium, and again a drop was placed on 
top of the slice to wash out the drug. This procedure was repeated in total 3 times at 2 hour 
intervals. After the last treatment, the insert was passed through two wells of fresh culture 
medium before being placed in the final well with fresh medium, where it stayed overnight in 
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absence of any treatment. During the entire treatment, slices were kept in an incubator (35 
°C, 5% CO2). 24 hours after the start of the first treatment, electrophysiology experiments 
were performed.

For immunohistochemistry experiments (Figure 4), slices were treated for 48 hours with 
100 µM 2-AG + 0.1% DMSO, 5 µM AM251 + 0.1% DMSO, or 0.1% DMSO alone dissolved 
in culturing medium. Slices were placed with the cell culture insert in 1 ml of treatment 
medium and a ~40 μl drop was placed on top of the slice to ensure sufficient penetration of 
the treatment. A fresh drop was placed on the slice at the start and end of every day. After 
24h, the culturing medium in the well was replaced with fresh culturing medium with fresh 
drugs. During the entire treatment, slices were kept in an incubator (35 °C, 5% CO2) and 
were shielded from light to prevent light-induced degradation of the drugs. After 48 hours, 
slices were fixed and prepared for immunohistochemistry.

Recording miniature inhibitory postsynaptic currents

Slices were placed in a chamber that was continuously perfused with ACSF at 32-34 °C. 
The 4x air objective was used to locate the CA1 region of the slice culture and to roughly 
position the patch pipette. Under a 60x water immersion objective (Olympus LUMFL N; 
1.1 NA), whole-cell patch clamp of a CA1 pyramidal cell neuron was performed. The patch 
pipette (3-7 MΩ) was filled with an internal solution with high chloride concentration 
(consisting of (mM): 70 K-gluconate, 70 KCl, 0.5 EGTA, 10 HEPES, 4 MgATP, 0.4 NaGTP, 4 
Na2Phosphocreatine, and osmolarity set at 295 mOsm). This internal solution ensures that 
GABAA receptor activation leads to large depolarizations, allowing us to clearly measure 
mIPSCs. To prevent excitatory postsynaptic potentials, 50 µM DL-AP5 (Tocris) and 20 µM 
DNQX (Tocris) was included in the bath. To prevent spontaneous action potentials, 1 µM 
TTX (Abcam) was included in the bath. The pyramidal cell was kept in voltage clamp at 
-60 mV, while mIPSCs were recorded for 2-5 minutes. Recordings were acquired using a 
Multiclamp 700B amplifier (Molecular Devices) and sampled at 20 kHz using a Digidata 
1550a with HumSilencer (Molecular Devices). Cells were excluded when the initial resting 
membrane potential exceeded -50 mV or if Rs exceeded 30 MΩ before the experiment. 

Immunohistochemistry and confocal imaging

Immunohistochemistry and confocal imaging was performed as described in chapter 3. The 
following primary antibodies were used: mouse(IgG2b) α-CB1R (Synaptic Systems 258011; 
1:500), rabbit α-VGAT (Synaptic Systems 131 003; 1:1000) and mouse(IgG1) α-gephyrin 
(Synaptic Systems 147 011; 1:1000). Secondary antibodies were Alexa-405 α-rabbit, Alexa-594 
α-mouse(IgG2b) and Alexa-647 α-mouse(IgG1) conjugated goat antibodies (Invitrogen). 
Confocal image stacks were acquired with a Plan-Apochromat 63x 1.4 NA oil immersion 
objective at 10 pixels per µm and with 0.3 µm z-steps.

Quantification and statistical analysis

Analysis of bouton dynamics, bouton growth and spine growth

Analysis of the local application experiments was performed on median filtered images using 
the same custom written Matlab scripts as used in chapter 3 (Mathworks). All image analysis 
was done blind to the experimental conditions. One to four axons (average length = 38.5 
μm with SD=7.3 μm) within the field of view (468x468 pixels, 51.5x51.5 μm) were analyzed. 
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An axon threshold was set to separate the boutons from the axon, relative to the axon 
intensity (determined from the summed projection of 5 z-planes, modus along the entire 
axon) to account for possible intensity fluctuations between time points and differences 
between experiments. A box of 9x9x5 voxels (i.e. 1x1x2.5 µm) was positioned manually at 
each bouton. Bouton presence or absence was determined by the researcher, aided by the 
axon threshold calculated by the software. At bouton locations (axonal locations where 
boutons were present for at least 2 time points during the imaging period) where a bouton 
was absent, the location of the box was interpolated or extrapolated. Bouton presence was 
used to categorize boutons as persistent (P, present in all time points) or non-persistent 
(NP, not present in all, but at least in two time points) boutons. The non-persistent boutons 
were subsequently divided in new (N, absent before treatment, sometimes present after 
treatment), lost (L, sometimes present before treatment, absent after treatment), stabilizing 
(S, sometimes present before treatment, always present after treatment), destabilizing (D, 
always present before treatment, sometimes present after treatment), and intermittent 
(I, sometimes present both before and after treatment). The number of boutons in each 
category was divided by the axon length to calculate bouton density. We considered all 
axonal swellings or varicosities as boutons. Boutons that appear only once during the 
imaging period were excluded, as they might reflect axonal varicosities that are not related 
to inhibitory synapses.

Next, we calculated a growth coefficient for each bouton location to quantify its growth 
or shrinkage during the experiment. The integrated intensity in the box around the bouton 
was calculated at each time point. The growth coefficient is defined as (V2 − V1)/(V2 + V1), 
in which V1 is the average baseline bouton intensity and V2 is the maximal bouton intensity, 
determined over a sliding averaging window of 5 time points wide. A positive value of the 
growth coefficient corresponds with bouton growth, while a negative value corresponds with 
bouton shrinkage. As we also know the presence or absence of the boutons as determined 
by the researcher, a division between persistent and non-persistent boutons can be made. 
We further divided non-persistent boutons into two categories (low and high baseline 
intensity) using a baseline intensity of 20000 (arbitrary units) as an empirically determined 
threshold. This cutoff roughly divides the dataset into axon locations where no bouton is 
present in baseline (‘low’) and axon location where there is a bouton present in baseline 
(‘high’). For the low baseline intensity boutons, we calculated the average intensity over time 
normalized to the baseline period.

For bath application experiments, bouton dynamics was quantified manually by the researcher 
using custom written Matlab scripts, as described previously (Frias et al., 2019; Schuemann 
et al., 2013). While different Matlab scripts were used to analyze local and bath application 
experiments, both methods use the same bouton category definitions and can therefore be 
compared.

Spine growth was analyzed as described in chapter 3. In brief: the integrated intensity of a box 
around the spine head was calculated for each time point. We then defined spine growth as 
the relative change in integrated intensity (Δ%I), compared to the average intensity of the 
baseline period. 

Analysis of mIPSCs

Electrophysiology recordings were analyzed using Clampfit 10.6. Recordings were first 
filtered using a Gaussian filter with a -3 dB cutoff at 2 kHz. We selected the first minute of 
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each recording for analysis. While some cells showed a substantial series resistance increase 
above 30 mΩ after a 5 minute recording, these cells were included in the analysis and 
we assumed that for the first minute of the recording the series resistance was likely to 
be stable. We did not observe significant rundown of frequency or amplitude during the 
first minute. Next, automatic template detection was performed using a template that was 
created by averaging >20 mIPSCs in Gaussian filtered traces. The template match threshold 
was set at 2.4 and analysis was performed fully automated, meaning that all matches were 
accepted as true mIPSCs. We estimated that the false positive and false negative rate using 
the automated method was around 10%. For each trace, the average amplitude and the 
frequency of mIPSCs was determined. For histograms, we randomly selected 50 mIPSCs of 
each cell and used their amplitude and inter-event interval.

Analysis of confocal images

Confocal images were analyzed using Fiji. To quantify bouton density, we selected up to 8 
healthy-looking axons per stack. For each axon we manually counted putative boutons based 
on the GFP channel. We also looked at gephyrin colocalization in cases where it was unsure 
if a small swelling of the axon could be considered a bouton. The total number of boutons 
per axon was divided by the two-dimensional length of the axon to calculate bouton density. 

To count colocalizations of VGAT and gephyrin, the Fiji-plugin PunctaAnalyzer was used. After 
performing an average projection of five z-steps, up to four 101x101 pixel (10.02x10.02 μm) 
ROIs with good quality staining were selected. Each ROI was analyzed as an independent 
measurement. PunctaAnalyzer was used to filter and threshold the images and puncta of 
sufficient size (>20 pixels for VGAT, >6 pixels for gephyrin) were selected. A colocalization 
was defined as an overlap of a VGAT and a gephyrin punctum of at least one pixel. Any errors 
were corrected manually.

To quantify the fraction of CB1R+ axons, we performed maximum projections of 3-5 z-steps 
at up to three z-levels in an image stack. For each projection image, we manually counted 
every independent axonal stretch and classified them as CB1R+ or CB1R-. These numbers 
were added for the entire image stack, which was considered an independent measurement. 
We do not exclude that the same axons were occasionally counted twice at different z-levels, 
but this is unlikely to affect our results significantly.

Statistics

All data are presented as mean ± SEM. Data was tested using a Mann-Whitney test unless 
otherwise indicated. We used a two-way ANOVA followed by a Sidak multiple comparisons 
test to compare growth coefficients of boutons with low and high baseline intensity, and 
to compare low baseline intensity bouton growth over time (Figure 1). We used a one-way 
ANOVA followed by a Dunnett multiple comparisons test to compare bouton densities, 
synapse densities and the fraction of CB1R+ axons (Figure 4). We used a two-way ANOVA 
followed by a Sidak multiple comparisons test to compare spine growth across all conditions 
(compare every condition with the stimulated condition, Figure 5). Statistical analyses were 
performed using Graphpad Prism 7.
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To understand the ever-changing brain, we need to understand how connections in the brain 
are formed and by what rules they change. With this thesis, I aimed to unravel a few puzzle 
pieces in the giant puzzle of synapse formation, synaptic plasticity and excitatory/inhibitory 
coordination. In chapter 2, I summarized the literature on excitatory long-term potentiation 
on the level of the single synapse. I argued that single synapse LTP is dependent on context, 
as experimental conditions as well as interactions with the dendritic vicinity can have a 
strong effect on the expression of LTP. In chapter 3, we showed that local perturbations of 
the coordination of excitation and inhibition can rapidly be adjusted. After stimulating and 
potentiating a small cluster of excitatory synapses, an inhibitory presynaptic bouton grew 
nearby and this process was mediated by endocannabinoid signaling. As endocannabinoids 
were mainly known for mediating the depression of inhibitory synapses, I followed up this 
surprising effect on bouton growth in chapter 4. I presented preliminary data suggesting 
that brief exposure to endocannabinoids can promote bouton growth on short time scales 
and inhibitory synapse formation on longer time scales. Additionally, manipulations of the 
endocannabinoid system seem to affect LTP of single excitatory synapses. Together, these 
results paint a picture of the many complex ways the neural network can be regulated on 
a local level.

What does it take to form an inhibitory synapse?
It is not yet fully understood what it takes to form an inhibitory synapse. We know that 
inhibitory synapses are highly dynamic structures and typically form in a pre-before-post 
manner (Dobie and Craig, 2011; Frias et al., 2019; Wierenga et al., 2008). To study the first 
steps of inhibitory synapse formation, it is therefore useful to look at inhibitory boutons. What 
triggers the growth of a presynaptic bouton? In chapter 3, we presented an endocannabinoid-
mediated mechanism that can trigger inhibitory bouton growth as a response to a local 
change in excitation. But what triggers endocannabinoid release? And how is subsequent 
bouton growth regulated?

Endocannabinoid-mediated inhibitory synapse formation

In chapter 3 we showed that inhibitory bouton growth after excitatory synapse stimulation 
is mediated by the endocannabinoid 2-AG, as bouton growth did not occur when synthesis 
of 2-AG by DAGL is prevented. DAGL activity is thus required, but we did not yet elucidate 
how DAGL activity is triggered by glutamate uncaging at excitatory synapses. DAGL activity 
is typically dependent on the local calcium concentration as well as the availability of the 
precursor DAG (Hashimotodani et al., 2005; Heifets and Castillo, 2009; Jung et al., 2007; 
Murataeva et al., 2014; Shonesy et al., 2015; Stella et al., 1997). We showed that inhibitory 
bouton growth does not occur when the uncaging stimulus is applied in the presence of an 
NMDA receptor antagonist. This suggests that calcium inflow through NMDA receptors 
provides the increase in calcium required to activate DAGL (Figure 1). However, recently non-
ionotropic signaling through NMDA receptors has been observed (Dore et al., 2016; Nabavi 
et al., 2013; Stein et al., 2015). As the pharmacological inhibitor used in our experiments 
prevents NMDA receptor activation altogether, we cannot exclude a metabotropic role 
for the NMDA receptor. Performing experiments with pharmacological blockers of the 
NMDA receptor ion pore should allow us to distinguish between the role of ionotropic and 
metabotropic NMDA receptor signaling.

The production of DAG can be stimulated by activation of PLC through group I metabotropic 
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Figure 1: Speculative model of the signaling pathways involved in endocannabinoid-mediated inhibitory bouton 
growth and synapse formation
Glutamate uncaging is paired with a postsynaptic depolarizing step to activate NMDA receptors in the dendritic 
spine. This leads to an influx of calcium. The depolarizing step likely activates voltage-gated calcium channels (VGCCs) 
in the dendrite and spine as well. Glutamate uncaging also activates AMPA receptors and group I metabotropic 
glutamate receptors (mGluRs). mGluRs activation and the increase in intracellular calcium lead to the activation 
of phospholipase C (PLC), which produces diacylglycerol (DAG). DAG and calcium activate diacylglycerol lipase 
(DAGL), which produces the endocannabinoid 2-AG. The  CB1 receptor in the inhibitory axon is activated by 2-AG 
and this leads to a signaling cascade resulting in the remodeling of actin, the trapping of synaptic vesicles and bouton 
growth. Action potentials and the activation of VGCCs in the inhibitory axon might be required for this process.
The calcium influx in the dendritic spine also activates Ca2+/calmodulin kinase II (CaMKII). CaMKII activation, 
together with other signaling pathways, triggers a signaling  pathway that leads to an increase in surface AMPA 
receptors at the excitatory synapse (long-term potentiation). It has been shown before that CaMKII activation can 
affect gephyrin clustering and GABAAR recruitment, providing a potential mechanism for inhibitory postsynapse 
formation. The postsynapse and presynapse are coordinated by several adhesion proteins. Our lab has previously 
shown that signaling through Sema4D-PlexinB1-MET causes actin remodeling in the bouton, leading to bouton 
stabilization.
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glutamate receptors (Hashimotodani et al., 2005; Heifets and Castillo, 2009; Jung et al., 2007; 
Murataeva et al., 2014; Shonesy et al., 2015; Stella et al., 1997). These receptors are typically 
situated perisynaptically (Scheefhals and MacGillavry, 2018) and are therefore likely to be 
activated by our glutamate uncaging stimulus (Figure 1). To confirm the involvement of 
mGluRs, we could repeat our uncaging experiments in presence of an mGluR antagonist, 
which is expected to prevent inhibitory bouton growth. During physiological synapse 
activation, spillover of glutamate activates perisynaptic mGluRs and activation is likely much 
stronger at higher frequencies and prolonged activity (Reiner and Levitz, 2018; Viaene et 
al., 2013). Involvement of mGluR signaling would therefore suggest that endocannabinoid-
mediated bouton growth is robustly triggered when a local cluster of synapses is particularly 
strongly activated. This would make sense in the context of E/I coordination: strong local 
excitatory activation indicates a local imbalance, justifying the formation of the inhibitory 
synapse.

The endocannabinoids that are released from the dendrite activate CB1 receptors, which 
are presumably on the inhibitory axon. In chapter 3 and chapter 4, we showed that preventing 
CB1R activation prevents bouton growth. Many inhibitory axons strongly express the CB1 
receptor, but we have yet to formally show that it is these CB1 receptors (and for example 
not the receptors on astrocytes (Navarrete et al., 2014; Navarrete and Araque, 2008)) that 
need to be activated (Figure 1). CB1 receptors are G-protein coupled receptors and can 
activate many downstream pathways. While the CB1 receptor is typically coupled to Gαi/o, 
coupling to other G-proteins has also been observed (Berghuis et al., 2007; Heifets and 
Castillo, 2009; Roland et al., 2014). Major questions that remain are through which G-protein 
bouton formation is regulated and what downstream pathways are involved. 

The bouton is rich in actin (Ganguly et al., 2015; Papandréou and Leterrier, 2018) and we 
therefore believe that changes in the actin balance could be an essential step in bouton 
formation. Previous work from our lab has shown that the adhesion molecule Sema4D 
signals through PlexinB1 and its co-receptor MET to change actin dynamics in the presynapse 
(Frias et al., 2019). Although this process occurs during bouton stabilization, it is likely that 
changes in actin dynamics are also required for the earlier steps of bouton formation that 
are discussed in this thesis. Vesicle recruitment is an early step in synapse formation, and 
actin meshworks might play a role in the capturing and positioning of presynaptic vesicles, 
that are known to be exchanged between presynapses (Cingolani and Goda, 2008; Dobie 
and Craig, 2011; Frias and Wierenga, 2013) (Figure 1).

A curious observation we did in chapter 3 is that when LTP was induced using a magnesium-
free protocol, this did not lead to inhibitory bouton growth. As discussed in chapter 2, 
magnesium-free protocols and paired protocols are not per se interchangeable: they might 
activate different downstream signaling pathways, which could explain our observation. 
However, an interesting alternative cause for this difference is the presence of TTX in the 
magnesium-free condition. This drug is added to prevent aberrant plasticity in absence 
of magnesium (as is typically done for magnesium-free glutamate uncaging, see chapter 2 
and (Harward et al., 2016; Matsuzaki et al., 2004; Tanaka et al., 2008)) and blocks all action 
potential activity in the slice. The absence of bouton growth in presence of TTX might 
therefore indicate a requirement for presynaptic action potential activity. Inhibitory boutons 
are sensitive to changes in activity. In vivo, retinal lesion leads to a rapid loss of inhibitory 
boutons in the visual cortex (Keck et al., 2011). Our lab has previously shown that prolonged 
inhibition of activity in slices by TTX reduces bouton dynamics (Schuemann et al., 2013) 
and acute treatment with TTX can interfere with Sema4D-induced bouton stabilization 
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(Frias et al., 2019). It needs to be noted that it is not possible to distinguish between pre- 
and postsynaptic activity in these experiments. Furthermore, endocannabinoid-mediated 
presynaptic LTD is thought to require not only CB1 receptor activation but also electrical 
activity in the presynapse (Heifets et al., 2008). It will be interesting to further look into 
the role of presynaptic activity in inhibitory bouton formation, especially when mediated by 
endocannabinoid signaling from the dendrite (Figure 1). In the latter situation, presynaptic 
activation combined with simultaneous dendrite-mediated endocannabinoid signaling would 
provide specificity: a bouton will only form on an axon that is electrically active in the same 
time frame as the stimulated excitatory synapses, increasing the likelihood that the new 
bouton will be able to exert the proper inhibitory control on the dendritic segment.

To address the activity dependence of bouton growth, several experiments can be performed. 
First, the uncaging experiment from chapter 3 and the local endocannabinoid application 
experiment from chapter 4 could be repeated in the presence of TTX. This would allow 
us to measure if action potentials are required for these mechanisms anywhere in the 
slice. To assess the contribution of activity in the presynaptic neuron specifically, we could 
perform these experiments after expressing excitability modulators (such as DREADDs 
or constitutively active potassium channels (Roth, 2016; Wiegert et al., 2017)) in inhibitory 
neurons. Alternatively, these experiments could be performed using optogenetic tools 
(Channelrhodopsin and Archaerhodopsin variants, (Fenno et al., 2011)) to acutely induce 
or suppress presynaptic activity. These last experiments would also allow us to study during 
what time window presynaptic activity is required.

Additional signals needed for inhibitory synapse maturation?

Inhibitory synapse formation is a multi-step process that likely requires more than a single 
signal to be completed. Endocannabinoid signaling upon excitatory synapse stimulation 
promotes bouton growth, but this will not always be sufficient to induce formation of a 
functional inhibitory synapse. This is reflected in the highly dynamic behavior of bouton 
growth: many newly formed boutons continued to behave dynamically and some had even 
disappeared again by the end of the imaging period (see chapter 3). The continuous challenge 
of understanding inhibitory synapse formation is to understand what other signals are 
required and how these signals cooperate. Previous work from our lab has shown that 
Sema4D can stabilize dynamic boutons through PlexinB1-MET signaling and actin remodeling 
(Frias et al., 2019). It would be interesting to see if the boutons that grow upon excitatory 
synapse stimulation are more likely to persist after Sema4D application. 

To form a functional synapse, a postsynapse needs to be formed opposite to the bouton. This 
likely involves many additional signals that regulate the recruitment of scaffolding proteins 
and GABA receptors, as well as adhesion proteins that interact across the synaptic cleft. 
To study these processes, visualizing these putative inhibitory synapse regulators, such as 
neuroligin-2 and gephyrin, with live fluorescent labels is needed. By studying the dynamics 
of these markers, we could dissect in what order and on what time scales they arrive 
and how they contribute to forming the synapse. These experiments will be essential for 
understanding the fine molecular details of inhibitory synapse formation.
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How are excitation and inhibition coordinated 
locally?
Endocannabinoids as crucial local coordinators of excitation and 
inhibition?

Endocannabinoids are well known for mediating short- and long-term depression of inhibitory 
synapses (see chapter 4 and (Castillo, 2012)). However, the eCB system turns out to be much 
more complex. Endocannabinoids can be involved in depolarization-induced suppression of 
excitation (Kreitzer and Regehr, 2001; Lu and Mackie, 2016) and it has recently been shown 
that endocannabinoids can also mediate excitatory LTP (Cui et al., 2015, 2016; Wang et al., 
2016; Xu et al., 2012). In this thesis we have presented a novel role for endocannabinoids 
in inhibitory synapse formation (chapter 3 and chapter 4) and preliminary data suggests 
that they can also affect the expression of single synapse LTP (chapter 4). Altogether, these 
different observations paint a complicated picture of bidirectional endocannabinoid-mediated 
effects on excitatory as well as inhibitory synapses. Depending on the mechanisms that are 
activated in a certain brain region, cell type, or even individual synapses, endocannabinoid 
signaling could locally disturb or restore and maintain E/I coordination. Further research is 
needed to understand what mechanisms are triggered under which circumstances, and how 
important eCB signaling is for local E/I coordination.

The timing of endocannabinoid signaling will likely play an important role in deciding what 
mechanisms are triggered. Short- and long-term depression of inhibitory synapses is 
regulated by distinct mechanisms, and which mechanism is activated depends on the duration 
of CB1 receptor activation (Castillo, 2012; Chevaleyre and Castillo, 2003). A study in the 
striatum has shown that the pattern and duration of endocannabinoid release determines 
whether excitatory LTD or LTP is triggered (Cui et al., 2016). On a longer time scale, we 
showed in chapter 4 that prolonged or brief stimulation of the eCB system lead to opposite 
effects. It would be interesting to acquire precise spatial and temporal control of CB1R 
activation, perhaps through a caged endocannabinoid or a optogenetically activatable GPCR 
(Heinbockel et al., 2005; Laguerre et al., 2019; Spangler and Bruchas, 2017), and thereby 
dissect the dynamic aspects of eCB signaling.

Other mechanisms to locally coordinate excitation and inhibition?

The mechanisms described in this thesis could play an important role in regulating inhibitory 
synapse formation and E/I coordination. Endocannabinoids are central to these mechanisms, 
but what about inhibitory neurons that do not seem to express endocannabinoid receptors? 
Currently, we cannot distinguish between CB1 receptor positive and negative inhibitory 
axons in our slices during live imaging experiments. We therefore do not know whether 
excitatory synaptic stimulation also triggers bouton growth in axons that do not express 
the CB1 receptor. This issue could be addressed by generating GFP-CB1 receptor knock-
ins in inhibitory axons, or by using transgenic mice that have fluorescently labelled CB1 
receptor-positive inhibitory neurons. This way, we can determine if the likelihood of inducing 
bouton growth is higher when monitoring CB1 receptor-positive axons exclusively. It is 
however important to realize that the situation may not be so black-and-white. While our 
immunohistochemistry experiments show that roughly half of the GFP-labeled inhibitory 
axons in our organotypic slices also stain positive for the CB1 receptor, it is possible that 
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other inhibitory axons express the receptor at levels that are undetectable. Furthermore, 
astrocytes can express the CB1 receptor as well, and could therefore mediate indirect effect 
of endocannabinoids on neurons that do not express the receptor (Navarrete et al., 2014; 
Navarrete and Araque, 2008). 

It is however likely that axons that express the CB1 receptor at low levels, or not at all, use 
other mechanisms to coordinate inhibitory bouton growth. Several other mechanisms have 
the potential to locally link excitatory and inhibitory plasticity. For example, a recent study 
by Chiu and colleagues showed that activation of NMDA receptors potentiates synapses 
of a specific subtype of dendritically targeted inhibitory neurons, leaving other neuronal 
subtypes unaffected. Unlike the mechanism we reported in chapter 3, this inhibitory LTP was 
coordinated completely postsynaptically through GABA receptors (Chiu et al., 2018). Several 
other studies have suggested similar interactions between NMDA receptor activation and 
gephyrin clusters or GABA receptors (Marsden et al., 2007, 2010; Petrini et al., 2014). While 
this type of mechanism has the potential to occur locally, this has not formally been shown, 
as many studies use global NMDA receptor activation to initiate this form of inhibitory 
plasticity. Additionally, these studies observe a strengthening of existing inhibitory synapses, 
while our results in chapter 3 are in agreement with the formation of new inhibitory synapses. 
Future experiments could show if and how mechanisms that affect the inhibitory presynapse 
and mechanisms that affect the inhibitory postsynapse are triggered in parallel to coordinate 
synapse formation and plasticity from both sides. 

Is inhibitory synapse formation and plasticity always coordinated 
by excitation?

One of the main conclusions of this thesis is that inhibitory synapse formation can locally 
be coordinated by excitatory synaptic activity. Similarly, several forms of inhibitory synaptic 
plasticity are heterosynaptic: they are dependent on the activity of excitatory synapses 
nearby (Castillo et al., 2011). This leads to wonder if inhibitory synaptic plasticity can also 
be regulated without the involvement of excitation. Many plasticity mechanisms require 
an increase in calcium in the postsynapse, which is a direct consequence of excitatory 
synapse activation, but not inhibitory synapse activation. Recently, a study showed that 
pairing inhibitory synapse activation with postsynaptic action potentials can lead to calcium 
influx and plasticity without the involvement of excitatory synapses. The hyperpolarization 
caused by inhibitory synapse activation leads to de-inactivation of voltage-gated calcium 
channels (VGCCs) in the postsynaptic neuron, and these VGCCs are subsequently activated 
by a backpropagating action potential. Interestingly, this leads to LTD at perisomatic 
inhibitory synapses, but to LTP at dendritic inhibitory synapses (Udakis et al., 2019). Similar 
homosynaptic inhibitory plasticity mechanisms that indirectly trigger calcium influx might 
be elucidated in the near future. Alternatively, calcium might not be necessary to trigger 
homosynaptic inhibitory plasticity. Perhaps the activation of metabotropic GABAB receptors 
could trigger signaling pathways that homosynaptically modulate the inhibitory synapse. Two-
photon GABA uncaging experiments (see below) could be used to explore the concept of 
homosynaptic inhibitory plasticity at the single synapse level.

The mechanisms discussed in this thesis could potentially be triggered by other signals than 
excitatory synapse activation. As discussed above, endocannabinoid synthesis is dependent 
on the availability of DAG, which is synthesized upon GPCR-mediated activation of PLC. 
This means that not only group I mGluRs, but many other Gαq-coupled GPCRs can trigger 
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or modulate endocannabinoid synthesis and thereby inhibitory synaptic plasticity. For 
example, neuromodulatory neurotransmitters such as dopamine and acetylcholine activate 
Gαq-coupled GPCRs and could therefore mobilize endocannabinoids (Giuffrida et al., 1999; 
Heifets and Castillo, 2009; Kim et al., 2002). This way, formation and plasticity of inhibitory 
synapses could occur without the involvement of excitatory synapses.

A tight coordination of excitation and inhibition

We showed that stimulating and strengthening excitatory synapses can cause a local increase 
in inhibition. When we think of these results in terms of E/I coordination, it automatically 
raises the question if opposite mechanisms are in place as well. For example, when excitation 
is reduced locally, could this lead to the weakening or removal of a inhibitory synapse nearby? 
This question can be answered with a similar experiment as described in chapter 3. Persistent 
low-frequency uncaging at excitatory synapses can lead to shrinkage or even removal of the 
dendritic spine (Oh et al., 2013; Stein et al., 2015). We could employ this uncaging method 
close to an axon-dendrite crossing with a bouton and study the response of the inhibitory 
bouton on this local reduction in excitation. 

Another interesting question is if changes in inhibitory synapse strength or activity also 
affects excitatory synapses nearby. As currently there is no local method to exclusively 
induce inhibitory synaptic plasticity, we would need other approaches to answer this 
question. For example, optogenetic tools (Fenno et al., 2011) could be used to increase or 
decrease the activity of inhibitory presynapses. Excitation might respond by weakening or 
removing synapses, which could be quantified by looking at spine morphology or uncaging 
EPSC amplitudes. These experiments will contribute to a better understanding of how tightly 
excitation and inhibition are coordinated locally.

E/I coordination and disease

E/I coordination is thought to be essential for proper dendritic integration and general 
neuronal functioning and disturbances of this coordination are thought to play a role in 
many neurological disorders. Perhaps the most obvious disorder is epilepsy, where aberrant 
neuronal activity is thought to be caused by hyperexcitability due to a mismatch in excitation 
and inhibition (Fritschy, 2008; Shao et al., 2019; Staley, 2015). Interestingly, autism spectrum 
disorders show a remarkable comorbidity with epilepsy (Bozzi et al., 2018). E/I imbalance 
due to an increase of excitation or a decrease of inhibition has been studied as a potential 
mechanism underlying autism (Lee et al., 2017; Nelson and Valakh, 2015), although a recent 
study suggested that an increase in E/I ratio in autism is not causative but compensates 
for a change in cortical spiking activity (Antoine et al., 2019). A common hypothesis in 
schizophrenia research is that the loss of NMDA receptors on interneurons leads to a 
reduction in inhibition, disrupting the coordination with excitation (Kehrer et al., 2008; Tatti 
et al., 2017). Finally, epileptic seizures occur in some Alzheimer’s disease (AD) patients and 
mouse models, suggesting a role for E/I coordination in early stages of AD as well (Busche et 
al., 2012; Palop and Mucke, 2009; Vossel et al., 2017). 

For many of these disorders it is not yet known how excitation and inhibition are (mis)
regulated on a dendritic and synaptic level and how this contributes to the development 
of the disorder. This could be explored using the experiments and findings of this thesis, in 
combination with mouse models of these disorders. Interestingly, endocannabinoid signaling 
and the use and abuse of cannabis (which contains THC, a cannabinoid) has been implicated 
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in schizophrenia, epilepsy and AD (Fernández-Ruiz et al., 2015; Katona, 2015; Rubino et al., 
2015), suggesting that the mechanisms discussed in this thesis can be very significant for 
understanding these disorders.

What is the impact of a single inhibitory synapse?
Throughout this thesis, we studied subtle changes of inhibitory connectivity. Especially in 
chapter 3 we induce the growth of a single inhibitory bouton, a putative inhibitory synapse-
in-the-making. What is the physiological relevance of adding a single inhibitory synapse? While 
the difference might seem minimal, a single inhibitory synapse can have a very significant 
impact on dendritic integration. As discussed in chapter 1, a single inhibitory synapse can 
locally affect the induction of dendritic nonlinearities such as dendritic spikes (Boivin and 
Nedivi, 2018; Doron et al., 2017; Lovett-Barron et al., 2012; Müller et al., 2012). The new 
inhibitory synapse that could be triggered during our experiments can therefore locally 
interfere with supralinear summation of the excitatory synaptic inputs close by. As this 
inhibitory synapse is formed close to a strong and active excitatory synaptic cluster, there 
is a high likelihood that nonlinearities will occur in this dendritic segment. Making a new 
inhibitory synapse at this location could therefore be essential in preventing this synaptic 
cluster from having a continuous dominant effect on the somatic membrane potential and 
action potential generation. 

The new inhibitory synapse can also have a profound effect on plasticity. An inhibitory 
synapse can locally prevent backpropagating action potentials and NMDA receptor 
activation (Doron et al., 2017; Lovett-Barron et al., 2012; Müller et al., 2012; Müllner et al., 
2015). As NMDA receptor activation is essential for excitatory synaptic plasticity, the newly 
formed inhibitory synapse could locally prevent strengthening of excitatory synapses. In our 
experiment, we potentiate excitatory synapses to trigger local inhibitory synapse formation. 
A new inhibitory synapse could prevent (further) potentiation of excitatory synapses nearby, 
thereby ensuring that the dendritic segment does not become too strong and dominates 
signal integration in the dendritic tree.

Occasionally, we observed inhibitory synapses that were being formed onto a dendritic 
spine. Such an inhibitory synapse would have a very different effect than a shaft synapse. 
Since the dendritic spine is electrically highly compartmentalized, this inhibitory synapse will 
specifically inhibit the excitatory input of this spine (Chiu et al., 2013). Inhibitory synapses 
on dendritic spines occur more often in the distal dendritic tuft (Bloss et al., 2016; Villa et al., 
2016), suggesting that inhibitory synapse formation on shafts or spines is not entirely random 
but is somehow coordinated. Future experiments could address what the mechanisms are 
behind this coordination.

Future perspectives: technical advancements
Understanding signaling pathways

As discussed in chapter 2, excitatory synaptic plasticity has been studied extensively on the 
single synapse level. To assess the physiological relevance of the molecular pathways discussed 
in chapter 2, it will be important to understand the differences between LTP induction 
protocols and how they compare to the in vivo situation. To this end, calcium influx and 
activation of downstream signaling proteins should be studied while systematically varying 
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protocol parameters such as pulse duration, stimulus frequency, number of repetitions, 
and NMDA receptor activation methods (paired vs. magnesium-free protocols). As several 
fluorescent probes are available that report calcium concentration or activation of specific 
signaling proteins (Grienberger and Konnerth, 2012; Ueda et al., 2013; Yasuda, 2012), these 
experiments are well feasible. 

Measuring the spatiotemporal pattern of calcium concentration and signal protein activation 
during different forms of excitatory synapse activation and plasticity could also provide us 
with further insights on how excitatory synaptic activity interacts with other processes. 

Fill

FillGephyrin KI

Gephyrin AB Merge
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20 μm

5 μm

Figure 2

Figure 2:  Knock-in of fluorescently labeled gephyrin in a dissociated hippocampal neuron
To visualize the inhibitory postsynaptic scaffolding protein gephyrin at endogenous expression levels, we are using 
a CRISPR-based approach. The neuron expressing the construct is labeled with dsRed-Express (top right, “fill”) 
while endogenous gephyrin is tagged with eGFP (top left, “gephyrin KI”).  We performed immunohistochemistry 
with a gephyrin antibody (bottom left, “gephyrin AB”) to confirm that the eGFP-labeled puncta are indeed gephyrin. 
We show an enlargement of the dendritic segment indicated by the dashed box (bottom right). The individual 
channels, as well as a merge of  gephyrin KI (cyan) and gephyrin AB (magenta) are displayed. The merge shows that 
all gephyrin KI puncta are detected by the gephyrin AB, confirming that all puncta represent actual gephyrin clusters. 
Lentiviral transduction of dissociated hippocampal neurons of rats with two constructs containing the necessary 
components for CRISPR-based knock-in was performed at DIV4 and neurons were fixed at DIV14. Courtesy of 
René van Dorland. 
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Regarding the mechanisms discussed in this thesis, reporters of the activation of CaMKII, PLC, 
and DAGL in the spines and dendrite would be very useful in understanding the mechanisms, 
timing and spread of endocannabinoid production. On the presynaptic side, a reporter of 
CB1 receptor activation would help us to assess how local endocannabinoid signaling is 
and on what time scales the receptor is activated. Reporters of calcium concentration, 
filamentous actin, kinase activity and the activity of actin-modulating proteins (such as small 
GTPases) have been used extensively to study excitatory synaptic plasticity in the dendrite 
(see chapter 2), but would be helpful to study the changes in the presynaptic axon that lead 
to bouton formation as well.

Besides being able to observe the activation of signaling proteins, it would be useful to also 
be able to manipulate them. While this is often done with pharmacological compounds, this 
hardly provides any spatial and temporal specificity. As the local aspects of E/I coordination 
seem to be so important, it would be good to look for technical advancements that will 
allow us to manipulate signaling pathways locally. Optogenetic tools are promising for this 
purpose, as the genetic expression in combination with the activation by light provides 
both cellular and temporal specificity. Optogenetic tools are entering the subcellular regime 
now as well, as their efficiency is being improved and they can be targeted to specific 
subcellular compartments. Furthermore, there is an expanding set of tools available, such 
as photoactivatable ion channels, GPCRs and other signaling proteins (Rost et al., 2017). 
An interesting example is the use of a photoactivatable Rac that is targeted specifically to 
recently potentiated spines and that can make these spines shrink and depotentiate upon 
photoactivation (Hayashi-Takagi et al., 2015). Using these tools in the context of inhibitory 
synapse formation and plasticity will likely provide interesting new insights.

Assessing the functionality of inhibitory synapses

A continuous challenge in studying inhibitory synapses is to assess their functionality. Do 
newly formed boutons represent functional synapses? Does bouton size correlate with 
synapse strength, and does a growing bouton reflect potentiation? For inhibitory boutons 
in general, work from our lab shows that ~80-90% of inhibitory boutons colocalize with 
pre- and postsynaptic inhibitory synapse markers, suggesting functionality (Frias et al., 2019; 
Wierenga et al., 2008). For newly formed boutons, this fraction is lower but substantial, 
suggesting that new boutons have the potential to mature and acquire functionality (see 
chapter 3). Furthermore, we observed that 24 hours after repeated brief endocannabinoid 
treatments an increase in mIPSC frequency occurred, which is in agreement with an increase 
in inhibitory synapse number (chapter 4). These experiments however do not enable us to 
measure functionality at the level of single synapses.

To tackle this issue, we are currently exploring several approaches. As there is no morphological 
correlate of the inhibitory postsynapse, it would be very useful to visualize the postsynapse 
during live imaging using fluorescently labeled gephyrin. Several labs have visualized inhibitory 
postsynapses using overexpression constructs (Flores et al., 2015; Pennacchietti et al., 2017; 
Villa et al., 2016). To prevent overexpression artifacts (which typically manifest as exceptionally 
large gephyrin puncta), we are currently following a CRISPR-cas9 based knock-in approach 
combined with viral transduction (Willems et al., 2019). We have managed to get good 
gephyrin labeling in dissociated hippocampal cultures (Figure 2) and are currently optimizing 
expression in hippocampal slice cultures. Fluorescently labelled gephyrin as a marker of an 
inhibitory postsynapse will be a valuable addition to our toolkit. It will allow us to assess 
changes in size and dynamics of the postsynapse, in similar ways as we have done in this 
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Figure 3: Two-photon GABA uncaging on the soma and the primary apical dendrite
A: Patch clamp electrophysiology is performed on a CA1 pyramidal neuron using an internal solution with high (70 
mM) chloride concentration (red) and in presence of TTX, DNQX and APV. This blocks spontaneous activity and 
isolates and enhances inhibitory currents. Caged GABA (yellow; courtesy of Femtonics Ltd.) is locally applied using 
a puff pipette. 4 ms uncaging pulses are performed sequentially at seven locations (blue) along the primary apical 
dendrite and soma.
B: Two-photon image (single plane, median filtered) of the soma and apical dendrite (red). Some inhibitory axons 
and boutons (green) can be seen on and around the soma. The blue dots indicate the uncaging spots and the arrow 
indicates the direction of the uncaging sequence.
C: Uncaging-induced inhibitory postsynaptic currents at seven locations. The blue lines indicate the moment of 
GABA uncaging. The numbers correspond with the order of uncaging as indicated in B.
D: Applying caged GABA (yellow, without uncaging it) leads to a strong increase of the holding current. This is in 
agreement with an antagonistic effect of the caged compound on GABA receptors: it suggests that caged GABA 
application interferes with tonic GABAergic signaling, which is excitatory in the presence of a high chloride internal 
solution.
E: Miniature inhibitory postsynaptic currents (mIPSCs) before (left) and during (right) local application of caged 
GABA. The presence of spontaneous vesicle fusion and subsequent GABAA receptor activation leads to frequent 
mIPSCs in absence of caged GABA. Applying caged GABA completely abolishes mIPSCs, in agreement with an 
antagonistic effect of the caged compound on GABA receptors.
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thesis to assess presynaptic bouton dynamics. This can be complementary to what we know 
about the dynamics of gephyrin puncta in vivo (Chen et al., 2012; Villa et al., 2016), as we will 
be able to assess the dynamics on the time scale of minutes instead of days. By monitoring 
presynapses and postsynapses at the same time, we will be able to study how their dynamics 
are correlated. To get a better understanding of the molecular sequence of events that are 
involved in inhibitory synapse formation, fluorescently labeling other proteins of interest 
(such as neuroligin-2) will be important. These experiments will enable us to elucidate the 
formation and maturation of individual inhibitory synapses in the highest detail.

To directly assess the functionality of an inhibitory postsynapse, two-photon GABA 
uncaging has been used (Kantevari et al., 2010; Kwon et al., 2018; Villa et al., 2016). To apply 
this technique to our experiments, we have started to set up this technique in our lab. 
As the caged GABA compound used in the aforementioned studies is not commercially 
available, we tested a different compound. We showed that uncaging-evoked inhibitory 
postsynaptic currents (uIPSCs) can be evoked on the soma and the proximal apical dendrite 
of CA1 pyramidal neurons (Figure 3A-C). uIPSC amplitude depended on uncaging location, 
suggesting that we are able to detect differences in the density of GABAA receptors, which 
likely correlates with the presence of inhibitory synapses (Figure 3C). However, we failed 
to induce uIPSCs when uncaging on small dendritic branches. This seems to be caused by 
an antagonistic effect of the caged compound on GABAA receptors, as application of the 
compound without uncaging causes a significant hyperpolarization (likely a result of blocking 
tonic GABAergic activity while using a  high internal chloride concentration) and abolishes 
all miniature inhibitory postsynaptic currents (Figure 3D,E).

With an improved caged GABA compound, we can directly assess postsynaptic currents and 
thereby measure the presence and strength of an inhibitory postsynapse over time. When 
combined with our uncaging-experiment of chapter 3, this would allow us to monitor if the 
formation of a presynaptic inhibitory bouton is followed by an increase of uIPSC amplitude 
on the postsynaptic dendrite. Ideally, we will be able to simultaneously monitor fluorescently 
labeled gephyrin puncta and assess the (changes in) synaptic strength of multiple inhibitory 
synapses close by. Being able to assess the functionality of individual inhibitory synapses will 
significantly increase our understanding of inhibitory synapse formation, plasticity, and the 
coordination of excitation and inhibition within a dendritic segment. Additionally, combined 
two-photon glutamate and GABA uncaging can be used for studying how excitatory and 
inhibitory synaptic currents interact, making it possible to dissect the effect of individual 
inhibitory synapses during dendritic integration in high detail.

Concluding remarks
The brain has always fascinated me. I find it remarkable that we are able to develop from a 
helpless infant into a walking and talking human, that we are capable of ‘syncing’ our brain 
with that of others and understanding their emotions, and that we have the ability to recite 
the lyrics of a song that we have not heard in a decade. Yet, our brains have a surprisingly hard 
time to comprehend how the brain might work. The brain is a complicated black box that 
can convert multidimensional input into a remarkably accurate response. With this thesis I 
have tried to have a peek inside that black box and catch a glimpse of its inner workings. By 
studying excitatory and inhibitory synapse formation and plasticity, and how these processes 
interact to coordinate excitation and inhibition, we have zoomed in on a couple of puzzle 
pieces of the big brain puzzle. The results presented in this thesis may contribute to an 
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improved understanding of the fundamental processes that regulate and maintain neuronal 
function, and may therefore contribute to our understanding of neurological diseases that 
are a result of E/I imbalance. I am convinced that focusing on understanding these processes 
on the level of dendrites and synapses, especially from the perspective of the inhibitory 
synapse, will continue to improve our understanding of the brain.
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Lekensamenvatting
Ik heb het brein altijd al fascinerend gevonden. Het is bijna niet voor te stellen hoe het 
mogelijk is dat we ons ontwikkelen van een afhankelijke baby tot een functionerend mens; 
dat we ons brein kunnen “synchroniseren” met het brein van anderen en daardoor hun 
emoties kunnen begrijpen; en dat we in staat zijn om mee te zingen met een lied dat we 
al tien jaar niet gehoord hebben. Maar wat misschien wel de meest bijzondere eigenschap 
van ons brein is, is dat het zeer flexibel is: het past zich continu aan aan de signalen die het 
verwerkt. Dit stelt ons in staat om kennis te vergaren, te leren en te begrijpen. Toch vindt 
ons brein het verrassend lastig om te begrijpen hoe het brein werkt!

Een benadering om de mysteriën van het brein te ontrafelen, is door de bouwstenen van het 
brein te bestuderen. Het brein is opgebouwd uit hersencellen, ofwel neuronen. Het brein 
van een mens bestaat uit ongeveer 100 miljard neuronen. Dat is een 1 met 11 nullen; elk 
mens heeft 15 keer zo veel neuronen als het aantal mensen dat op dit moment op aarde 
rondloopt! Deze neuronen zijn nogal aparte cellen: ze hebben extreem lange uitlopers die ze 
gebruiken om contact te maken met heel veel andere neuronen. Neuronen maken gebruik 
van kleine elektrische stroompjes om met elkaar te communiceren. De elektriciteit loopt 
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over deze uitlopers, die dus in feite als een soort elektrische kabels functioneren. Elk neuron 
heeft twee soorten uitlopers. Ten eerste is er het axon, welke wordt gebruikt om elektrische 
signalen naar de volgende neuronen te sturen. Ten tweede zijn er dendrieten. Deze zijn zeer 
vertakt en dienen ervoor om alle elektrische signalen op te vangen en samen te brengen. 
Het axon van het ene neuron maakt dus contact met een dendriet van het andere neuron. 
Een contactpunt tussen axon en dendriet heet een synaps. Een gemiddeld neuron maakt 
synapsen met wel duizenden andere neuronen!

Als we inzoomen op een synaps, zien we dat het axon daar wat verdikt is. Deze verdikking 
noemen we een bouton. Wanneer een elektrisch signaal het bouton bereikt, komen er 
signaalstoffen genaamd neurotransmitters vrij. Deze neurotransmitters zorgen ervoor dat 
in de dendriet van het andere neuron een nieuw signaal ontstaat. Neurotransmitters zijn er 
in twee “smaken.” Ten eerste zijn er excitatoire ofwel stimulerende neurotransmitters. Deze 
zorgen voor een positief signaal in de dendriet, waardoor het waarschijnlijker wordt dat dit 
neuron ook weer signalen door gaat sturen. Ten tweede zijn er inhibitoire ofwel remmende 
neurotransmitters. Deze zorgen voor een negatief signaal in de dendriet, waardoor het juist 
minder waarschijnlijk wordt dat dit neuron signalen door gaat sturen. Een synaps gebruikt 
altijd maar één soort neurotransmitter. We spreken daarom ook wel van excitatoire en 
inhibitoire synapsen.

Een gemiddeld neuron heeft dus te maken met een kakafonie aan signalen: er zijn duizenden 
signalen die binnenkomen en verwerkt moeten worden, en vervolgens moet het neuron 
bepalen of het zelf een signaal naar de volgende neuronen gaat sturen. Om ervoor te 
zorgen dat het neuron goed blijft functioneren, is het dus belangrijk om dit proces van 
signaalverwerking in goede banen te leiden. Een belangrijk aspect hierbij is een goede 
afstemming tussen excitatoire en inhibitoire synapsen. Omdat inhibitoire synapsen een 
tegenovergesteld effect hebben van excitatoire synapsen, zijn ze goed in staat om excitatoire 
signalen te matigen of zelfs helemaal op te heffen. Zo zou je de inhibitoire synapsen kunnen 
voorstellen als de “verkeersregelaars” die het drukke “verkeer” (de excitatoire synapsen) in 
goede banen leiden. Maar dit luistert heel nauw: er moeten genoeg inhibitoire en excitatoire 
synapsen zijn, met de juiste sterkte en op de juiste plek in de dendriet.

De afstemming tussen excitatie en inhibitie kan op verschillende manieren gereguleerd 
worden. Ten eerste kan de vorming van synapsen gereguleerd worden. Synapsen worden 
continu gevormd en verwijderd. Dit gebeurt het vaakst in een ontwikkelend brein, maar ook 
in een volgroeid brein veranderen de verbindingen tussen neuronen nog steeds. Ten tweede 
kan de sterkte van synapsen gereguleerd worden. Synapsen kunnen sterker of zwakker 
worden: dezelfde synaps veroorzaakt nu een groter/kleiner signaal in de dendriet. Dit 
concept noemen we plasticiteit. Synapsen veranderen regelmatig van sterkte en men denkt 
dat dit ten grondslag ligt aan onze mogelijkheid om te leren. Als de vorming en plasticiteit 
van synapsen ongecontroleerd zou gebeuren, is het mogelijk dat de afstemming tussen 
excitatie en inhibitie verstoord wordt. Er ontstaan dan bijvoorbeeld clusters van zeer sterke 
excitatoire synapsen in de dendrieten, die alle signaalverwerking zullen domineren. Om dit 
te voorkomen zijn er waarschijnlijk allerlei mechanismen die deze processen lokaal kunnen 
reguleren, en dit proberen we in dit proefschrift beter te begrijpen.

Om deze lokale processen te begrijpen, is het belangrijk om eerst in kaart te brengen hoe 
een enkele excitatoire synaps sterker kan worden. De literatuur over dit onderwerp heb 
ik samengevat in hoofdstuk 2. Sinds enkele jaren is het in sommige laboratoria mogelijk om 
individuele synapsen te stimuleren. Deze techniek heet “two-photon glutamate uncaging”: 
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door middel van een laser zijn we in staat om heel lokaal, op het niveau van een enkele synaps, 
excitatoire neurotransmitters vrij te maken. Door middel van deze techniek beginnen we nu 
te begrijpen dat bepaalde stimulatiepatronen een synaps sterker kunnen maken, en krijgen 
we ook een steeds beter beeld van hoe dit gereguleerd wordt. Het sterker worden van een 
enkele synaps is zeer afhankelijk van de context: technische aspecten van het experiment, 
maar ook de activiteit van naburige synapsen, kunnen plasticiteit beïnvloeden. Onderzoek 
naar deze processen zal ons begrip vergroten van hoe naburige synapsen met elkaar samen 
of juist tegen elkaar kunnen werken tijdens plasticiteit.

De volgende vragen die gesteld moeten worden: hoe lokaal zijn excitatie en inhibitie op elkaar 
afgestemd? Gebeurt dit op het niveau van individuele synapsen? En welke mechanismen zijn 
hierbij betrokken? Dit hebben we onderzocht in hoofdstuk 3, waarbij we gebruik maakten 
van plakjes van de hersenen van muizen. Door middel van two-photon glutamate uncaging 
stimuleerden we een klein cluster van vier excitatoire synapsen op dezelfde dendriet. 
Hierdoor maakten we deze synapsen sterker, met als doel de afstemming tussen excitatie en 
inhibitie te verstoren. Door middel van een speciale microscopische techniek, “two-photon 
imaging”, observeerden we dat een naburig axon een inhibitoire bouton vormde, die contact 
maakte met de verstoorde dendriet. De vorming van een inhibitoire bouton is een van 
de eerste stappen in de vorming van een inhibitoire synaps. Wat hier dus waarschijnlijk 
gebeurt, is dat de verstoring van de afstemming in de dendriet lokaal hersteld wordt door te 
beginnen met het maken van een nieuwe inhibitoire synaps. We hebben vervolgens laten zien 
dat dit proces geregeld wordt door een groep stoffen genaamd endocannabinoiden. Deze 
stoffen – vergelijkbaar met de actieve component in cannabis – worden lokaal geproduceerd 
door de dendriet tijdens de verstoring en dit is voor het axon de trigger om een nieuw 
bouton te vormen.

De ontdekking dat dit lokale proces door endocannabinoiden werd gereguleerd was 
onverwacht omdat deze stoffen normaal gesproken vooral betrokken zijn bij het zwakker 
maken van bestaande inhibitoire synapsen. Wij vonden daarentegen aanwijzingen dat ze ook 
betrokken kunnen zijn bij de eerste stappen in de vorming van een nieuwe inhibitoire synaps. 
In hoofdstuk 4 werkte ik deze observatie verder uit. Ik liet zien dat wanneer ik zelf axonen 
lokaal blootstelde aan endocannabinoiden, dit er inderdaad voor zorgde dat deze axonen 
meer geneigd waren om boutons te vormen of boutons te laten groeien. Door middel van 
elektrofysiologie, een techniek waarmee ik alle elektrische signalen van een enkel neuron 
kan meten, toonde ik aan dat 24 uur na een korte behandeling met endocannabinoiden 
er meer inhibitoire signalen door een neuron lopen. Dit kan wijzen op een toename van 
het aantal inhibitoire synapsen. Wanneer ik de hersenplakjes echter te lang blootstelde aan 
endocannabinoiden leidde dit tot het tegenovergestelde effect. Ten slotte zijn er aanwijzingen 
dat endocannabinoiden ook de plasticiteit van excitatoire synapsen kunnen beïnvloeden. 
Samen tonen deze experimenten aan dat endocannabinoiden veel complexere effecten 
hebben dan bekend was. Er is dus nog veel onderzoek nodig om deze processen beter te 
begrijpen.

Samengevat gaat dit proefschrift over twee belangrijke vragen: hoe worden synaptische 
verbindingen in het brein gevormd? En welke regels volgen ze als ze veranderen? Ik ben 
ervan overtuigd dat het een essentiële stap is voor de neurowetenschappen om deze 
regels te ontrafelen. Als we deze regels beter begrijpen, zullen we beter begrijpen hoe de 
fundamentele bouwstenen van het brein hun werk doen. Hopelijk leidt dit er ook toe dat 
we beter begrijpen wat er misgaat in een ziek brein. Er zijn aanwijzingen dat de afstemming 
tussen excitatie en inhibitie verstoord is in neurologische aandoeningen zoals epilepsie, 
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schizofrenie en autisme. Met dit proefschrift heb ik ingezoomd op een paar puzzelstukjes van 
de grote puzzel die het brein is. Ik hoop dat het werk in dit proefschrift een bijdrage levert 
aan het begrip van de fundamentele processen in het brein en daarmee ook het begrip van 
neurologische aandoeningen. Ik ben er van overtuigd dat wanneer toekomstig onderzoek 
zich blijft richten op het bestuderen van deze processen op het niveau van dendrieten en 
synapsen, met name vanuit het perspectief van de (vaak onderschatte) inhibitoire synaps, we 
het brein steeds beter zullen begrijpen.
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Lay summary
I have always been fascinated by the brain. It is hard to imagine how it is possible that 
we can develop from a dependent infant to a fully functional human; that we are able to 
“synchronize” our brains with the brains of others and can understand their emotions; and 
that we are able to sing along with a song that we have not heard in a decade. But perhaps 
the most amazing property of our brain is that it is highly flexible: it is continuously adapting 
to the signals it is processing. This allows us to gain knowledge, to learn and to understand. 
Despite this, our brain has a surprisingly hard time to understand how the brain works!

One approach to unraveling the mysteries of the brain is by studying its building blocks. 
The brain is built up out of brain cells, or neurons. The human brain consists roughly of 100 
billion neurons. That is a 1 with 11 zeros; every human has 15 times more neurons than 
the amount of people walking the surface of the earth at this very moment! These neurons 
are a little quirky: the cells have extremely long processes, which they use to contact many 
other neurons. Neurons use small electrical currents to communicate with each other. This 
electricity runs over these processes, which basically function as electrical cables. Every 
neuron has two types of processes. Firstly it has an axon, which is used to send electrical 
signals to the next neurons. Secondly it has dendrites. These are highly branched and serve 
to collect all electrical signals and bring them together. The axon of one neuron thus contacts 
the dendrite of another neuron. A contact point between axon and dendrite is called a 
synapse. An average neuron makes synapses with thousands of other neurons!

When we zoom in on a synapse we see that there is a thickening of the axon called a bouton. 
When an electrical signal reaches the bouton, signaling molecules called neurotransmitters 
are released. These neurotransmitters trigger a new signal in the dendrite of the next 
neuron. Neurotransmitters come in two “flavors.” Firstly, there are excitatory or stimulating 
neurotransmitters. These molecules trigger a positive signal in the dendrite, making 
it more likely that this neuron will also send out a signal. Secondly, there are inhibitory 
neurotransmitters. These molecules trigger a negative signal in the dendrite, making it less 
likely that this neuron will also send out a signal. A synapse always uses only one kind of 
neurotransmitter. We therefore also speak of excitatory and inhibitory synapses.

An average neuron is dealing with a cacophony of signals: there are thousands of incoming 
signals that need to be processed, and the neuron then needs to decide if it consequently will 
send a signal to the next neurons. To make sure the neuron functions properly, it is important 
to regulate the signal processing. An important aspect is a proper coordination of excitatory 
and inhibitory synapses. Because inhibitory and excitatory synapses have opposite effects, 
inhibitory signals are able to reduce or even cancel excitatory signals. You could imagine 
inhibitory synapses as the “traffic controllers” regulating the busy “traffic” (represented by 
the excitatory synapses). This coordination has to be tight: a neuron needs the right number 
and strength of excitatory and inhibitory synapses, but they also need to be in the right part 
of the dendrite.

The coordination of excitation and inhibition can be regulated in several ways. Firstly, 
synapse formation can be regulated. Synapses are continuously being formed and removed. 
This happens at a high frequency in the developing brain but also in a mature brain the 
connections between neurons are changing. Secondly, the strength of synapses can be 
regulated. Synapses can become stronger or weaker: the same synapse is now triggering 
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a larger/smaller signal in the dendrite. This concept is called plasticity. Synapses regularly 
change their strengths and it is thought that this is the neuronal basis of our ability to 
learn. If synapse formation and plasticity would be uncoordinated, the coordination between 
excitation and inhibition might be disturbed. For example, clusters of very strong excitatory 
synapses could arise, dominating all signal processing in dendrites. To prevent this, it is likely 
that mechanisms are in place to locally regulate this, and it is these mechanisms that we try 
to understand in this thesis.

To understand these local mechanisms it is important to understand how a single excitatory 
synapse can be strengthened. I have summarized the literature about this topic in chapter 
2. Recently it has become possible in some labs to stimulate individual synapses. This 
technique is called “two-photon glutamate uncaging:” using a laser, we are able to release 
neurotransmitters highly locally, on the level of a single synapse. Using this technique, we are 
now starting to understand that certain stimulation patterns can strengthen a synapse. We are 
also improving our understanding of how this strengthening is regulated. The strengthening 
of a synapse is highly dependent on context: technical aspects of the experiment, but also 
the activity of neighboring synapses, can affect plasticity. Studying these mechanisms will 
improve our understanding of how neighboring synapses can cooperate or hinder one 
another during plasticity.

The next questions that need to be asked: how local is the coordination between excitation 
and inhibition. Is it coordinated on the level of individual synapses. And what mechanisms 
are involved? In chapter 3, we use slices of mice brains to answer these questions. Using 
two-photon glutamate uncaging we stimulated a small cluster of four excitatory synapses 
on the same dendrite. By doing this, we strengthened these synapses and likely disturbed 
the local coordination between excitation and inhibition. Using a specialized microscopy 
technique, “two-photon imaging”, we observed that a crossing axon made an inhibitory 
bouton contacting the disturbed dendrite. Forming an inhibitory bouton is the first step 
in creating a new inhibitory synapse. It is likely that disturbance of the coordination of 
excitation and inhibition triggers the formation of a new inhibitory synapse to restore the 
coordination. Next, we showed that this mechanism is regulated by a class of molecules 
called endocannabinoids. These molecules – which are similar to the active component of 
cannabis – are locally produced by the dendrite during the disturbance and this triggers the 
axon to start bouton formation.

The finding that this local mechanism is regulated by endocannabinoids was unexpected 
because this class of molecules are mostly known for being involved in weakening existing 
inhibitory synapses. We however found indications that endocannabinoids can also be involved 
in the first steps of inhibitory synapse formation. In chapter 4 I expanded on this observation. 
I showed that when I exposed axons to endocannabinoids locally, this indeed triggered 
a bias towards bouton formation and growth in these axons. Using electrophysiology, a 
technique that allows me to measure all electrical signals of a single neuron, I showed that 24 
hours after a brief treatment with endocannabinoids more inhibitory signals were running 
through a neuron. This could indicate an increase in the number of inhibitory synapses. 
However, when I exposed the brain slices to endocannabinoids for too long, this lead to the 
opposite effect. Finally, there are indications that endocannabinoids also affect the plasticity 
of excitatory synapses. Together, these experiments show that endocannabinoids can have 
far more complex effects than was previously known. More research is thus needed to 
better understand these processes.
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This thesis is about two important questions: how are synaptic connections in the brain 
formed? And what rules do they follow when they are changed? I am convinced that unravelling 
these questions is an essential step for neuroscience. If we improve our understanding of 
these rules, we will better understand the workings of the fundamental building blocks of 
the brain. Hopefully this will also lead to an improved understanding of what goes wrong in 
the diseased brain. There are indications that the coordination of excitation and inhibition is 
disturbed in neurological disorders such as epilepsy, schizophrenia and autism. In this thesis, 
I zoomed in on a few puzzle pieces of the big brain puzzle. I hope the work in this thesis 
contributes to the understanding of fundamental processes in the brain and thereby also 
the understanding of neurological disorders. I am convinced that when future research will 
continue to focus on studying these mechanisms on the level of dendrites and synapses, 
especially considering the (often ignored) inhibitory synapse, we will continue to improve 
our understanding of the brain.
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Ik heb er altijd veel plezier in gehad om studenten te helpen en begeleiden. Matthijs, ik 
bewonder je enorm om je veerkracht – daar kom je ver mee! Na een stroeve start ging je 
stage daarna eigenlijk van een leien dakje en hebben we het ontzettend leuk gehad samen. Ik 
wens je alle succes in de toekomst. Iris, wat was jij een fijne student. Hard werken en nooit 
klagen (een combinatie die ik nog niet beheers!). Bedankt dat ik je altijd mocht plagen met 
je Volendamse afkomst. Christine, you are such a kind person! Thank you for your sincere 
interest and I’m sure you’ll end up in a place that fits you perfectly. Aan de andere studenten 
van het Wierengalab, Tom, de Lisa’s en Tessel, fijn jullie mee te hebben gemaakt en veel succes 
met jullie carrières!

Het vervelende aan de wetenschap is dat bijna iedereen een tijdelijk contract heeft en dat 
je dus van veel leuke mensen afscheid moet nemen. Dear Ines, you are such a sweetheart. 
Thank you for all the fun, kind words and good company. We had so much fun as paranymphs 
for Cátia, we nailed that shit! It was so good to see how you have settled in Düsseldorf with 
Roland and Magali, I’m sure you will be very happy there. See you soon! Lieve Anne, tijdens 
de eerste paar dagen van mijn PhD, toen ik me nog verdwaasd afvroeg waar ik in godsnaam 
terecht was gekomen, was jij de eerste persoon die de moeite nam om een gezellig praatje 
met me aan te knopen. Daardoor voelde ik me meteen een beetje meer welkom en daar ben 
ik je eeuwig dankbaar voor. Ook bedankt voor alle lol en voor de keren dat je me even goed 
duidelijk maakte dat ik te veel aan het mopperen was. Ik bewonder je ongelofelijk positieve 
en nuchtere blik op wetenschap en ik weet zeker dat je het daar heel ver mee gaat schoppen. 
Roderick, ik vind het heel dapper hoe je uiteindelijk gewoon in Nederland bent gebleven 
en voor je postdoc compleet van onderwerp bent gewisseld. Veel succes! Marta and Daniel, 
thank you for all the fun moments at Eurovision evenings and other gatherings, and of 
course during filming for Cátia’s movie. I wish you a lot of happiness with Tiago! Amélie, 
thank you for your good company and optimistic attitude, and I will never forget your 
“broodje aardappel”-plan B! Dieudonnée, jij bent echt een topper! Wat fijn dat je je plekje 
hebt gevonden in Maastricht! Margriet en Chris, bedankt voor alle lol bij het organiseren 
van de lab outing! Riccardo, Gabi, Olga, thank you for all the fun times and good chats at the 
lunch table. To all the other people that have left us, best of luck!

Dan wil ik graag nog wat woorden wijden aan alle mensen die me tijdens mijn opleiding 
hebben gesteund, geholpen en geadviseerd. Beste Iddo, bedankt voor het begeleiden van mijn 
Bachelorstage, het was de eerste keer dat ik in aanraking kwam met echt onderzoek en ik 
heb er veel van geleerd. Succes met je eigen onderzoeksgroep! Seyda, thank you for your 
supervision during my Master’s project. Even though the project did not go as smoothly as 
intended, I learned a lot. Adrian, thank you for your supervision during my “extra” internship, 
you taught me a lot about microscopy and optogenetics! Erwin Peterman, ik zal jouw 
inspirerende colleges over microscopie niet snel vergeten, dat is een van de doorslaggevende 
factoren geweest dat ik uiteindelijk onderzoek met ingewikkelde microscopen wilde gaan 
doen. Bedankt voor de vele lessen tijdens mijn stages en je steun daarna, onder andere aan 
je aanbevelingsbrieven heb ik veel te danken. Marloes Groot, het project Zenuwwerk heeft 
mijn interesse in neurowetenschappen aangewakkerd, dus daar wil ik je voor bedanken. Ook 
het advies dat ik daarna heb mogen ontvangen, was heel fijn. Matthew Grubb, thank you for 
your incredible hospitality during my London internship. I had so much fun in London and 
I learnt a lot! I did my first practical work with neurons in your lab. This has set me on my 
current path and I am very grateful for that. Huib Mansvelder, bedankt voor de kans om, 
nadat ik was afgestudeerd, nog stage te mogen komen lopen. Het was niet het beste punt 
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in mijn leven en de stage liep daardoor niet helemaal af zoals ik had gehoopt, maar ik heb 
in jouw lab wel elektrofysiologie geleerd! Bedankt daarvoor, want zonder die ervaring had 
ik nooit aan dit PhD-project kunnen beginnen. Ten slotte bedank ik alle lieve mensen bij 
MNW en bij MENS. Zonder alle uren in de MENS-kamer had mijn studietijd een stuk minder 
gezellig geweest.

Dan wordt het tijd om mijn paranimfen te bedanken. Lieve René, wat ben je toch een goede 
gast. Op dag 1 van mijn avontuur als promovendus was het ook jouw eerste dag als technicus 
in ons lab. Het leek me dan ook niet meer dan gepast om ook samen af te sluiten. Bedankt 
dat je het me vier jaar lang hebt toegestaan om je af en toe in de maling te nemen, te plagen 
en te kakken te zetten. En bedankt dat je ook niet schroomde om me regelmatig terug te 
pakken. Zonder die gein had ik de afgelopen jaren echt niet gekund. Wat fijn dat je altijd zo 
positief bent (dat compenseert mijn gemopper wat) en dat we altijd met elkaar konden 
lachen. Je hebt ook altijd hard gewerkt om ons leven als promovendi makkelijker te maken. 
Ik heb dat nooit vanzelfsprekend gevonden. Ik wens je een goede toekomst, veel plezier op 
je aanstaande bruiloft met Manon, en ik hoop dat we elkaar nog veel gaan spreken!

Dear Cátia, I consider it my greatest achievement that I managed to eventually convince you 
that I’m quite a nice guy. Who would have thought that after a rough start, we would turn 
out to be such good friends? I greatly admire (and envy) your talent as a scientist, your work 
ethic and your level of organization. I appreciate how you always support me, are willing to 
listen to me complaining, and put me in my place when needed. It is nice to know that you 
always have my back. Thank you for being my teacher, chocolate and cookie supplier, and life 
line during my PhD. Thank you for the amazing trip to Portugal, the teas at Rabarber, the 
dinners, the phone calls, the Mario Kart sessions, etc. I am sure I will continue to see you and 
Reinier a lot, as we have done over the past years, and I’m looking forward to that already.

Dan mijn lieve vrienden van buiten de UU. Zonder jullie waren mijn afgelopen jaren als 
wetenschapper heel saai en eenzaam geweest. Bedankt dat jullie me altijd met beide benen 
op de grond houden, bedankt voor de harde humor waar ik zo van hou en bedankt voor 
alle gezelligheid. Lieve Eetclub, wat fijn dat we na al die jaren nog steeds contact met elkaar 
hebben. Anke, wat fijn dat ik altijd bij je terecht kan! Ik heb toch regelmatig bij je aan moeten 
kloppen als ik een psycholoog of job-coach nodig had. Dan ben je altijd bereid om mijn 
gezeik aan te horen, advies te geven en waar nodig een kritische noot te plaatsen. Ik wens 
je veel geluk in je nieuwe Limburgse huis met Robbert en hoop dat we elkaar ondanks de 
grotere afstand heel veel blijven zien! Margriet, wat was ik vereerd dat ik getuige mocht zijn 
op je huwelijk! Wat een mooie dag was dat. Ik waardeer je vriendschap, je kalmte en je frisse 
blik enorm. Ik wens je alle geluk met Eelco en we blijven elkaar spreken! Bram, ik waardeer 
je aparte gevoel voor humor en je gebrek aan terughoudendheid. Ik hoop dat we elkaar 
weer vaker gaan zien! Evelyn, welkom in Utrecht en veel succes met alle nieuwe stappen in 
je leven! Britt, wat hou ik toch van jouw nuchterheid. Veel succes met het afronden van je 
PhD en natuurlijk in je nieuwe huis samen met Rens! Mirelle, door de afstand zien we elkaar 
niet veel, maar uit het oog betekent niet uit het hart. Wat was het leuk om jouw verdediging 
in Bordeaux mee te maken! Ik wens jou en Raph alle geluk in de toekomst!

Lieve Esther, er gaan weinig dagen voorbij dat we elkaar niet even appen. Wat ontzettend fijn 
dat we al zo lang bevriend zijn. Je bent een ontzettend talentvolle classica en ik ben er zeker 
van dat je het ver gaat schoppen! Veel succes met het afronden van je PhD en wat er daarna 
gaat komen. Lieve Jerrold, wat fijn dat ik altijd op jou kan bouwen. Dag of nacht, ik kan je altijd 
bellen. Ik bewonder hoe dapper je (meermaals) je hele leven en carrière hebt omgegooid om 
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je dromen na te jagen. Bedankt voor alle gezelligheid en humor, de mini-roadtrips en dat je 
me af en toe toch nog wat probeert bij te brengen over muziek.

Lieve Dian, we go way back en onze vriendschap is niet stuk te krijgen. We hebben al zo veel 
meegemaakt samen en daardoor weten we precies wat we aan elkaar hebben. Een van de 
hoogtepunten was toch wel je in-house surprise bruiloft waar ik een rol in mocht spelen. 
Bedankt voor alle lol op reisjes, in escape rooms, met bordspelletjes, of als we weer eens 
helemaal stuk gaan om iets sufs. Wat fijn ook om je zo gelukkig te zien met Marco. Marco, 
bedankt voor je vriendschap, voor het feit dat we je altijd in de maling mogen nemen en voor 
alle mooie ritjes in de Moesmobiel. Lieve kleine Hugo, je had je geen betere ouders kunnen 
treffen! Wat heb ik zin om jou te zien opgroeien. Caitlin, wat fijn dat je altijd zo heerlijk naïef 
bent en geen blad voor de mond neemt. Raak dat nooit kwijt! Kevin, bedankt voor alle mooie 
Center Parcs trips. Aan alle andere leden van Project B, bedankt voor alle mooie tijden en 
dat er nog veel mogen komen!

Lieve familie, ook al begrepen jullie niet altijd waar ik nou helemaal mee bezig was, jullie 
steunen me altijd. Hans en Jacqueline, jullie zijn zeker als familie voor me. Bedankt voor alle 
goede tijden op vakanties en verjaardagen en ik wens jullie het allerbeste. Ron, bedankt dat 
je mijn moeder gelukkig maakt en zo goed voor haar zorgt. Je bent een goed mens! Mike 
en Brian, we zien elkaar niet vaak maar als we elkaar zien, is het altijd weer als vanouds. Van 
vroeger herinner ik me de mooie tijden op de Nintendo64, op de tuin en op de tennisbaan. 
Mike en Priscilla, alle geluk samen met jullie nieuwe gezinnetje. Cisca, ik denk ontzettend 
vaak aan je. Ik mis je harde lach en je ongelofelijke gevoel voor humor. Wat hebben we nog 
een lol gehad, zelfs tot het allerlaatst! Lieve Oma, jij bent een van de sterkste mensen die ik 
ken. Ondanks de tegenslagen van de laatste jaren – dat we Opa nu moeten missen en dat het 
fysiek wat minder lekker gaat – ga je altijd stug door! Met je loopjes naar de supermarkt, met 
je veel te ingewikkelde puzzels en met het lezen van Engelse boeken. Wat ben ik trots op jou! 

Lieve Rico, ook op jou ben ik ontzettend trots. Dat kleine broertje van me heeft het goed 
voor elkaar! Ik vind het ontzettend mooi om te zien hoe toegewijd jij met je passie bezig 
bent. We verschillen veel van elkaar, maar je blijft altijd mijn kleine broertje en ik zal altijd 
voor je klaarstaan. Lieve Pappa, jij hebt altijd keihard gewerkt om ons te geven wat we nodig 
hadden. Ik ben je ontzettend dankbaar voor het feit dat ik weet dat je me altijd steunt. Welke 
rare keuzes ik ook maakte, ik kon altijd op jou rekenen. Bijvoorbeeld toen je mee ging naar 
Londen om een huis te zoeken, of toen ik weer even bij je kwam wonen aan het begin van 
mijn PhD. Ik hoop dat je weet dat ik ontzettend veel van je hou. Lieve Mamma. Zonder jou 
was ik nooit zo ver gekomen. Je hebt me altijd gestimuleerd, gesteund en ervoor gezorgd 
dat ik het beste uit mezelf kan halen. Ik kan altijd met jou lachen en ik kan je altijd om advies 
vragen, of het nu gaat om hoe ik in godsnaam een knoop aanzet of om serieuzere zaken. Dit 
proefschrift draag ik op aan jou. Ik hou van jou!

Dat was het dan.

Joe!




