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Abstract. Organizations utilize Key Performance Indicators (KPIs) to
monitor whether they attain their goals. For this, software vendors offer
predefined KPIs in their enterprise software. However, the predefined
KPIs will not be relevant for all organizations due to the varying needs
of them. Therefore, software vendors spend significant efforts on offering
relevant KPIs. That relevance determination process is time-consuming
and costly. We show that the relevance of KPIs may be tied to the
specific properties of organizations, e.g., domain and size. In this context,
we present our novel approach for the automated prediction of which
KPIs are relevant for organizations. We implemented our approach and
evaluated its prediction quality in an industrial setting.
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1 Introduction

Organizations measure the performance of their business processes to determine
whether they attain their goals. As a means for that, Key Performance Indica-
tors (KPIs) are used [20]. Average duration of product delivery is a KPI that
organizations use to monitor their product delivery processes. By tracking this
KPI, organizations can predict how much staff must be assigned to their prod-
uct delivery processes to keep the duration of a product delivery below a certain
threshold, e.g., on average 3 days.

To support organizations in process performance measurement, software ven-
dors offer predefined KPIs in their software products. With this, they aim to
provide the maximal set of KPIs that may be relevant for most organizations.
However, predefined KPIs will not work successfully in all organizations because
they want relevant KPIs aligned to their specific goals [20]. For example, taken
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leave per day is a relevant KPI for a production organization, whereas it may not
be relevant for a university, which has similar number of employees. For this rea-
son, software vendors include Business Intelligence (BI) functionality into their
software products and let organizations develop custom KPIs. Although orga-
nizations may do this, custom development of KPIs still requires a significant
effort both from software vendors and organizations [20].

Numerous studies have been conducted for determining relevant KPIs for
organizations [3,4,14,15,28]. In these studies, relevant KPIs are either defined
from scratch or selected from a set of KPIs (e.g., a KPI library) for each organi-
zation. Moreover, in these studies, the identified reasons that make certain KPIs
relevant for one organization are not usually reusable at determining the KPIs for
another. Therefore, for current approaches tailoring KPIs is a manual endeavor
that needs to be repeated for each organization, and requires a significant effort
both from software vendors and organizations.

Fig. 1. Our approach for predicting relevant KPIs for organizations

Within this paper, we propose a novel approach for the automated prediction
of relevant KPIs for organizations. The approach takes a set of prediction models
aimed at predicting the relevance of KPIs and the characteristics of a new orga-
nization, e.g., domain, location, and number of employees. By checking the given
organizational characteristics of that organization against the relevance factors
of KPIs encoded in the prediction models, the approach predicts which KPIs
are relevant to the organization (see ❷ in Fig. 1). To determine the relevance
factors of KPIs and develop prediction models (see ❶ in Fig. 1), the approach
uses the known relevance values of a set of KPIs for a number of organizations,
which needs to be given in the form of a specific input, KPI Relevance Data. By
means of the automatically determined relevance factors of KPIs, we automate
the prediction of relevant KPIs for organizations, which is manually repeated for
every organization in current approaches. Thus, our approach sets itself apart
from the state of the art. We evaluate the prediction quality of our approach by
applying it in a real-life setting at a Dutch ERP software vendor. In this context,
we discuss the results that we obtained.

In Sect. 2, we present our approach aimed at the automated prediction of rel-
evant KPIs for organizations. The details of the implementation of the approach
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are given in Sect. 3. Afterwards, in Sect. 4, we evaluate the prediction quality
of our approach by applying it in a real-life, industrial setting and present the
results obtained in the application. Section 5 is devoted to the discussions on
the implications of the obtained results. In Sect. 6, we provide an overview of
related work on providing relevant KPIs to organizations. Finally, we present
our conclusions and potential directions for future work in Sect. 7.

2 Approach

In this section, we explain the details of our approach on the automated pre-
diction of relevant KPIs for organizations. As introduced in Sect. 1, there are
two tasks: predicting relevant KPIs and developing prediction models. They are
taken care of by the components Prediction Model Development and Relevant
KPI Prediction. The former uses prediction models and the organizational char-
acteristics of a new organization as inputs; the latter uses KPI Relevance Data as
the only input. For the sake of simplicity, first, the definitions of organizational
characteristics, prediction models, and KPI Relevance Data are listed below.
Then, the details of each component is given.

Definition 1 Organizational Characteristics contain the values of a
set of characteristics (e.g., domain, location, and number of employees)
by which organizations can be characterized. For example, Organization
o1 = {domain = Retail ∧ location = Amsterdam ∧ numberOfEmployees=
[10−19] ∧ doesExport = Yes ∧ industryClassification-MainGroup = 47 ∧
industryClassification-SubGroup = 8109 }.
Definition 2 Prediction Models are aimed at predicting the relevance of
KPIs. Each prediction model encodes a KPI, the factors that are the determi-
nants to what extent the KPI will be relevant for organizations, and a prediction
modeling technique, which outperforms predicting the relevance value of the KPI
for organizations using those relevant factors.

Definition 3 KPI Relevance Data is a 2-tuple: (1) the relevance values of
a set of KPIs for a number of organizations where that KPI set is considered as
the comprehensive set from which a sub-set will be selected and (2) the key char-
acteristics of these organizations with their values, i.e., Organizational Charac-
teristics. For example, in Fig. 3, an excerpt from a sample KPI Relevance Data
is depicted.

In our approach, the relevance value of a KPI can be a numeric value from a
scale, namely KPI Relevance Scale. As the KPI Relevance Scale, we use a five-
points Likert-type scale: [1, 5], where a higher value denotes a higher relevance.
The reason for using a five-points scale is that it has been recommended by many
researchers [5,10,27] as the optimal number of relevance categories.
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Fig. 2. Predicting relevant KPIs for a new organization

Relevant KPI Prediction: To predict which KPIs are relevant for a new
organization, two inputs are required: the organizational characteristics of that
organization and prediction models. The prediction modeling technique encoded
in each prediction model is executed with the given organizational character-
istics. Thus, a predicted relevance value will be obtained for the KPI. In the
output, the obtained relevance values are sorted from highest to lowest. After-
wards, the KPIs that have the highest predicted relevance value, a value of 5 in
the KPI Relevance Scale used in our approach (see in Fig. 2), are marked as the
set of relevant KPIs for the new organization. However, this marking is flexible
and one can say that a value of either 4 or 5 may be presented as the set of
relevant KPIs for the new organization. For this, to what extent a KPI is used
for making decisions about the related business process in an organization may
be a reason.

Prediction Model Development: This component takes KPI Relevance Data
as input. For each KPI in the input, an analysis task is performed to determine
what organizational characteristics are the determinants of the relevance value
of a KPI for organizations. The reason for performing the task per KPI is that
relevance factors may vary from one KPI to another. For example, “number of
employees” may be the only factor that makes a KPI relevant for organizations,
whereas for those organizations the relevance of another KPI may be dependent
on both “number of employees” and “organization type”, e.g., whether it is a
non-profit organization.
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Fig. 3. Creation of the prediction models for predicting relevant KPIs

Since the organizational characteristics in the given KPI Relevance Data are
raw data, they need to be transformed into features to better represent the
underlying patterns in the given KPI Relevance Data. That transformation is
done by the encoders within this component. More specifically, a one-hot encoder
is used for each feature. Then, a feature subset is selected for each prediction
modeling technique employed within the component–employed techniques are
listed in the implementation documentation of the approach1. This feature subset
selection helps to make sense of the features for prediction modeling techniques.
To keep the best performing features in subsets, the worst performing feature
at each iteration is eliminated, and then the dependencies between features are
uncorrelated by a dimensionality reduction.

Afterwards, the component trains and tests each prediction modeling tech-
nique to find out the best performing prediction modeling technique for each
KPI. The reason for that is a prediction modeling technique may not outper-
form for predicting the relevance values of all KPIs since the relevance values
in a given KPI Relevance Data may not be the same for all KPIs. Moreover,
each prediction modeling technique has its own noise handling mechanism. For
example, while Random Forest may be the best for an imbalanced set of rel-
evance values, other prediction modeling techniques, e.g., Ada Boost may per-
form poorly. While training a prediction modeling technique, the component
chooses a set of appropriate hyperparameters to discover the parameters that
may result in more accurate predictions. To do so, the component uses a cross-
validated grid-search algorithm. As a result of the train and test, the component
identifies the best performing prediction modeling technique at finding the rele-
vance factors of each KPI. For this, the balanced accuracy metric [9,25] is used.

1 The implementation of our Automated Relevant KPI Determination Approach is
available at http://amuse-project.org/software/.

http://amuse-project.org/software/
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By doing so, we aim to deal with the relevance values of KPIs that may have
an imbalanced distribution in a given KPI Relevance Data. When the relevance
factors and best performing prediction modeling techniques are determined for
all KPIs, the component creates the prediction models for the KPIs. In partic-
ular, the relevance factors of a KPI, the selected prediction modeling technique
for identifying them, and the KPI itself are encoded in the form of a prediction
model.

In the next section, we give the details of the implementation of the approach.

3 Implementation

In this section, we give the details of the implementation (see Footnote 1) of
our approach. On the one hand, the implementation is a constructive proof of
the approach. On the other hand, it shows the applicability of the approach. In
Fig. 4, the technical details of the implementation are depicted.

As explained, to predict relevant KPIs, the approach requires prediction mod-
els as input. This is taken care of the Prediction Model Development component
within the approach. It takes KPI Relevance Data as input and develops predic-
tion models. To accurately capture the knowledge in the given KPI Relevance
Data, as shown in Fig. 4, a nested (two-level) stratified cross validation is used:
(1) for all KPIs and (2) per KPI. More specifically, both model development
and testing will be carried out n-times, which is specified in each stratified cross
validation block, using a different sample dataset of the given KPI Relevance
Data. By doing so, we aim to develop the prediction models that both capture
the patterns in the given KPI Relevance Data, but also generalizes well to unseen
organizational characteristics of new organizations.

Fig. 4. Technical details of the implementation of our approach
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Within the stratified cross validation block for all KPIs, prediction model
development and testing for all KPIs will be done in 5-folds. This means that
in each fold, an 80%/20% stratified split [18] is done to divide the given input
into training and test datasets. By doing so, the approach can develop predic-
tion models and test them using the sample datasets that are preserving the
percentage of the data points for each KPI and class (i.e., relevance values). As
a result, the approach creates two different dataset in each fold: training dataset
for all KPIs and test dataset for all KPIs. Similarly, within the stratified cross
validation block per KPI, the approach does the prediction model development
and testing for each KPI in 5-folds. A training dataset per KPI and a test dataset
per KPI will be generated in each fold. The aforementioned prediction modeling
techniques will be trained and tested using these datasets. In order to avoid
over-fitting to the training data, a 70%/30% split is preferred [12].

The approach utilizes feature selection and dimensionality reduction [19] to
select the organizational characteristics in the training dataset per KPI that
contribute most to the prediction variable (the relevance value of a KPI). Then,
the approach applies feature scaling to have standardized range of the values
of the selected organizational characteristics. By doing so, we aim to make that
each selected organizational characteristic may equally influence the prediction
variable.

Afterwards, the approach trains each prediction modeling technique con-
tained in it. Meanwhile, the approach tunes the parameters of each prediction
modeling technique to determine the parameter set with which each trained pre-
diction modeling technique performs best. When all prediction modeling tech-
niques are trained, the approach tests them using test dataset per KPI mentioned
above. Using the balanced accuracy metric, the approach selects the best per-
forming prediction model for a KPI, from the set of the prediction models that
are created in all folds of the cross-validation block per KPI and tested. When
the best performing prediction model for each KPI is selected, then the approach
completes the prediction model generation process. In other words, the selected
prediction models are ready for predicting relevant KPIs for organizations.

To achieve a high quality at predicting relevant KPIs for organizations, while
developing prediction models within the approach, we use 3 types of meta-
algorithms: stacking, boosting, and bagging [29]. In stacking, a meta-technique
tries to learn the best combination of the prediction models of the primary pre-
diction modeling techniques, which are combined as a stack. In boosting, the
same prediction modeling technique is applied in a chain to learn and fix the
prediction errors of prior prediction models developed in the chain. Different
sub-samples of the training dataset are taken and multiple prediction models
are generated in bagging. Then, these models are aggregated to form a final
prediction model, which has a better accuracy value.

Since most properties of organizations are categorical data types and the
scale we used for relevance values (KPI Relevance Scale) has multiple points,
it is required to support multi-class classification [12] prediction modeling tech-
niques from the machine learning discipline within our approach. Accordingly,
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our approach employs the prediction modeling techniques that are listed in the
implementation documentation of the approach (see Footnote 1). However, our
approach is flexible to support continuous (numeric) data types. This can be
indicated in the configuration where the approach learns the organizational char-
acteristics contained in a given KPI Relevance Data. Moreover, our approach is
extensible to support regression prediction modeling techniques in the case that
one may want to predict a decimal value for the relevance value of KPIs instead
of a numeric value from a KPI Relevance Scale.

In addition, to obtain better predictive performance, the approach reduces
the problem of multi-class classification to multiple binary classification prob-
lems while developing prediction models. In this regard, we apply the following
strategies: one-vs-rest and one-vs-one [12]. The former involves training a sin-
gle prediction modeling technique per class, whereas in the latter a particular
prediction modeling technique is trained for each different pair of classes.

In the following section, we describe how we evaluate our approach in a
practical use of its implementation.

4 Evaluation

In this section, we demonstrate the use of the proposed approach in an industrial
setting and evaluate how accurately it predicts relevant KPIs for organizations. In
this regard, in the following subsections, we describe how we develop prediction
models and use them at predicting relevant KPIs for organizations in a case study.

4.1 Data Collection

In order to develop prediction models, the approach requires KPI Relevance
Data. However, although software vendors usually know the key characteris-
tics of the organizations that they deliver their software products to, they are
typically not aware of the relevance of the KPIs that they offer to those orga-
nizations. Therefore, we investigated whether we could identify a proxy for this
type of data. KPI Usage Logs are typical data sources in which software vendors
typically keep track of how KPIs are being used by organizations. In general,
software vendors either record these logs using the software product in which
they offer KPIs for organizations or using a third-party BI tool (e.g., Qlik Sense
and Microsoft Power BI), which they use as a means for enabling organizations
to develop custom KPIs. KPI Usage Logs is a data source from which one can
obtain information on the usage of KPIs. For example, how many times a partic-
ular KPI is used in an organization, when that KPI is used, and how much time
has spent using the KPI can be obtained from KPI Usage Logs. The obtained
information on the usage of KPIs can be seen as the interest of organizations in
KPIs. Moreover, one can interpret the interest of organizations in KPIs as the
relevance values of KPIs for those organizations. Thus, as a primary proxy for
known relevance values of KPIs for organizations, KPI Usage Logs are deter-
mined.
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A Dutch ERP software vendor, the case study company, records KPI Usage
Logs for the KPIs that the company offers to its customers. In the company, we
had a training session on the KPIs, which are offered to its customers within
its ERP software product. In particular, we examined the KPIs in the Human
Resource Management (HRM) area. The reason for that is that human resources
form a key asset in any organization. As such, the availability of the employees
in an organization is essential in performing its business processes to attain its
goals. However, due to various reasons, employees may not be always available,
for example, sickness, injury, maternity leave, or vacations. Absence and leave
are the two sub areas in HRM that concern the unavailability of employees in
organizations. The former deals with the unexpected reasons of unavailability
of employees. The latter focuses on the unavailability of employees resulting
from statutory rights as granted by labour laws. In this regard, together with
two experts who manage the KPIs in the company, we selected 13 KPIs from
the absence and 6 KPIs from the leave sub area. While selecting the KPIs,
our main consideration was the wide usage of the KPIs by organizations to get
sufficient data points such that our approach can predict relevant KPIs for a new
organization accurately. The selected 19 KPIs are commonly used by more than
2000 client organizations of the software vendor. Afterwards, the experts defined
a set of metrics for transforming the usage of the KPIs into the relevance values
of them. Since the defined metrics require a minimum of one year usage of the
KPIs, the relevance values of the selected 19 KPIs are obtained for approximately
1100 organizations, which use those KPIs at least for a year.

In addition to the obtained relevance values, the characteristics of those 1100
organizations were required to create KPI Relevance Data and develop the pre-
diction models for the selected KPIs. To determine which characteristics and
their values for those organizations are available in the company, we arranged
three meetings with various experts. The first meeting was with the following
experts: a director–the CIO (Chief Information Officer) of the company–who has
knowledge on scoping the KPIs offered to the organizations and a senior prod-
uct developer who is an expert on designing and developing KPIs. These experts
explained the characteristics of the organizations that they consider while scop-
ing and developing the KPIs offered to the organizations. A marketing manager
participated in the second meeting and described the characteristics of the orga-
nizations that often request adjustments for the offered KPIs. In the last meeting,
together with a product manager, we analyzed the data about the organizations
to identify what characteristics and their values are available within the com-
pany. As a result, we selected the characteristics shown in Table 1. All these
characteristics are categorical and the values of them were available for 750 out
of the aforeselected 1100 organizations. Moreover, the names of these character-
istics are translated from their original definitions in Dutch.
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Table 1. Selected characteristics of organizations

Characteristic Explanation with some example values

Legal form - Main
group

The main group of the legal form of an
organization, e.g., with or without legal entity

Legal form The legal form of an organization, e.g. private
limited company, foundation or association

Non-profit A non-profit organization uses the money it earns
to help people. However, a profit organization
invests the money it earns on developing new
products or services to sell them and make more
money

Industry
classification - Main
group

The main group to which the organization is
assigned by the Chamber of Commerce within the
Netherlands. For example, construction is the
main group to which general civil and utility
construction organizations are assigned.
Transportation and storage is another example for
main group

Industry
classification - Sub
group

The sub group to which the organization is
assigned by the Chamber of Commerce within the
Netherlands. Construction of residential buildings
and construction of railways are two example sub
groups of the construction main group. Similarly,
passenger transport and freight transport are two
example sub groups of the transport and storage
main group

Province The province where the organization is registered

Number of -
Employee range

The range of the total number of employees in the
organization. For example, 10–19, 20–49, and
50–99

Import Whether the organization does import

Export Whether the organization does export

Has subsidiary
organizations

Whether the organization has subsidiary
organizations

By combining the obtained relevance values of the selected KPIs 19 with
the organizational characteristics of the aforementioned 750 organizations, we
created the KPI Relevance Data for our evaluation. This means that the required
input for developing the prediction models for the KPIs is ready. Accordingly,
the approach created 19 prediction models for predicting the relevance of the
selected 19 KPIs.



Automated Prediction of Relevant Key Performance Indicators 293

4.2 Applying the Automated Relevant KPI Determination
Approach

We predicted relevant KPIs for a set of organizations using the developed pre-
diction models. Since the developed prediction models are for the KPIs in the
absence and leave sub areas, the set of the organizations for which relevant
KPIs are predicted are accordingly selected. In particular, the organizations are
selected from the client organizations of the case study company that are not
purchased and not use to the selected 19 KPIs, but use the related functional-
ities, i.e., absence and leave within the ERP software product of the company.
As a result, we selected 261 organizations and predicted relevant KPIs for them.

To determine the prediction accuracy of our approach in the case study, we
collaborated with the CIO of the company and a senior product manager in
the case study company. The reasons for collaborating with these two experts is
that these experts have extensive knowledge both on the organizations for which
relevant KPIs are predicted and on the expected relevance values of the selected
KPIs for those organizations. Then, we calculated the prediction accuracy of our
approach by comparing the predicted relevance values of the KPIs for the orga-
nizations with the expected relevance values of the KPIs for these organizations,
which are provided by the aforementioned two experts. In Fig. 5, the prediction
accuracy of our approach in the case study is depicted.

Fig. 5. Prediction accuracy of our approach in the case study

As depicted in Fig. 5, in the case study, our approach achieves a 74% balanced
accuracy at predicting the relevance of 6 KPIs in the leave sub area for 261
organizations. Similarly, a 64% balanced accuracy is achieved at predicting the
relevance of 13 KPIs in the absence sub area for the same organizations. The
weighted average of the prediction quality values for these two sub areas will
show the prediction quality of our approach for the HRM area, which is 67%. In
the following section, we discuss the implications of those results.

5 Discussion

To consider a certain prediction quality as good, one should look into the context
of the application where that quality is measured [8,23,26]. In this regard, we
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discuss the prediction accuracy of our approach. Since no other study has so far
focused on the automated prediction of relevant KPIs for organizations, there
is no exact reference to compare the prediction quality of our approach with.
However, we think that the prediction quality of our approach shown in Fig. 5
is reasonable [26].

As mentioned in Sect. 3, the problem that our approach tries to solve is
a multi-class classification. Having a balanced distribution of each class has a
significant effect on prediction quality in multi-class classification. However, this
was not the case for the KPIs that we used in the case study. Notably for the
lower relevance values (e.g., 1 and 2 with respect to the used KPI Relevance
Scale), there were fewer data points than for the higher relevance values (e.g., 4
and 5 with respect to the used KPI Relevance Scale). As a result, the approach
was inclined to predict higher relevance values for some KPIs, which are expected
to have lower relevance values by the experts in the case study company. This
indicates that the prediction quality of the approach has negatively affected due
to lacking data points.

One of the possible reasons for a lower prediction quality value in the absence
sub area is that there were fewer data points in the used KPI Relevance Data
for each KPI in the absence sub area than for each KPI in the leave sub area.
In particular, there was a limited variety of small organizations in the known
relevance values of the KPIs in the absence sub area. This was because in small
organizations, the management of absence-related data is ad-hoc, i.e., absence-
related data may not be stored day-to-day. Therefore, there was missing usage
information in the KPI Usage Logs for those KPIs for small organizations. By
contrast, leave operations in organizations are mostly recorded day-to-day since
there are regulations defined by law to keep the data related these leave oper-
ations up-to-date. In addition, leave is a type of operation that can be planned
ahead, whereas absence has a more unpredictable nature.

As a result of having fewer data points for the KPIs in the absence sub area, as
shown in Table 2, the prediction modeling techniques that use linear separation
method for input data outperformed at predicting the relevance values of the
KPIs in this sub area. However, tree/forest based prediction modeling techniques
were majority in the leave sub area since there were more data points for the
KPIs this sub area.

Table 2. Outperformed predicting modeling techniques for the KPIs in the HRM area

Logistic
regression

Support Vector
Machines (SVMs)

Decision
tree

Random
forest

Stacked (Decision
Tree & SVMs)

Absence 7 3 2 1 0

Leave 0 0 2 2 2

We also had the idea to apply our approach in the finance area. Using the
KPI Usage Logs of 109 KPIs in the finance area, we created KPI Relevance Data.
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Then, we analyzed this data before applying the approach on it. We found out
that for more than 60% of the KPIs, there are fewer data points for 3 out of 5
known relevance values. We decided against actually using the approach although
the data was not good enough, i.e., containing fewer data points. Unfortunately,
the approach performed worse than predicting the relevance of the KPIs in the
HRM area. We examined the failing predictions for the KPIs in the finance
area with the two experts together with whom we determined the prediction
accuracy of the approach in the HRM case–a director and a senior product
developer. These experts pointed out that the expected relevance of the KPIs
in the finance area are mostly dependent on various financial characteristics of
organizations such as debt, revenue, payment periods of both the customers and
suppliers of these organizations, and how the products and services are sold by
these organizations. Although our approach is extensible to new organizational
characteristic, however; unfortunately, these organizational characteristics are
not available in the case study company since these are mostly sensitive data
about organizations.

Software vendors that focus on automatically predicting relevant KPIs for
their customers and operate various domains can apply our approach. However,
if these software vendors may want to predict relevant KPIs for their customers
using a different set of KPIs and organizational characteristics than we demon-
strated in the case study, they need to provide their KPI Relevance Data to
our approach and develop prediction models using the approach. Then, these
software vendors can predict relevant KPIs for their customers by executing the
approach with the developed prediction models.

6 Related Work

Due to the high interest in both academia and business, there is a broad litera-
ture in the field of organizational performance measurement. Notably researchers
proposed various approaches dealing with determining relevant KPIs for orga-
nizations since KPIs are widely used as a means for measuring the performance
of organizations. Within these approaches, creating relevant KPIs afresh for any
organization or choosing KPIs from a reference set of KPIs (e.g., a KPI library)
as the relevant set for a particular organization are the two common ways of
determining relevant KPIs. In this section, we list some of the works, which
cover the following question that we are interested in: how are relevant KPIs
determined for organizations?

Much work has been conducted on defining relevant KPIs from scratch for
organizations in various domains. Granberg and Munoz develop KPIs for airport
managing organizations [11]. Similarly, to monitor the performance of airports,
a set of KPIs are proposed in [7]. Kaganski et al. [15] describe the development
of KPIs for small and medium-sized enterprises (SMEs). While a set of KPIs for
the organizations that have highly diverse product families are defined in [24],
Elliot et al. [6] specify a set of KPIs for a large pediatric healthcare organization.
Since the development of KPIs in the aforementioned works is from scratch and
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manual, in each work, it is required to have an intensive technical knowledge
of the organization to which relevant KPIs are determined. Thus, a significant
effort is required to obtain that knowledge.

Apart from the aforementioned works, del Ŕıo-Ortega et al. present a meta-
model [4] as a basis for working with KPIs. Using the language proposed as
part of the meta-model one can model KPIs within the process models of the
processes in an organization. Then, the values of the modeled KPIs can be
derived from the execution logs of the process models. However, this still requires
each organization to determine relevant KPIs for itself and model them using
the proposed meta-model. Therefore, this will require a significant effort of each
organization.

In some studies [13,16,21,22], researchers focus on selecting a subset from a
set of KPIs to determine the relevant set of KPIs for organizations. Within that
selection process, researchers mostly consider the sector of an organization or a
set of business processes in an organization. However, due to the varying needs
of organizations, a KPI subset that is selected as the relevant set for one orga-
nization may not be relevant for all other organizations, which are in the same
sector or perform similar business processes with that organization. Therefore,
that KPI subset selection process needs to be repeated for many organizations.
To deal with that, Analytic Network Process (ANP) is utilized [3,14,17,28]. In
particular, certain characteristics of KPIs such as reliability, comparability, and
understandability are taken into account to determine the priorities of a set of
existing KPIs in organizations. This is mostly done together with specific experts
in organizations. Then, the KPIs that have the highest priorities are selected as
the relevant KPIs for organizations. However, on the one hand, since the con-
sidered characteristics of KPIs are subjective to experts, the priority of a KPI
may vary from one organization to another. On the other hand, ANP is a time-
consuming and complex multi-criteria decision-making method, and therefore
requires a significant effort from organizations.

7 Conclusion and Future Work

In this paper, we presented a novel approach aimed at the automated prediction
of relevant KPIs for organizations. A set of prediction models aimed at predicting
the relevance of KPIs and the organizational characteristics of a new organization
are the required inputs by the approach. The approach determines which of
the KPIs that are encoded in the prediction models are relevant for that new
organization using the relevance factors of the KPIs. To identify these factors
automatically and develop prediction models, the approach employs prediction
modeling techniques and applies them on the known relevance values of KPIs
for organizations, which should be given in the form of a specific input, KPI
Relevance Data.

To show the accuracy of our approach, we implemented it and demonstrated
in a case study at a Dutch ERP software vendor. Within the case study, together
with experts in the company, we selected 19 KPIs from the HRM area that
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are offered to organizations by the company in its ERP software product. The
known relevance values of the selected KPIs were not available in the company.
Therefore, we identified KPI Usage Logs as a proxy for known relevance values
of KPIs and subsequently we created KPI Relevance Data and developed the
prediction models for the selected 19 KPIs together with the experts in the
company. Afterwards, the relevance values of the KPIs were predicted for 261
organizations, which are new to those KPIs. Finally, we evaluated the prediction
quality of the approach by comparing the predicted relevance values of the KPIs
against the expected relevance values of those KPIs, which are provided by two
experts in the company. The prediction quality of the approach was of sufficient
quality to show the practical usage of the approach. As a result, we automate the
selection of relevant KPIs for every organization. For current approaches, this
is a manual endeavor that needs to be repeated for every single organization.
Thus, we believe that our approach lowers the efforts of software vendors for
determining relevant KPIs for their client organizations or the efforts of these
organizations doing this themselves.

In future work, we want to extend our approach for determining relevant
KPIs for different roles in organizations since the relevance of a KPI might vary
from one role to another in organizations. For example, there may be a significant
difference in the relevance value of a KPI on daily stock changes between a CEO
and for a warehouse employee. Furthermore, sales, purchasing, and logistics are
the areas to which we envision extending our approach since their commonality
among organizations in addition to the less sensitivity of data for organizations in
these areas in comparison to other areas, e.g., finance and accounting. Besides,
we plan to develop a decision graph aimed at identifying which visualization
best suits for particular KPIs. Thus, engaging dashboards comprising relevant
KPIs can be built automatically. Moreover, the approach in this paper and the
approach that we presented in [2] are part of our Cross-Organizational Process
Mining Framework, which we introduced in [1], and will be together incorpo-
rated into the framework. With this, we aim to provide recommendations for
organizations using the benchmarks that are developed utilizing relevant KPIs.
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4. del-Ŕıo-Ortega, A., Resinas, M., Cabanillas, C., Cortés, A.R.: On the definition and
design-time analysis of process performance indicators. Inf. Syst. 38(4), 470–490
(2013)

5. Eisenberg, M., Hu, X.: Dichotomous relevance judgments and the evaluation of
information systems. Proc. Am. Soc. Inform. Sci. 24, 66–69 (1987)
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