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Abstract: In recent years, reporting scientific experiments became a challenge for scientists working data-intensive re-
search fields. One of these challenges is to accurately report experimental work relying on computational
activities. In this report, an exploratory computational experiment is conducted. We evaluate the performance
of a set of classification models to extract experimental paragraphs from full-text scientific publications in
an unsupervised fashion. The results show that the best performing classification model (Multinomial Naive
Bayes) trained on 30 publications in the Proteomics domain achieves a Recall of 87.12% and an Accuracy
of 80.63%. Successful unsupervised extraction of experimental paragraphs from reports can considerably re-
duce the noise present in full-text publications. This approach could be beneficial to automatically generate
domain specific vocabulary describing experimental designs and experimental processes. As such, this work
contributes to the identification of NLP techniques automatizing the extraction of domain-specific paragraphs
which relate to experimental work.

1 INTRODUCTION

Since the early 2000s concrete steps have been
taken towards making scientific knowledge more ac-
cessible to scientists, the industry and citizens. There
are two main driving forces that led to these circum-
stances. One driving force is open access (OA), the
other one is reproducible research (RR). OA started
originally with the Budapest initiative (Chan et al.,
2002). The signatories proposed to broaden the ac-
cess to peer-reviewed journal articles to a wider audi-
ence than scholars. After the Budapest initiative, the
scope of OA was extended in the Bethesda statement
(Suber et al., 2003) and Berlin declaration (Braarvig
et al., 2003). After this point, the initial scope of
OA was enlarged to supplemental material which was
redefined in the Berlin declaration as being original
scientific research results, raw data and meta-data,
source materials, digital representations of pictorial
and graphical materials and scholarly multimedia ma-
terial (Braarvig et al., 2003).

The other driving force, Reproducible Research
(RR) (McNutt, 2014; Peng et al., 2006) started with
some serious concerns about the increased amount
of errors or misinterpretations of statistical analyses
and reproduction failures of peer-reviewed academic
work (Donoho, 2010). These concerns led several

academics and publishers to request a better scrutiny
of reported results or to promote replication stud-
ies in different fields, including information systems
(Casadevall and Fang, 2010; Fanelli, 2013; Laine
et al., 2007; Nekrutenko and Taylor, 2012). RR at-
tempts to deal with apparent mistakes in data analyses
by recommending researchers to hand over enough
content next to the published paper to facilitate verifi-
cation of the results by independent reviewers. There-
fore, the software and the parameters applied by data
processing algorithms are expected to be part of the
supplemental material and preserved accordingly.

As an example of public concern, a New York
Times article from 2006 (Bosman, 2006) explains
that news organizations are becoming more skepti-
cal about research’s results due to the increasing dis-
covery of fraudulent papers. The reasons for this in-
crease varies, as it could be due to an increase in
the amount of published fraudulent papers, or due
to an increase in the efficiency of detecting fraudu-
lent papers (Fanelli, 2013; Fang et al., 2012; Steen
et al., 2013). In both cases, skepticism of research
increases, and should be tackled by improving repro-
ducibility in order to present trustworthy results to the
public (Laine et al., 2007).

One of the challenges in reproducing research,
is the quality of the research report (Nicholls et al.,



2016). Insufficiently reported research experiments
can lead to unsuccessful attempts of reproducing re-
search results, which is both a waste of money and
time. For instance, failed attempts to reproduce some
of the top cancer studies are due to insufficient de-
tails in the reports about experimental resources used
(Begley and Ellis, 2012). To improve the quality of
research experiment reporting, new conventions and
guidelines are proposed (Bandrowski and Martone,
2016). Nevertheless, the analysis of experimental re-
ports can be tedious and steps towards automatic anal-
ysis of experimental reports are welcome. Here, we
propose a first step to automatically identify para-
graphs that are related to experimental designs in pub-
lished articles. Our goal here is to avoid to be depen-
dent on specific templates used in publications and re-
duce noise from full-text publications given as input
to Natural Language Processing (NLP) algorithms.

We apply NLP techniques as NLP became more
mature in the last couple of years and research on this
topic keeps increasing within the Information Sys-
tems field (Liu et al., 2017; Debortoli et al., 2016).
Previous research has already proven that applying
NLP technologies to unstructured data can result in
prediction Accuracy rates of over 90% (Chokshi et al.,
2017; Lacey et al., 2017a; Lacey et al., 2017b). Nev-
ertheless, to be able to transform an experimental re-
port in a standardized format, domain knowledge is
assumed to be necessary. Named Entity Recognition
analysis can be used for such a task, e.g. to extract
resources from the experiment like used software or
laboratory instruments, but its effectiveness correlates
negatively with the noisiness of the text (Derczynski
et al., 2015). Therefore, this research focuses on re-
ducing the noise in the data by selecting experimen-
tal paragraphs and dismiss other type of paragraphs
found in scientific articles (e.g. references, results,
etc.). This is necessary to avoid further analyses on
the content of these paragraphs to be biased by sec-
tions not containing specific experimental work.

This technical report will first elaborate the related
NLP background in Section 2. Thereafter, the experi-
ment itself will be described in section 3. The results
from the experiment are presented in Section 4 and
discussed in Section 5. Finally, we conclude in Sec-
tion 6 that our approach considerably reduces noise
in Full-Text publication but is not yet sufficient to ex-
tract a list of named entities which are useful to build
a vocabulary of scientific experimentation.

2 Background: NLP for Paragraph
Extraction

To be able to extract the paragraphs in a paper
which contain (parts of) the experiment, an algorithm
is required to classify the paragraphs from a paper
into experimental and non-experimental paragraphs.
To identify relevant classification algorithms, previ-
ous literature is consulted. Aggarwal and Zhai (Ag-
garwal and Zhai, 2012) published a survey of text
classification algorithms. The authors state that be-
fore any classification task feature selection and doc-
ument representation are crucial. Two representations
are explained, the common bag-of-words representa-
tion and the strings representation. A bag-of-word
represents the text as a multiset of tokens, including
the frequency of each tokens. This is in contrast with
the text-as-strings representation representing text as
characters strings, keeping the sequence of tokens un-
altered.

Next, Aggarwal and Zhai introduce two feature
selections methods: stop-word removal and stemming
(Aggarwal and Zhai, 2012). By stemming words, the
words are reduced to their ”stem”. Another variant of
stemming is lemmatizing, which also takes the con-
text and Part-Of-Speech into account when reducing
a word to its ”lemma” (Jivani et al., 2011). A disad-
vantage of stemming is that the generated words are
not always correct, i.e. stemming the word ”cycling”
to ”cycl”. This problem is addressed by lemmatiz-
ing, as long as there is an exhaustive lexicon covering
domain-specific words, as only words within the lexi-
con can be lemmatized properly. Multiple studies ap-
plying these techniques on different languages proved
that lemmatizing can improve performance compared
to stemming (Ingason et al., 2008; Korenius et al.,
2004).

While Aggarwal and Zhai (Aggarwal and Zhai,
2012) describe several classification algorithms in-
cluding Decision Trees, Pattern Rule-based Clas-
sifiers, Linear Classifiers, and Probabilistic Classi-
fiers, older studies have shown that Support Vector
Machine (SVM) classifiers, and, thereafter, Logistic
Regression (LR) and Naive Bayes classifiers (NB)
perform better than the other classifiers (Colas and
Brazdil, 2006; Genkin et al., 2007; Manevitz and
Yousef, 2001). At the same time, these results appear
to be unstable, the Accuracy of SVM classifiers were
dependent on the data set: e.g., SVM outperformed
CNN on one of these datasets.



Figure 1: The steps we followed to select the most optimal classifier for extracting experimental paragraphs

3 Experimental Method

As this is an exploratory research, this experiment
evaluates standard classification methods for extract-
ing experimental paragraphs. Fig. 1 depicts the main
step of the analysis workflow. In short, all documents
are transformed into a bag-of-words representation.
A bag-of-words is a simple structure which is not re-
quiring intense preprocessing of the documents. In
short, the experiment reported here consists of four
parts: (1) testing the feature selection parameter val-
ues, (2) testing the classification models, (3) train and
test the best performing model using the most opti-
mal values for the feature selection parameters and
the best performing classification model, and (4) test-
ing the effectiveness of the classification in terms of
noise filtered out. In this technical report we give an
example of the reduction obtained on one paper using
the best performing classification model.

The main goal of developing a classification
model is to filter out non-relevant paragraphs from
a document, which decreases the corpus from which
the experimental steps and used resources of a paper
can be extracted. Therefore, the performance of the
different feature selection methods and classification
models are not evaluated by the Accuracy, but by Re-
call. The Recall is the percentage of positive elements
that are predicted as positive, thus the number of true
positives (TP) divided by the number of true positives
and false negatives (FN), so Recall = TP/(TP+FN). In
this research that would be the percentage of the ex-
perimental paragraphs that are identified as such. Ac-
curacy is the percentage of correctly classified para-
graphs as experimental and non experimental.

Regarding evaluation of the classification models,
a 10-fold cross-validation method is used to test the
performance of their performance for each configu-
ration of the processor (Wong, 2015). The first 30
papers are used in the cross-validation, and the last
12 papers for testing the final model. The numbers of
experimental paragraphs and non-experimental para-
graphs are unbalanced in scientific publications and
consequently in the training set. Hence, the number
of non-experimental paragraphs for each paper is re-
duced to the number of experimental paragraphs in
the train set. The non-experimental paragraphs that

are filtered out of the train set are chosen randomly
for each paper. Without re-balancing the cases the
Recall of the models decreased by 50% compared to
the final results.

We used Python (3.6) and NLTK (3.2.5), a natural
language processing module in Python, to implement
the experiment. The code is deposited in Zenodo,
a repository funded by the European Commission:
https://doi.org/10.5281/zenodo.1202310.

Table 1: Confusion matrix final model (Nave Bayes)
Predicted Experimental Predicted Other Total

Experimental [True] 426 63 489
Other [True] 327 1197 1524
Total 753 1260 2013

3.1 Pre-process Features

The corpus was built from 42 full full-text PDFs (i.e.
published articles from one laboratory in the Nether-
lands) transformed into text files. Next, the exper-
imental sections of each paper were manually ex-
tracted from the full text version to serve as training
instances. In the end, each publication resulted into
three text files: (1) full text, (2) manually extracted
experimental section and (3) remaining paragraphs.
To transform the paragraphs into features that can be
used by the classification models, the text documents
need to be split up into paragraphs. Then, features
must be selected for each paragraph. For this, a fea-
ture selection class was build which can transform the
text of a paragraph into word features with the cor-
responding frequency. While exploring the basic fea-
tures through word tokenizing the paragraphs, the fea-
tures showed noise like single (punctuation) charac-
ters, numeric values, and words that were hyphenated
in the text resulting in two different words. Therefore,
for each paragraph the punctuation characters were
removed, and hyphenated words were combined. For
this experiment, three feature selection methods are
examined: (1) removal of a single character words,
(2) removal of numeric values, and (3) replacement
of numeric values by the string float. Numeric values
contain very specific values like number of runs, out-
put from instruments, etc. Therefore, removing them
might prevent over-fitting on numeric values. At the



same time, as the number of numeric values in a para-
graph might depend on whether the paragraph is ex-
perimental or not, replacing the numeric values with
one string might improve the model Accuracy artifi-
cially.

Additionally, as discussed in section 2, two main
feature selection methods are stop-word removal and
stemming/lemmatizing (Aggarwal and Zhai, 2012).
To test whether one of these methods improves the
classification Accuracy, three feature selection meth-
ods are added. Removing stop words, stemming
words, and lemmatizing words. These parameters are
used to configure the text pre-processor. The methods
removing or replacing floats and, stemming or lem-
matizing words are both combined into a single pa-
rameter as they logically cannot co-exist.

3.2 Parameters tuning

After the processor class has processed the para-
graphs, a list of features with their corresponding fre-
quency in the paragraph is created and linked to the
classification of the paragraph. This is used to train
the classification models and test their performance.
Naive Bayes, Logistic Regression, SVM, and CNN
models have shown to be very accurate for sentiment
analysis [1]. For selecting the models that are in-
cluded in this experiment two criteria were used:

1. The model must be relatively simple and trans-
parent. It implies that features must interpretable
(Rudin, 2014)

2. The model must be able to work with a bag-of-
words representation of the paragraphs.

Using the first criteria, CNN models is excluded
due to their complexity. The Linear SVM model is
chosen as it is more easily interpretable. Using the
second criteria, the Multinomial Naive Bayes model
works with the frequency of the features. Thus, the
experiment included the Multinomial Naive Bayes
model, the Linear SVM model, and the Logistic Re-
gression model. To compare the models, a 10-fold
cross-validation method is used [36].In each iteration
of the cross-validation, the models are trained and
their performance is tested with the selected fold. For
evaluating the performance on the test set both the Ac-
curacy and the Recall are calculated.

3.3 Final model selection

Model training is the final stage of the worklfow. The
best performing model, Naive Bayes, see Table 1 was
trained. For each feature selection parameter, the
value with the highest Recall is chosen. Then, the

classification model with the highest Recall is trained.
The training set used for the 10-fold cross-validation
was used for training this model. Then, the test set
was used for testing the model. The test set has an
unbalanced ratio between experimental and non ex-
perimental paragraphs to test the performance of the
Naive Bayes classifier on data which is representing
unprocessed full-text publications. The final model is
trained using a Multinomial Naive Bayes model. It is
the model which obtained the highest Recall, includ-
ing the feature selection methods. The final model
is trained on the first 30 papers, with a balanced ratio
between the experimental and non-experimental para-
graphs and tested on the last 12 papers with all of their
paragraphs included.

3.4 Named-Entity Recognition

A simple name entity recognition algorithm has been
implemented for the purpose of this experiment. The
implementation is based on the ne chunk class from
NLTK. The aim is to be able to visualize and com-
pare the entities extracted from full-text, manually ex-
tracted experimental paragraphs and predicted exper-
imental paragraphs.

4 Results

The results of our computational experiment show
data for 36 different configurations of the feature se-
lection process.For each configuration method a 10-
fold cross-validation method was used. In total, 3
different classification models were evaluated, which
sums up to 1080 unique tests. The values shown in Ta-
ble 2 are the mean Accuracy and the mean Recall ob-
tained during the training of the three classifiers. As
can be seen, the impact on Accuracy and Recall un-
der different settings (e.g. with or without stop words,
with stems, with lemmas etc.) is extremely subtle.
The values differ only by +/- 1%. This indicates that
the used feature selection methods do not have a sig-
nificant impact on the performance of the classifier in
our case.

4.1 Final model selection

The results of the Naive Bayes classifier on the un-
balanced test set show an Accuracy of 80.63% and
a Recall of 87.12%. Table 2 shows the confusion
matrix of the final model on test data. In total, the
model was tested on 2013 paragraphs: 489 experi-
mental and 1524 non-experimental paragraphs. The
specificity (true negative rate) of the final model is



Table 2: Feature selection where tuning different parameters appears to have limited impact on Accuracy and Recall for all
possible configurations (n= 1080)

Filter Value Mean Accuracy Mean Recall # Tests
Stop word False 0.825 0.82 540
Stop word True 0.817 0.814 540
Single character False 0.821 0.816 540
Single character True 0.821 0.819 540
Filter and Replace float False 0.82 0.814 360
Replace float True 0.819 0.814 360
Filter float True 0.825 0.824 360
Stem and Lemmatize False 0.821 0.815 360
Stem True 0.823 0.819 360
Lemmatize True 0.82 0.818 360

78.54%, which indicates that almost 4 out of 5 non-
experimental paragraphs are identified as such.

4.2 Named-Entities comparison

As an example of NE extraction, a single paper is
used. NEs are recognized for all (full-text) para-
graphs, manually extracted experimental paragraphs,
and the predicted experimental paragraphs. The last
column is using the final trained model to filter out
non-experimental paragraphs. In total, the paper has
155 para-graphs, with 30 observed experimental para-
graphs, and 68 predicted experimental paragraphs.
The results show that in total 182 tokens are recog-
nized in all the para-graphs, and 49 of them are also
recognized in the observed experimental paragraphs.
Thus, the tokens of all the paragraphs consists for
73% of noise. The tokens recognized in the predicted
experimental paragraphs contain 79.6% of the tokens,
retrieved from manually extracted experimental para-
graphs, and, 6.8% of the noise. In other words, al-
though the noise has been reduced with 93.2%, 20.4%
of the tokens from the manually extracted experimen-
tal paragraphs has been lost using the final model.

5 Discussion and Limitations

For stemming and lemmatizing words, the results
showed that stemming words leads to the highest
Recall and Accuracy, and lemmatizing words has a
lower Accuracy compared to leaving the words in-
tact. As mentioned in section 2, lemmatizing words
only works when the lexicons are studied exhaus-
tively [18], which is not the case for proteomics jar-
gon. The most informative features from a simple
Naive Bayes classifier (e.g. the, of, and, in, a, to,
were, with, for, wa, protein, use, at, by, peptid,
mm, as, cell, from, is) show that features captured

proteomics domain specific (stemmed) words predict-
ing experimental paragraphs. These features are not,
however, specific to experimental paragraphs.

From the classification models, the Multinomial
Naive Bayes model outperformed the other models in
mean Recall, but Logistic Regression performed sig-
nificantly better in Accuracy than the other two classi-
fiers. The Linear SVM model performed the worst of
the three in general, which might be explained by the
fact that the training set contains more features than
paragraphs.

This also explains why the final results show a
higher Recall and a lower Accuracy, as the data on
which the model is trained is larger and the ratio be-
tween experimental paragraphs and non-experimental
paragraphs is not balanced. Models are expected to
perform better when trained on a larger data set, but
as Multinomial Naive Bayes is better in predicting
experimental paragraphs than non-experimental para-
graphs, its Accuracy logically drops as there are more
non-experimental paragraphs in the test set. Yet, the
goal of reducing the corpus (and consecutively the
noise in the result lists of tokens), is achieved with
this model, and the noise has still been reduced by
93% for the tested paper.

There are several limitations to our approach.
First, we used a limited corpus from a specific do-
main. indeed, our goal is more focused on exploring
the feasibility of such an approach than to develop a
complete analysis pipeline. Next, another limitation
is that we did not explore sufficiently further analysis
steps. We reached a level where the output of the clas-
sification algorithm can be used in future processing
and analysis activities without having tested further.
A first improvement is to apply other unsupervised
techniques such as latent-semantic analysis (LDA)
and entity-recognition (ER) algorithms to extract ex-
perimental procedures and knowledge from full-text
publications. Examples of knowledge can be specific



software, data sets, repositories, availability informa-
tion directly from a reduced corpus. In that respect,
our approach is relevant for decreasing the amount of
text from publications as the amount of articles pub-
lished is increasing. In the Proteomics domain, the
number of articles doubled in ten years (2004-2014,
source Scopus , query: TITLE-ABS-KEY ( proteomics
) AND ( LIMIT-TO ( SUBJAREA , ”BIOC” ) ) ) .
Therefore, it might be unpractical to train topic mod-
eling algorithms and entity recognition of the com-
plete set of paragraphs of each publication, knowing
that experimental paragraphs form a minority of the
document.

6 Conclusion

A Multinomial Naive Bayes model was trained us-
ing the training set of 30 papers and tested on the re-
sulting 12 papers. The words in the paragraphs of
each paper were stemmed and floats where filtered
out. The final model shows an Accuracy 80.63% and
a Recall of 87.12% on the test set. A simple named-
entity recognition test on one of the test papers shows
that using the final model, the noise in the recognized
tokens from all the paper’s paragraphs is reduced by
93.2% when only using the extracted experimental
paragraphs. But, at the same time, 20.4% of the rec-
ognized tokens from the paper’s observed experimen-
tal paragraphs are lost.

The main challenges encountered during this ex-
periment is a classification problem on an unbalanced
data set due to the fact that experimental sections
yield a minority of paragraphs in publications. Nev-
ertheless, for reproducing published experiments, the
main information is described in those paragraphs.
We showed that it is feasible to extract experimental
paragraphs with a simple and transparent classifier.
Despite the limitations, such as not achieving 100%
recall, filtering out non-experimental paragraphs can
generate more useful lists of named entities to extract
experimental resources and methods from scientific
publications.
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