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Quantitative  gait analysis  in  horses  is rapidly  gaining  importance,  both  clinically  and  in research.  The
number  of available  systems  is increasing,  but  the  methods  of  signal  analysis  differ  between  systems  and
research  groups.  Our  objectives  are  to  describe  and evaluate  the  effects  of different  methods  of signal
analysis  for  processing  of data  from  equine  kinematic  gait  analysis.  To this  end,  we  use  theoretical  signals
based on  previously  published  work,  followed  by  the  evaluation  of  the  performance  of each  technique
using  real  data  from  horses  with  induced  lameness.  Two  infinite  impulse  response  (IIR),  high-pass  filters
(Butterworth  and  Chebyshev),  a signal  decomposition  method  and  a  moving  average  filtering  technique
were  evaluated.  First,  we  describe  methods  to fine-tune  each  filter  to  the  optimal  settings  based  on
residual  analysis.  Second  the performance  of each  filter is evaluated  based  on  differences  in  calculated
symmetry  parameters  from  horses  with  induced  lameness.  We  show  that  optimisation  of  filtering  tech-

niques  is crucial  when  processing  signals  used  for objective  lameness  quantification.  Improper  selection
of  the  cut-off  frequency  for IIR filters  can  result  in  false  negative  results  (average  values  above  or  below
predefined  reference  values).  The  IIR  Butterworth  filter  and  the  signal  decomposition  method  achieved
the  best  reduction  of  unwanted  signal  components.  Knowledge  of the  available  filtering  techniques  is  a
pre-requisite  for adequate  signal  processing  of gait data  from  quantitative  analysis  systems  in  horses.

© 2019  Elsevier  Ltd. All  rights  reserved.
. Introduction

Quantitative gait analysis in horses is a long-standing technique
n research, but is now rapidly becoming very popular as an objec-
ive method to detect and quantify gait abnormalities in a clinical
etting [1,2]. It provides the veterinarian profession with objective
nd unbiased gait information that can be used during the clinical
xamination of horses presented with problems of the locomotor
ystem, aiding the veterinarian in the localization and diagnosis
f orthopaedic problems and offering a unique opportunity for

he objective monitoring of the effect of diagnostic or therapeutic
nterventions. Presently, objective lameness assessment in horses
s generally based on the identification and quantification of move-

∗ Corresponding author.
E-mail address: f.m.serrabraganca@uu.nl (F.M. Serra Braganç a).

ttps://doi.org/10.1016/j.bspc.2019.101674
746-8094/© 2019 Elsevier Ltd. All rights reserved.
ment asymmetries of the vertical displacement/acceleration of the
head [3–6], withers [3,6–8] and pelvis [9–12] during straight line
locomotion at the trot. This is further explained in the background
section.

Errors related to kinematic measurements in equine gait anal-
ysis can result from a variety of factors including: (a): improper
sensor or marker placement [13,14] and Serra Braganca et al. 2017) ;
(b): effect of skin displacement [15,16]; (c) improper recording set-
tings (e.g. frame rate) [17] and, in case 3D motion capture is used as
the technique, improper number of cameras, marker size and track-
ing algorithms [18]. These factors are well-known, and measures to
minimise them form part of most kinematic measurement proto-
cols. Nevertheless, all raw kinematic data collected in a biological
setting using any instrument will, due to confounding factors, ulti-

mately contain a certain number of unwanted components [4] that
affect the signal, necessitating a treatment to allow for the accurate
calculation of relevant kinematic parameters [18–20].

https://doi.org/10.1016/j.bspc.2019.101674
http://www.sciencedirect.com/science/journal/17468094
http://www.elsevier.com/locate/bspc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.bspc.2019.101674&domain=pdf
mailto:f.m.serrabraganca@uu.nl
https://doi.org/10.1016/j.bspc.2019.101674
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One important unwanted component in the vertical displace-
ent signal (VDS) of the head, withers, or pelvis in horses is

he displacement offset for the different strides caused by extra-
eous non-cyclical motion (for instance caused by the animal
aising/lowering its head) that is unrelated to the primary loco-

otion symmetry and which might obscure the original sinusoidal
otion signal. Other unwanted components can be an offset in

he displacement caused by a slope on the surface the horse is
easured when measuring with optical motion capture. The pres-

nce of these unwanted components, renders the interpretation
nd quantification of motion symmetry problematic [4]. Data are
herefore routinely processed using a variety of filter techniques.

The effect of different filtering techniques, used for determi-
ation of the VDS has been hypothesised as a possible source of
ifferences in between-stride variation (i.e., variation in motion
ymmetry between consecutive strides) among different publica-
ions [21]. However, to the authors’ best knowledge, the topic has
ever been investigated to some depth.

The objectives of this manuscript are to describe and evaluate
he performance of different commonly used signal analysis tech-
iques/filter methods using theoretical and real signals of the VDS
easured in clinically lame horses. We  aimed to establish the opti-
al  configuration for each filter and to assess to what extent the

riginal signal can be distorted and how this might affect the clini-
ally relevant gait parameters that are used for data interpretation.
o this end, the manuscript is structured as follows:

) Description, evaluation and comparison of different methods for
filtering VDS data.

) Proposition of optimal filter settings that should be used when
processing VDS data.

) Comparison of the effect of each filter on real data from horses
with induced lameness.

. Background

.1. A theoretical representation of the VDS of a trotting horse

During trot, the upper body segments (head, withers, sacrum)
escribe a sinusoidal curve with twice the frequency of the stride
ycle, i.e. the head, pelvis and withers move up and down twice
uring a full stride [3]. This movement can be thought of as a sum
f 2 harmonics (H1) and (H2) (Fig. 1). H1 has the same frequency as
he stride frequency of the horse (ws), and H2 has twice the stride
requency:

t (t) = A1cos
(
wst + �2

)
+ A2cos (2wst)

here A1 is the amplitude of the H1 and A2 is the amplitude of the
2 component of the signal, ws is the stride frequency and �2 is the
hase of H1 relative to H2. In a perfectly symmetrical movement
2 is the only component of the signal. A detailed description and
eduction of this equation can be found in Appendix A.

When a horse is experiencing prominently unilateral
rthopaedic pain, the motion cycle of vertical displacement
ecomes asymmetrical [3,22] and the first harmonic of the signal
H1) increases in amplitude. This results in a reduced amplitude of
he VDS during the stance phase of the lame limb, and an increase

n the opposite diagonal [3]. As a consequence of this difference
etween diagonals, the VDS becomes asymmetrical and several
ymmetry parameters can be used to quantify this asymmetry
23].
ical Signal Processing and Control 57 (2020) 101674

3. Methods

3.1. Initial investigation: filter evaluation and design methods

Several methods to remove the unwanted components present
in the VDS have been described in the literature for equine gait
analysis including high-pass digital filters like the Butterworth and
Chebyshev filters, analysis of the Fourier coefficients [24] and a
signal decomposition method [4].

We have generated a theoretical asymmetrical VDS mimicking
the motion observed in lame horses, having a frequency of H1 and
H2 of 1.5 Hz and 3 Hz respectively, sampled at 200 Hz, with a signal
length of 12 s. To this, with added unwanted low-frequency com-
ponents (noise), in order to mimic  data described in the literature
[4] (Fig. 1).

3.2. Digital IIR filters

Since the noise signal frequency is lower than the frequency of
the first and second harmonic an high-pass filter could be applied.
We started by comparing two  infinite impulse response (IIR) filters
that can be used to remove this low-frequency noise, the Butter-
worth filter and the Chebyshev type I filter (Supplement, Fig. 1). IIR
filters have been extensively used to filter VDS from horses during
trot [25–28]. Both filters were applied using a zero-phase filtering
technique using the Matlab (MathWorks, Natick, Massachusetts,
USA) function ‘filtfilt’. To investigate the effect of the filter tran-
sients and to mitigate this problem, we have evaluated both IIR
filters using a padding technique that fills both edges of the signal,
with an artificial signal. This operation was performed by autore-
gressive modelling using the Matlab function ‘fillgaps’. For this
model, the padding length was  defined as 25 % of the original length
of the signal on each edge.

3.3. Design of the analysis of signal decomposition method filter
(SDMF)

SDMF is based on the principle described by [4]. This approach
uses a curve fitting operation to estimate the three components
of the VDS (H1, H2 and the unwanted component). The filter was
designed according to the following algorithm.

1 A window for the data analysis is initiated. The window length
corresponds to two  complete stride cycles, which allows for com-
plete discrimination between the three components of the signal.
The window length can be defined by stride events when avail-
able or using a fast Fourier transformation (FFT) on the VDS to
find the frequency of the two  harmonics, H1[ws] and H2[2 ws].
Using the sampling frequency (Fs)  and the stride frequency (ws),
the window length can, therefore, be defined as:

windowlength = 2�.Fs
ws

2 A fast Fourier transformation (FFT) is then performed on the VDS
within the window to find the specific frequency of the two  har-
monics (H1[ws] and H2[2 ws]).

3 For each window, a curve fitting operation is performed on the
measured VDS using a non-linear least squares approach and the
equation previously described (Appendix A):
yt (t) = A1cos
(
wst + �2

)
+ A2cos (2wst) + A3 + A4t + A5t

2 + A6t
3

Where ws is the frequency of the first harmonic (H1), �2 is the phase
shift of H1 relative to H2, A1 and A2 are the amplitudes of H1 and H2
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Fig. 1. The resulting measured signal is the sum of the two  harmonics and the unwanted components resulting from the random non-periodic neck/head movement of the
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orse  during trot locomotion. Top left: the measured signal (red) and the noise sig
ight:  The measured signal after removing the noise, decomposed in two  harmonic
omposing the final measured signal can be observed.

espectively, A3 is a moving average and A4−6 are the amplitudes
f each element of a third order polynomial function.

 The unknown coefficients are estimated using a trust-region-
reflective least squares approach, using Matlab function
‘lsqnonlin’. Using coefficients A3−6 the unwanted components
present in the signal can be predicted and using the remaining
coefficients, the VDS signal can be estimated.

.4. Designing a moving average filter

A moving average was calculated for each frame of the data using
 sliding window. Varying window lengths were tested, ranging
rom 0.1–6 complete strides. This filter technique was  also eval-
ated with and without the padding technique as described in
ection. 1.1. The filtered signal was calculated by subtracting the
oving average from the raw signal.

.5. Filter evaluation and optimisation

To evaluate the performance of each filter technique, we  calcu-
ated the residuals (r) between the raw and filtered signal:

 = p − ˆ(p + n)

here (p) represents the original clean VDS, (n) represents the
nwanted components on the signal and ˆ(p + n) represents the fil-

er output of (p + n). This operation was performed in signals with
ncreasing degree of asymmetry (Supplement, Fig. 2). For the IIR
lters and the moving average filter we calculated residuals for

ncremental degrees of asymmetry (See supplement Fig. 2) and
lue). Top middle: The measured signal (blue) after removing the noise signal. Top
om: FFT of the measured signal where the signal power of the different frequencies

filter cut-off frequency (from 0.1 Hz to 6 Hz), thus covering the
upper and lower ranges of previously described cut-off frequen-
cies [25–28]. For the moving average filter, we have calculated
residuals for incremental degrees of asymmetry and moving win-
dow length (defined as the number of strides, ranging from 0.1–6
strides). The increasing degrees of asymmetry was  generated by
increasing the amplitude of H1, as previously shown in horses with
induced lameness [4].

3.6. Evaluation of the different filter techniques in VDS symmetry
in real data from horses, before and after lameness induction

Based on the results of the initial investigation, we have created
a procedure (Diagram 1 ) to evaluate the effect and performance
of the different filters using real data. We  have used data from a
previous study [29] in which lameness had been induced in seven
healthy horses (in 4 horses in a forelimb and in 3 in a hindlimb)
using a modified horseshoe. This shoe consists of a heart-bar horse-
shoe, where an M10  screw is fitted, so the end of the screw will
contact the tip of the frog (Supplement Fig. 3). Lameness is induced
when the screw is inserted and tightened, applying pressure to
the tip of the frog. Horses were measured in trot on a straight
line, before and after lameness induction using 18 optical motion
capture cameras (Oqus 700+, 200 Hz, Qualisys AB, Motion Capture
Systems, Gothenburg, Sweden). Data tracking was manually val-
idated, and the 3D coordinates of reflective markers (19 mm Ø)

placed on the poll, withers and pelvis (Supplement, Fig. 4) were
exported into Matlab. Stride segmentation was performed using
the time index of the maximum protraction of the left hind limb
[8]. Data were processed in Matlab:2017b using custom-written
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iagram 1. Data processing and sequence of operations used to evaluate the effe
ertical displacement signal; IIR: Infinite impulse response; SDMF: Signal Decompo

cripts. Each filter was developed as described in Diagram 1 and
ymmetry parameters were calculated as previously described [23].
hese parameters were RUD and RDD (difference in upward resp.
ownward movement of the head, withers and sacrum markers
etween the right and left halves of a stride), and MinDiff and
axDiff (difference between right and left halves of a stride in
inimum resp. maximum height of markers).

The study was approved by the local ethics committee in com-
liance with the Dutch Act on Animal Experimentation.

.7. Statistics

Open software R (R-Studio, Boston, Massachusetts, USA) (ver-
ion 3.3.1) was used for statistical analysis. To evaluate the effect
f each filter, two linear mixed models were generated using the
unction lmer (lme4, version 1.1–12). The first model aimed at eval-
ating the effect of each filter on the mean symmetry parameter
alculated for each trial. The second model aimed at evaluating
he effect of each filter on between-stride variation, and its effect
n the symmetry parameters calculated for each trial. Between-
tride variation was defined as the median absolute deviation on

 trial level. For both models, horse ID and trial within horse ID
ere used as random effects and the interaction between the filter

nd the condition (sound and lame) as a fixed effect. The outcome

ariables were each calculated symmetry parameter. Model esti-
ates (least square means), confidence intervals and p-values were

alculated from the models using the package lsmeans (version
.23–5). P-values for the model outcome were corrected for multi-
 performance of each filter in the data from horses with induced lameness. VDS:
 method filter; FFT: Fast Fourier transformation.

ple comparison using the false discovery rate method of Benjamini
& Hochberg.

4. Results and discussion

4.1. Effects of the different filtering techniques on the theoretical
VDS

All tested filters were able to remove the unwanted compo-
nents of the signal to different extents (Table 1, Figs. 1 and 3). The
described padding technique achieved an optimal reduction of the
transient effect on the VDS edges (Table 1, Fig. 3). The degree of
asymmetry did not affect the selection of the optimal cut-off fre-
quency in our results. Choosing an appropriate value for the cut-off
frequency of the IIR filters and the window size for the moving
average filter, appear to be of great importance when optimising
filtering techniques for the tested VDS (Fig. 1).

4.1.1. Selection of the optimal cut-off frequency
An initial investigation of the theoretical signal demonstrated

that the selection of the cut-off frequency used for the IIR filter
is crucial (Fig. 4). When the cut-off frequency of the filter is too
low, almost no unwanted components are attenuated, as can be
anticipated. On the other hand, if the cut-off frequency of the filter

approaches the frequency of the first harmonic (H1), the asym-
metry of the signal is reduced, and any symmetry parameters
calculated after that will be affected (Fig. 4). This is also demon-
strated in Fig. 2. The residual analysis shows that a clear optimal



F.M. Serra Braganç a, C. Roepstorff, M. Rhodin et al. / Biomedical Signal Processing and Control 57 (2020) 101674 5

Table  1
Descriptive statistics of the comparison of the four different filter techniques at their optimal setting RMSE: root mean square error. Mean residual as the mean of the absolute
residuals (theoretical signal - filter output). *: This parameter was  not tested as it is already described in the literature ([4]).

Butterworth Chebyshev type I Moving average SDMF

with padding without padding with padding without padding with padding without padding

RMSE 0.24 1.29 0.05 1.35 0.99 1.17 0.17
Mean  residual (mm) −0.07 −1.21 −0.03 −1.08 −0.5 0.81 0.17
s.d.  residual (mm)  2.4 77.45 0.59 13.51 9.98 11.69 1.78
Max  residual (mm) 5.48 130.18 1.12 27.43 19.92 35.63 5.8
Min  residual (mm)  −4.2 −147.09 −2.3 −112.21 −20.07 −20.07 −3.08
Optimal – cut-off frequency, as a % of

the step frequency (H2)
36% 36% 48.7% 48.7%

Window length (number of strides) 0.95 0.95 2 *
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ig. 2. 3D mesh plot of the filter residuals (z-axis) against increasing filter order (y-
 filters. The points with the lowest residuals are indicated in red.

ut-off frequency can be achieved (Table 1), and this frequency is
elow the frequency of H1 (stride frequency).

Suboptimal selection of the cut-off frequency, aproaching or
ven above the frequency of H1 can, in theory, result in false
egative results when this technique is used to evaluate motion
ymmetry due to lameness. This has not always been acknowl-
dged explicitly in earlier research where a set cut-off frequency
as used for IIR filters [25–28]. However, in these publications,

he chosen cut-off frequencies were below the expected stride fre-
uency (H1) for trotting horses, so no considerable reduction of
symmetry can be expected to have occurred. Nevertheless, it is
rucial to determine the optimal cut-off frequency for each signal,
ince the frequency of each harmonic is dependent on the speed
f the horse [30] as well as individual horses can have rather dif-
erent stride frequencies, within the same speed. Higher speeds
re related to higher stride frequencies (H1), and if the preset cut-
ff frequency is too low in relation to the frequency of H1, this
ight result in a suboptimal noise reduction and higher values of

etween-stride variation.

Another crucial factor is that, when the cut-off frequency is

elected for a specific signal, it is assumed that the frequency of the
ignal does not change over time. For measurements performed on

 treadmill this is generally the case, as belt speed can be adjusted
nd increasing cut-off frequency (x-axis) for both Butterworth and Chebyshev type

and maintained. However, measurements overground are subject
to variations in speed over time (Fig. 5), which will affect the fre-
quency of the signal components H1 and H2. When a high variation
in speed is present within a measurement, IIR filters might not be
the optimal solution since they work on a frequency domain.

It should be noted that the approach for filter optimisation
described above was  applied to theoretical signals. In this context,
it is important to state that the optimal cut-off frequency is most
likely dependent on the different unwanted components present
in the VDS and thus can be different under other conditions. There-
fore, the results here described should be used as guidelines and
not seen as a strict rule. We  advise readers to study their signals
and adjust their filter settings accordingly. Nevertheless, the use of
standardised methods for signal analysis allows for the better com-
parison of measurements from different studies and will increase
reproducibility.

4.1.2. Effect of filter transients when using IIR filters
The effect of filter transients when using IIR filters is well
described. As seen in Fig. 3, the edges of the filtered signal can
be severely affected, which may  ultimately result in erroneous
symmetry calculations. To overcome this problem, our proposed
method of autoregressive modelling of the edges of the signal suc-
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Fig. 3. Comparison of the output from the different methods of filtering A1 and residual analysis B1. A2: detailed comparison of the output from the different methods of
filtering  on the signal edges (note the effect of filter transients when no padding is used). This can also be appreciated in the signal edges from the residual analysis (B2).

Fig. 4. The effect of cut-off frequency on a theoretical vertical displacement signal (VDS), with an H1 frequency of 1.5 Hz and H2 of 3 Hz. The filter used was a 4th order IIR
high-pass Butterworth, using a zero-phase function, with a cut-off frequency set to 0.1 Hz (top right), 0.5 Hz (middle left), 1 Hz (middle right), 1.5 Hz (bottom left) and 2 Hz
(bottom right). Note the reduction of the asymmetry of the signal once the cut-off frequency approaches the frequency of the first harmonic (H1). At 2 Hz, the asymmetry is
no  longer present.
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ig. 5. Spectrogram of the vertical displacement signal from a horse trotting overg
eriod  where the horse stopped between the runs. Note that the frequencies of H1
ote  the increased amplitude (Power) of H1 after lameness induction.

essfully resulted in removing the effect of filter transients, while
reserving all available strides from a measurement and not affect-

ng the optimal cut-off frequency (Table 1).
An additional approach to mitigate this can be excluding the

rst and last stride(s) of a measurement. Removing the first and
ast stride(s) might also be useful in measurements where there are
arge variations in speed, which ultimately might cause an increase
n between-stride variation. However, if the number of available
trides for a specific measurement is small, which is often the case
or gait analysis using optical motion capture (due to the num-
er of cameras available to record several consecutive strides), this
olution is less than optimal. Gait analysis systems using sensors
ttached to the horse (e.g. accelerometers) generally do not suf-
er from this limitation to the same extent, since quite often, more
trides are easily recorded with such systems using wireless data
ransmission or continuous on-board data logging.

.1.3. Filter effects in real data from horses with induced
ameness: effect on the commonly calculated symmetry
arameters

Our results suggest that the choice of filtering technique has
ainly an effect on the between-stride variation. In our results, this

s confirmed by an overall reduction in between-stride variation
n the calculated symmetry parameters for all filters, when com-
ared to the no filter situation. Fig. 6 illustrates the effect of each
lter technique on the MinDiff of the head, withers and pelvis VDS
efore (sound) and after (lame) lameness induction. Tables 2 and 3
escribe the detailed model estimates and the comparison of the
erformance of the different outputs (Diagram 1).

Regarding the between-stride variation, all tested filter tech-
iques were able to significantly reduce this source of variation in
he symmetry parameters, when compared to no filter (Table 2).
he filter effect was more pronounced on the symmetry param-
ters of the head, and withers, when compared to the sacrum.

 higher natural between-stride variation has previously been
eported for the head [9]. This was also obvious in our data, where
he model estimates for all filters were smaller for the pelvis sym-

etry between-stride variation when compared to the head. The
utterworth and the SDMF filters performed well for all body
arts, with the SDMF achieving in some occasions, greater reduc-

ion of between-stride variation (Table 2), although the difference
etween the Butterworth and SDMF was not statistically signifi-
ant (comparison not shown). We  hypothesise, as the authors who
riginally published the technique [4], that the small difference in
, before (A) and after (B) lameness induction. Each plot consists of two runs, with a
2 are not constant throughout the measurement due to variations in speed. Also,

favour of the SDMF is due to the continuous adjustment to the stride
frequency for each curve fitting operation (Diagram 1). Therefore,
the technique is well-suited when a measurement takes place over-
ground, during which changes in trotting speed may  occur naturally
(Fig. 5). Since the IIR filters need to be tuned to the frequency of the
entire VDS of the measurement, these might fail to remove some
of the unwanted components of the signal. While technically per-
forming slightly better, the SMDF has a main drawback that affects
user friendliness. The IIR filters outperform the SMDF regarding
the speed with which the filter operation is performed because the
SDMF filter requires several optimisations and curve-fitting oper-
ators that are comparatively computer intensive.

We also found overall smaller values for between-stride vari-
ation, independent of the filter technique used, for horses after
lameness induction, compared to before (Table 2). In other words,
when horses are suffering from orthopaedic pain, the between-
stride variation is reduced as an effect of pain. This explains why
the filter effect is more obvious before lameness induction. The phe-
nomenon of low stride variability in animals with orthopaedic pain
has been observed previously [31], and can possibly be related to
constrained movements, as an attempt to reduce variation in speed
and acceleration.

Regarding the mean asymmetry values calculated, the filter
technique has more pronounced effects on the head and with-
ers for some of the parameters (Table 3). Interestingly, this was
more obvious for the head and withers before lameness induc-
tion. This finding is in line with the reasoning above and highlights
that the filtering operation does not affect the true asymmetry
present in the signal and that its primary function is to reduce
the unwanted components present in the signal and to calculate
asymmetry parameters with higher overall precision.

One important factor that was not evaluated in this study is
the relation between between-stride variation of symmetry param-
eters and the number of collected strides. It can be anticipated
that in measurements where a high between-stride variation is
present, a higher confidence in the calculated symmetry values can
be achieved by collecting more strides. There are likely a number of
confounding factors related to this such as variations in accelera-
tion/speed and demeanor as well as a gradual change in movement
asymmetry when a horse is ‘warming out of’ a lameness or the
lameness increases with repeated loading cycles. This evaluation

was beyond the scope of this manuscript, but further research is
needed to fully understand the relation between between-stride
variation and the number of collected strides.
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Table 2
Model estimates and p-value for filter effects on between-stride variation. p-values for the comparison with the ‘No Filter’ condition. RUD  and RDD (difference in upward resp. downward movement of the head, withers and
sacrum  markers between the right and left halves of a stride). MinDiff and MaxDiff (difference between right and left halves of a stride in minimum resp. maximum height of markers).

MinDiff MaxDiff Range Up Difference (RUD) Range Down Difference (RDD)

Lsmean Lower C.I Upper C.I p-value Lsmean Lower C.I Upper C.I p-value Lsmean Lower C.I Upper C.I p-value Lsmean Lower C.I Upper C.I p-value

Between stride
variation (MAD)

Head

Sound

No Filter 30.5 23.2 37.7 – 33.5 27.6 39.5 – 29.3 19.9 38.7 – 28.3 21.0 35.6 –
Butterworth 17.6 10.3 24.9 <0.001 14.0 8.1 19.9 <0.001 21.9 12.5 31.3 0.02 21.5 14.2 28.8 <0.001
Chebychev 20.6 13.3 27.8 0.004 16.9 11.0 22.8 <0.001 24.1 14.7 33.6 0.1 24.4 17.1 31.7 0.1
SDMF  17.6 10.3 24.8 <0.001 14.3 8.3 20.2 <0.001 21.9 12.5 31.4 0.02 20.8 13.5 28.1 <0.001
Moving Average 17.9 10.6 25.1 <0.001 15.9 9.9 21.8 <0.001 26.0 16.6 35.5 0.3 23.6 16.3 30.9 0.02

Lame

No  Filter 33.0 25.8 40.3 – 30.1 24.2 36.1 – 30.5 21.0 39.9 – 27.4 20.1 34.7 –
Butterworth 17.2 10.0 24.5 0.5 11.8 5.9 17.8 0.8 19.7 10.2 29.1 0.4 19.0 11.7 26.3 0.6
Chebychev 22.4 15.1 29.7 0.9 15.9 9.9 21.8 0.7 27.0 17.6 36.4 0.7 23.3 16.0 30.6 0.9
SDMF  17.9 10.6 25.1 0.6 11.6 5.7 17.6 0.9 20.5 11.1 29.9 0.6 19.6 12.3 26.9 0.9
Moving Average 19.7 12.5 27.0 0.9 15.3 9.4 21.3 0.6 23.1 13.6 32.5 0.3 23.1 15.8 30.4 0.9

Withers

Sound

No  Filter 11.2 9.7 12.7 – 13.7 12.3 15.2 – 19.5 17.3 21.8 – 20.4 18.6 22.1 –
Butterworth 5.2 3.7 6.6 <0.001 6.3 4.8 7.7 <0.001 7.7 5.5 9.9 <0.001 7.5 5.8 9.3 <0.001
Chebychev 5.5 4.1 7.0 <0.001 7.5 6.0 8.9 <0.001 9.5 7.3 11.7 <0.001 9.6 7.8 11.4 <0.001
SDMF  5.0 3.6 6.5 <0.001 6.2 4.8 7.7 <0.001 7.9 5.7 10.1 <0.001 7.8 6.0 9.6 <0.001
Moving Average 5.7 4.2 7.2 <0.001 7.8 6.3 9.2 <0.001 8.4 6.2 10.6 <0.001 9.0 7.2 10.8 <0.001

Lame

No  Filter 10.8 9.4 12.3 – 10.3 8.8 11.7 – 20.2 18.0 22.4 – 20.4 18.6 22.2 –
Butterworth 4.5 3.0 5.9 0.8 4.5 3.1 6.0 0.1 6.6 4.4 8.8 0.4 6.4 4.6 8.2 0.5
Chebychev 5.1 3.7 6.6 1.0 5.9 4.5 7.3 0.04 8.2 6.0 10.4 0.3 7.9 6.1 9.6 0.2
SDMF  4.6 3.2 6.1 1.0 4.7 3.2 6.1 0.04 7.0 4.8 9.3 0.4 6.4 4.6 8.2 0.4
Moving Average 4.9 3.4 6.4 0.7 5.4 4.0 6.8 0.2 6.8 4.6 9.0 0.2 7.0 5.2 8.8 0.2

Pelvis

Sound

No  Filter 11.6 9.7 13.6 – 14.0 11.1 16.8 – 13.5 11.3 15.7 – 15.2 11.4 19.1 –
Butterworth 7.9 6.0 9.9 <0.001 8.5 5.6 11.3 <0.001 11.8 9.6 14.0 0.1 13.5 9.6 17.3 0.3
Chebychev 7.9 5.9 9.8 <0.001 8.2 5.3 11.0 <0.001 11.8 9.6 14.0 0.1 14.2 10.3 18.0 0.5
SDMF  7.7 5.8 9.7 <0.001 6.3 3.4 9.1 <0.001 8.5 6.3 10.7 <0.001 11.1 7.2 14.9 0.01
Moving Average 9.5 7.6 11.5 0.04 8.8 6.0 11.7 <0.001 12.8 10.6 15.0 0.5 15.3 11.5 19.2 1.0

Lame

No  Filter 11.0 9.0 12.9 – 10.2 7.4 13.1 – 9.6 7.4 11.8 – 10.0 6.1 13.8 –
Butterworth 5.4 3.5 7.4 0.2 5.6 2.7 8.4 0.7 10.1 7.9 12.3 0.2 8.4 4.5 12.2 0.9
Chebychev 6.7 4.7 8.6 0.7 7.2 4.4 10.1 0.2 9.8 7.6 12.0 0.2 9.3 5.4 13.1 0.9
SDMF  5.3 3.4 7.3 0.2 6.2 3.4 9.1 0.1 7.0 4.8 9.2 0.1 8.5 4.7 12.4 0.2
Moving Average 6.1 4.1 8.0 0.1 6.8 4.0 9.7 0.4 9.5 7.3 11.7 0.7 9.8 5.9 13.6 0.9
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Table 3
Model estimates and p-value for filter effect on absolute mean asymmetry. p-values for the comparison with the ‘No Filter’ condition. RUD and RDD (difference in upward resp. downward movement of the head, withers and
sacrum  markers between the right and left halves of a stride). MinDiff and MaxDiff (difference between right and left halves of a stride in minimum resp. maximum height of markers).

|MinDiff| |MaxDiff| |Range Up Difference (RUD)| |Range Down Difference (RDD)|

Lsmean Lower C.I Upper C.I p-value Lsmean Lower C.I Upper C.I p-value Lsmean Lower C.I Upper C.I p-value Lsmean Lower C.I Upper C.I p-value

Mean
symmetry
value

Head

Sound

No Filter 10.8 −2.8 24.4 – 12.4 2.5 22.2 – 18.2 −0.5 36.9 – 6.9 −2.3 16.0 –
Butterworth 8.8 −4.8 22.4 0.09 9.0 −0.8 18.8 0.005 16.5 −2.3 35.2 0.04 5.7 −3.4 14.9 0.1
Chebychev 9.3 −4.3 22.9 0.21 9.6 −0.2 19.4 0.02 17.5 −1.2 36.2 0.4 6.2 −2.9 15.4 0.4
SDMF  8.4 −5.2 22.0 0.05 7.9 −1.9 17.7 <0.001 15.9 −2.8 34.6 0.01 5.7 −3.5 14.8 0.1
Moving Average 8.8 −4.8 22.4 0.10 9.4 −0.4 19.2 0.01 16.9 −1.8 35.7 0.1 6.2 −2.9 15.4 0.3

Lame

No  Filter 39.7 26.1 53.3 – 23.1 13.3 32.9 – 60.0 41.3 78.7 – 26.8 17.7 35.9 –
Butterworth 36.2 22.6 49.8 0.35 22.0 12.2 31.8 0.2 56.1 37.4 74.8 0.1 24.4 15.3 33.6 0.2
Chebychev 36.9 23.3 50.5 0.41 23.4 13.6 33.2 0.1 58.9 40.2 77.6 0.8 25.0 15.9 34.2 0.2
SDMF  36.6 23.0 50.2 0.64 22.1 12.3 31.9 0.03 56.6 37.9 75.3 0.4 24.7 15.6 33.8 0.3
Moving Average 37.2 23.6 50.8 0.71 22.4 12.6 32.2 0.2 58.2 39.5 76.9 0.7 25.5 16.4 34.6 0.5

Withers

Sound

No  Filter 4.5 1.0 8.0 – 11.2 5.6 16.8 – 7.0 0.7 13.4 – 14.3 5.6 23.1 –
Butterworth 4.6 1.0 8.1 0.90 9.7 4.0 15.3 <0.001 7.4 1.0 13.7 0.6 12.8 4.0 21.6 0.04
Chebychev 4.7 1.2 8.3 0.61 9.9 4.3 15.6 <0.001 7.6 1.3 14.0 0.4 13.2 4.4 22.0 0.1
SDMF  4.6 1.1 8.2 0.79 9.5 3.9 15.1 <0.001 7.4 1.1 13.8 0.6 12.7 4.0 21.5 0.03
Moving Average 4.6 1.1 8.2 0.76 10.0 4.4 15.7 <0.001 8.0 1.7 14.4 0.1 13.1 4.3 21.9 0.1

Lame

No  Filter 15.3 11.8 18.9 – 9.1 3.5 14.8 – 12.3 6.0 18.7 – 20.2 11.5 29.0 –
Butterworth 14.8 11.3 18.3 0.33 7.9 2.3 13.5 0.6 12.1 5.8 18.5 0.6 19.7 10.9 28.5 0.3
Chebychev 15.7 12.1 19.2 0.85 8.5 2.8 14.1 0.2 12.7 6.4 19.1 0.8 21.0 12.2 29.8 0.1
SDMF  14.8 11.2 18.3 0.25 7.7 2.1 13.3 0.6 12.1 5.7 18.4 0.5 20.0 11.2 28.8 0.2
Moving Average 15.2 11.6 18.7 0.61 8.3 2.7 13.9 0.5 12.4 6.0 18.7 0.3 20.2 11.4 28.9 0.3

Pelvis

Sound

No  Filter 4.5 −3.5 12.5 – 5.6 −3.0 14.1 – 6.7 −7.5 21.0 – 6.6 1.6 11.7 –
Butterworth 5.0 −3.0 13.1 0.40 4.6 −3.9 13.1 0.1 6.0 −8.2 20.3 0.4 6.2 1.1 11.2 0.6
Chebychev 5.3 −2.7 13.3 0.23 4.5 −4.0 13.0 0.04 6.3 −7.9 20.6 0.6 6.1 1.1 11.2 0.6
SDMF  5.0 −3.0 13.1 0.42 4.0 −4.5 12.6 0.004 7.8 −6.5 22.1 0.2 7.6 2.6 12.7 0.3
Moving Average 5.2 −2.9 13.2 0.31 4.9 −3.6 13.5 0.2 6.5 −7.8 20.8 0.8 6.7 1.7 11.8 0.9

Lame

No  Filter 17.0 9.0 25.0 – 16.2 7.7 24.8 – 32.8 18.5 47.0 – 10.4 5.4 15.5 –
Butterworth 15.6 7.6 23.7 0.04 14.1 5.5 22.6 0.1 30.0 15.7 44.3 0.1 9.8 4.7 14.8 0.9
Chebychev 16.6 8.6 24.6 0.20 15.0 6.5 23.5 0.8 31.8 17.5 46.1 0.6 10.0 5.0 15.1 0.9
SDMF  15.4 7.4 23.4 0.03 14.8 6.3 23.3 0.9 31.4 17.1 45.6 0.03 10.5 5.5 15.6 0.5
Moving Average 16.0 8.0 24.1 0.08 14.7 6.1 23.2 0.2 31.1 16.8 45.3 0.2 10.0 5.0 15.1 0.7
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Fig. 6. Least square means (blue dot) and confidence intervals (error bar) for 

. Conclusions

This study shows the importance of choosing appropriate signal
nalysis techniques, when processing data acquired using quantita-
ive gait analysis equipment and how these choices may  influence
ommonly used symmetry parameters for objective lameness
ssessment in horses. Cut-off frequencies that are very close or
ven higher than the frequency of the first harmonic (H1) of the VDS
ill, depending on the filter type that is used, ultimately distort the
easured signal and may  result in mean calculated symmetry out-

ide the reference values. On the other hand, when filter operations
re suboptimal, this can result in higher between-stride variation
hat can affect the significance of calculated symmetry parameters.
here is hence a considerable impact of filtering on the calculated
arameters used for objective lameness assessment, and detailed

nowledge of how filters work and what effects their applications
ay  have is a prerequisite for any biomechanical researcher work-

ng in this field. Further work is needed to better understand the
iological significance of all the different components of the VDS
o models, for the symmetry parameter MinDiff, for head, withers and pelvis.

of trotting horses and further signal analysis techniques such as
wavelet analysis should be then implemented.
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ppendix A.

The VDS of a horse during trot can be thought of as a harmonic
scillator described by the equation:

(t) = −ky(t)

here k is the spring constant and y is the displacement. Together
ith Newton’s second law,

(t) = m
d2y(t)
dt2

e get a differential equation on the form,

d2y(t)
dt2

+ ky(t) = 0

hich has the solution

(t) = A.cos(wt + �)

here A2 A is the amplitude of the sinusoid, w =
√

k
m w =

√
k
m

nd � � is the phase shift. We  define ws ws as the angular frequency
f the horse’s stride, thus leading to an equation describing the
ymmetric step component of the movement (H2),

1 (t) = A2cos(2wst + �1)

When a horse is experiencing orthopaedic pain, this motion
ycle becomes asymmetrical [3,22]. This asymmetric stride com-
onent (H1) of the movement can be theoretically described as:

2 (t) = A1cos(wst + �2)

The total vertical displacement, including both the step (2ws)
nd stride ws frequency component, ends up as the sum of the last
wo equations:

t (t) = A1cos
(
wst + �2

)
+ A2cos

(
2wst + �1

)

As the phase shift describes how the two sinusoids are shifted
bout what is considered zero in time, we can, for the sake of sim-
licity, define t0 t0 to always occur so that �1 = 0 �1 = 0, resulting

n the following formula:

t (t) = A1cos
(
wst + �2

)
+ A2cos (2wst)

here A1 A1 is the amplitude of the asymmetric (H1) component,
2 A2 is the amplitude of the symmetric (H2) component and �2 �2

s the phase shift of the asymmetric stride component.
When a horse is trotting overground and to a smaller extend

lso on a treadmill, additional unwanted components nt (t) nt (t)
re added to this signal. These are mainly due to the random non-
yclical motion unrelated to the primary locomotion movement or
ue to non-horizontal ground reference (e.g. if the horse is moving
n an inclined plane). Previously [4,24], these unwanted compo-
ents have been described as a sum of a moving average (C1), and

 third order polynomial function:

t (t) = C1 +
3∑

K=1

Ak t
k

Therefore, the final description of the VDS of a moving horse will
e the sum of the two equations describing both the dorsoventral
ovement (sum of the first [H1] and second [H2] harmonic) of the

orse and the unwanted components of the movement as follows:
t (t) = A1cos
(
wst + �2

)
+ A2cos (2wst) + A3 + A4t + A5t

2 + A6t
3 [
ical Signal Processing and Control 57 (2020) 101674 11

Appendix B. Supplementary data

Supplementary material related to this article can be found,
in the online version, at doi:https://doi.org/10.1016/j.bspc.2019.
101674.
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