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Abstract. The medical literature suffers from disagreements among
authors discussing the same topic or treatment. With thousands of arti-
cles published daily, there is a need to detect inconsistent and often
contradictory findings. Natural language inference (NLI) gained a lot
of interest in the past years, however, domain-specific NLI systems are
yet to be examined in depth. In this paper, we conduct several exper-
iments on sentence pairs extracted from PubMed abstracts, to infer
whether they express entailment, contradiction or neutral meanings.
The main focus of this research is to recognize textual entailment in
published evidence-based medicine findings. We explore popular NLI
models and sentence embeddings, adapted to the biomedical domain.
We further investigate improving the inference detection abilities of the
models by incorporating traditional machine learning (ML) features with
deep learning (DL) architecture. The proposed model serves in capturing
biomedical language’s representations by combining lexical, contextual
and compositional semantics.

Keywords: Transfer learning · Textual entailment ·
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1 Introduction

In the last decade, the rate of conducting clinical and medical research has
changed dramatically, in terms of both quantity and quality. Subsequently, the
number of published results in forms of research papers, clinical trials and text-
books has witnessed a growth spurt. Catillon’s synthesis [2] estimates that the
number of clinical trials has increased from 10 per day in 1975 to 55 and 95 in
1995 and 2015 respectively. In 2017, the PubMed repository contained around
27 million articles, 2 million medical reviews, 500,000 clinical trials and 70,000
systematic reviews. Contribution of medical research is evaluated according to
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its applicability in the clinical practice and its ability to aid future research in
the same field. It is then critical to assess and resonate with published find-
ings specifically when there is more and more evidence on disagreements and
contradiction between outcomes [8,10].

Our work aims to improve the process of evaluating scientific contributions by
detecting textual inference between results reported in biomedical abstracts. This
paper proposes a model for labeling sentence pairs as entailed, contradictory or
neutral. The model relies on linguistic and domain-specific hand-crafted features
and recent state-of-the-art sentence encoders. The novelty of our approach is the
integration of conventional machine learning features with an encoder-based deep
neural network.

2 Related Work

Textual entailment has been widely studied in recent years, with the availability
of SNLI, MultiNLI corpora. However, most models fail to generalize across differ-
ent NLI benchmarks [15], moreover they do not perform accurately on domain-
specific datasets. In this section we review textual inference models built specifi-
cally for the medical domain. Preclude [11] focuses on extracting conflicts found
in health discussions posted in online forums on various health-related topics.
The system follows a linguistic rule-based approach to detect inter-advice con-
flicts. It utilizes MetaMap for semantic clause extraction and tokenization, and
then assigns polarity to extracted pairs. More recently, Zadrozny et al. suggested
a conceptual framework based on the mathematical sheaf model to highlight con-
flicting and contradictory criteria in guidelines published by accredited medical
institutes. It transforms natural language sentences to formulas with parameters,
creates partial order based on common predicates and builds sheaves on these
partial orders [17].

There were few scattered attempts on extracting contradictions from sci-
entific articles available online. Sarafraz et al. [12], extracted negated molecular
events from biomedical literature using a hybrid of machine learning features and
semantic rules. Similarly, De Silve et al. [14], extracted inconsistencies found in
miRNA research articles. The system extracts relevant triples and scores them
according to an appositeness metric suggested by the authors. Alamri et al.
[1], detected contradictory findings through n-grams, negation, sentiment and
directionality. Our previous work combined a ranking model to find the most
relevant finding per abstract and detected biomedical contradictions through
semantic features and biomedical word embeddings [16].

3 Methods

3.1 Dataset

In 2016, Alamri et al. published a dataset of contradictory research claims for
medical sentence classification and question answering. It is constructed out of
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24 systematic reviews on 4 popular cardiovascular disease topics. Medical experts
manually mapped each systematic review to a question and extracted corre-
sponding answers from abstracts of articles referenced in the reviews. Only the
most relevant sentence is chosen as answer, it is given a YES label if it positively
answers the question or NO label otherwise. More details on the annotation cri-
teria, process and the corpus statistics can be found in [1]. While the dataset
is annotated by experts, its structure is not aligned with the language inference
task. For that reason, we reconstruct the corpus by combining claims to build a
pairwise-sentence corpus to match conventional NLI datasets. We first fetch the
PubMed article ids of all 259 abstracts included in the dataset, and extract the
first sentence of each abstract. The first sentence in an abstract often describe
the research objective. We enrich the corpus by adding extracted sentences and
assigning them with the label NEUTRAL. Our choice of objective sentence to
fill as neutral is based on the general observation of neutral sentences across
different NLI benchmarks where they are usually constructed by adding a pur-
pose clause [7]. Given the unique set of medical questions denoted Q where each
question is related to only one systematic review and multiple abstracts. For
each qi that belongs to Q, we assumed the following hypotheses while labeling
the sentence pairs as entailed, contradictory or neutral:

– claim2 entails claim1 if asr2=YES AND asr1=YES
– claim2 contradicts claim1 if asr2=YES AND asr1=NO
– claim2 contradicts claim1 if asr2=NO AND asr1=YES
– claim2 is neutral to claim1 if asr2=YES AND asr1=NEUTRAL
– claim2 is neutral to claim1 if asr2=NEUTRAL AND asr1=YES

Where asr denotes the assertion value of each sentence with three possible val-
ues YES, NO, NEUTRAL. Claims refer to the question answer extracted from
abstracts. It is important to note that for formulating the above guidelines, a
definition of ‘entailment’ and ‘contradiction’ is needed. Therefore, we follow the
original corpus interpretation of contradiction as “Two texts, T1 and T2, are
said to contradict when, for a given fact F, information inferred about F from
T1 is unlikely to be true at the same time as information about F inferred from
T2”. The final dataset consisted of 2135 sentence pairs with 1080, 608 and 447
entailment, contradiction and neutral class instances respectively.

3.2 Machine Learning

Human Engineered Features. The model has a total of 20 traditional NLP
features divided into 3 main categories. The main selection criteria of features
was to capture context, lexical and semantic representations of text with a lim-
ited and optimized feature set.

String-Based Features. This sub category includes editDist, LevSim, CosSim,
JacSim to represent shortest/longest edit distance, Levenshtein similarity,
Cosine similarity and jaccard similarity respectively. In addition, we calculate
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4 variations of length measures between the two sentences: LenMax, LenMin,
LenAbs, LenAvg

Contradiction-Based Features. Negation is still a robust measure of appositeness,
we define 4 features to detect negation in sentences. NegationBin as a binary
feature, NegOverlap as the jaccard similarity of negated words only, AntScore as
a score between the count of antonyms found between sentences. To expand the
antonyms coverage we use both WordNet and VerbOcean lexicons, and also Mod-
Overlap as the similarity between modal words found in both input. In addition
to the above set we also try to detect the outcome polarity through Subjectiv-
ity and sentiment (SubjScore, SentLabel) using the NLTK sentiment analyzer.
Moreover, the results sentence of scientific articles are often accompanied by a
“change clause” that affects the final output [9]. The key is to detect whether
changes occurring in both sentences are bad, good or neutral. To measure the
final pairwise polarity, we include more features such as PolarityBin as a binary
feature set to 1 when both sentences share the same polarity and 0 otherwise,
and ChangePolarity that scores each sentence according to a predefined list of
change keywords labelled good (+ve score values) or bad (-ve score values).

Context-Based Features. To include domain knowledge we add EntityOverlap
that computes the similarity between medical UMLS concepts identified by
MetaMap1. We also rely on word embeddings to capture context. Our hypoth-
esis is that models trained on domain knowledge would generate vector repre-
sentation capable of learning conceptual meaning of the domain. We compute
EmbedSim as the cosine similarity between the two embedding vectors and the
EmbedAvg as the similarity between embedding average for each sentence pool-
ing of all word embeddings. The word embeddings are extracted using FastText
model pre-trained on the PubMed Central open access subset2. We add the Word
Mover’s Distance WMDSim as measure of similarity between both sentences.

Classification. We experiment with different classification algorithms available
in the Scikit-learn toolkit. The experiments include Support Vector machine,
Linear regression model, Random Tree, Gradient boost and Naive Bayes.

3.3 Deep Learning

Sentence Embeddings. Text embedding are considered a key element in vari-
ous NLP tasks. Popular word embeddings such as Word2Vec and GloVe outper-
form existing models that rely on co-occurrence counts because of their ability
to better represent distributional semantics. To encode sentences with one of the
prior models, a simple average of their corresponding word embeddings would
yield strong results. Nonetheless, during the last two years we witnessed a rise
of different supervised and unsupervised approaches towards learning represen-
tations of sequences of words, such as sentences or paragraphs. They are able
1 https://metamap.nlm.nih.gov/.
2 https://github.com/lucylw/pubmed central fasttext pretrained.

https://metamap.nlm.nih.gov/
https://github.com/lucylw/pubmed_central_fasttext_pretrained
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to identify the order of words within a sentence and hence capture more con-
text. The developed sentence representations extend the success of earlier word
vectors with interesting results and increasing potential in different tasks. We
focus our research on the two of the most popular sentence encoding schemes
InferSent and Universal Sentence Encoder. We argue that fine tuning these mod-
els and leveraging transfer learning could possibly lead to a good performance in
a domain-specific settings. Both chosen encoders were trained partially or fully
on textual inference data which fits perfectly with our task.

InferSent is a sentence encoder proposed by Facebook [6]. Its main advantage
over other models is its supervised training over SNLI, a large text inference
dataset manually annotated. The original model3 is trained on 570k human-
generated English sentence-pairs with a bi-directional Long Short Term Memory
(BiLSTM) encoder.

Universal Sentence Encoder (USE) was developed by Google [3]. It has two
variations, the first is a transformer-based encoder which yields high-accuracy at
the cost of high complexity and extra computational resources. The second model
uses a deep averaging network that averages word embeddings and serve as input
to a deep neural network. In our model, we deploy the transformer architecture as
it was proven to yield better results in several NLP tasks. The universal sentence
encoder4 training data contains supervised and unsupervised sources such as
Wikipedia articles, news, discussion forms, dialogues and question/answers pairs.
It is also partially augmented with instances from the SNLI corpus.

Deep Learning Network. Our DL model follows a siamese-like architecture
where the first set of layers are parallel duplicates and share same weights. For
merging the two inputs, we concatenate the element-wise difference and then
multiply both vectors. Following that, there are multiple intermediate dense
layers. The nodes are directly connected to the nodes in the next layer and
use rectified linear activation (ReLU) function. Given the small dataset size, we
introduce a dropout layer with a dropout rate of 0.3. Finally, the prediction
layer with 3 nodes predicts the probability of each of the inference classes, and a
softmax activation function. We adopt an exponentially decaying learning rate,
and an l2 regularization weight of 0.01.

3.4 A Feature-Assisted Neural Network Architecture Model

With the small size of the dataset, traditional features demonstrate good per-
formance in comparison with the neural network models. This, along with more
evidence on the usefulness of combining traditional features in deep learning
architecture [5,13], encouraged us to build a hybrid model. An essential dilemma
for building the feature-assisted model is how to incorporate engineered features
3 Pre-trained model for InferSent available at https://github.com/facebookresearch/

InferSent.
4 Pre-trained model for USE available at https://tfhub.dev/google/universal-

sentence-encoder-large/3.

https://github.com/facebookresearch/InferSent
https://github.com/facebookresearch/InferSent
https://tfhub.dev/google/universal-sentence-encoder-large/3
https://tfhub.dev/google/universal-sentence-encoder-large/3
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to sentence embeddings inputs. Directly appending the traditional ML features
to the encoded representations generated from InferSent or USE would not influ-
ence the performance. In that scenario, the features’ effect on the classification
decision would almost be nonexistent given the large size of sentence encoding
vector versus the feature vector size of 21 values. Figure 1 gives an overview of
the final feature-assisted framework we propose.

Fig. 1. The feature-assisted neural network architecture.

4 Results and Evaluation

All the following results are calculated as the average results of standard cross-
validation with 10 folds. The results reported for the machine learning approach
are the output of the best two classifiers: Random Forest (RF) and extreme
gradient boosting (XGBoost). It is generally observed that XGBoost almost
always achieves higher accuracy than RF. Table 1 shows the results details of
the model, The baseline performance is 50.56% based on the majority classifier
output. We note, that the ML experiments were not meant for direct comparison
with the DL model. The conducted evaluations serve at choosing the best feature
combination that could further boost the DL network.

Table 1. Machine learning features with Random Forest and XGBoost classifiers based
on 10-fold cross validation. Reported numbers correspond to average accuracy and
standard deviation

Feature set Random Forest XGBoost

context-based 53.26% (+/- 1.80%) 49.16 % (+/- 2.67%)

contradiction-based 67.81% (+/- 1.28%) 69.49% (+/- 1.77%)

context + string 61.01% (+/- 1.97%) 64.91% (+/- 2.98%)

all features 72.30% (+/- 2.32%) 76.94% (+/- 1.24%)
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As for the deep learning algorithms, we ran multiple experiments while vary-
ing the number of hidden layers and the corresponding number of nodes. Adding
more layers test our model capacity, in other terms, with small number of lay-
ers the model may struggle to fit the data. On the other hand, over-scaling
the network size leads to great results on training data and performs poorly on
the test data. Our experiments show that there was a minimal overfitting effect
with increasing the number of layers, however, there was no added accuracy.
Deep Learning experiments’ results are shown in Table 2. In all cases, InferSent
encoder outperforms USE encoder with approximately 8%. This finding is con-
sistent with previous published findings [4]. Both encoders are considered uni-
versal and should represent sentences efficiently given the amount of data they
are trained on. The performance difference between the two encoders could be
attributed to the difference in the embedding vector dimension (512 vs 4096)
and the nature of inference data InferSent is trained on. We added the tradi-
tional features to the best performing model with 3 layers and a number of nodes
decreasing by 50% with each hidden layer that is deeper in the neural network.
No remarkable achievement were noticed in the USE encoder case(only 0.6%
difference). However, the hybrid model achieves the best result with an average
accuracy of 96.21% and a minimum of 94.32% when combined with the InferSent
encoder. Even with a limited dataset, the results suggest that the machine learn-
ing features and deep learning models are complementary. Their combination in
an end-to-end model can enhance the learning process and improve the predic-
tions on unseen data.

Table 2. Deep Learning performance results on 10-fold cross validation with respect to
the number of hidden layers in the DNN architecture. Reported numbers corresponds
to average accuracy and standard deviation

Hidden layers Hidden units USE (Dim.:512) InferSent (Dim:4096)

1 layers 512 72.56% (+/- 1.14%) 89.88% (+/- 3.91%)

3 layers 512,256,128 82.27% (+/- 1.63%) 93.95% (+/- 1.39%)

3 layers 512,256,64 83.17% (+/- 2.20%) 93.86% (+/- 1.48%)

5 layers 512,256,256,128,128 83.68% (+/- 1.50%) 92.24% (+/- 0.79%)

3 layers 512,256,128,64,64 83.68% (+/- 1.50%) 93.18% (+/- 1.73%)

5 Conclusion

We attempt to detect medical text inference from published scientific articles.
Various experiments have been applied in different scenarios including ML fea-
tures and DL network built on top of sentence encoders. Our proposed hybrid
architecture is the optimal configuration in terms of size and number of hidden
layers. The final results are promising, however, the model must be re-evaluated
on a larger corpus to generalize its effect. We could enhance the sentence encoder
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power by re-training them on domain-specific sources such as research articles
and clinical notes. We also believe that a feature ablation analysis over a bigger
range of features could potentially select a better boosting vector for assisting
the neural network.
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