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1.1  Magnetic Resonance Imaging 

Magnetic Resonance Imaging (MRI) is a medical imaging modality, the story of which 

started in the 1930s when nuclear magnetic resonance (NMR) was discovered (1). In 1977 

the first image of the human body was produced on the first MR Scanning Machine. Since 

then tremendous progress has been made, and MRI nowadays is widely used in clinics and 

hospitals for medical diagnosis, for planning, guidance, and evaluation of image-guided 

therapies, and as an instrument in many fields of scientific research, e.g. neuroscience. 

To perform an MR examination, a patient is positioned on a bed, called the table, and 

then moved into a scanner, where a strong static magnetic field is present. The hydrogen 

nuclei (protons) in tissues possess a magnetic moment as well as angular momentum. This 

combination leads to precession of the magnetic moment of the proton spins around the 

direction of the applied magnetic field at a certain frequency, called the Larmor frequency. 

When a radiofrequency (RF) pulse at the Larmor frequency (i.e. an on-resonance pulse) is 

temporarily applied to the patient by a transmit coil, the hydrogen nuclei absorb energy. This 

is the excitation process. After excitation, an induction signal caused by coherent precession 

of nuclear spins can be picked up using an RF coil. In general, in MR imaging the RF signals 

are spatially encoded prior to signal read-out by using gradient coils. After collection of a 

sufficient number of spatially encoded signals, an image of the patient’s body is 

reconstructed. Such images typically show predetermined contrasts created by the 

mechanism of signal weighting, where scanner parameters are set to highlight specific 

image contrasts in tissues that are related to certain differences in tissue magnetic 

relaxation parameters (T1 and T2). This is what conventional MRI is based on, as will be 

described in more detail below in §1.2. Clinical diagnosis is typically based on visual 

evaluation of multiple sets of weighted MR images, i.e. images acquired with different 

specific contrast settings. Differentiation between tissues (e.g. of different organs) and 

between pathological tissue and healthy tissue is based on contrasts in the images. 

Besides its use for clinical diagnostic imaging, MRI has attracted considerable 

attention for non-invasive image-guided therapies, such MRI guided High Intensity Focused 

Ultrasound (MRgHIFU) therapy, and MRI guided Radiation Therapy (MRgRT). 

The most commonly used therapeutic principle of HIFU treatment is thermal ablation 

of cancer cells. High-intensity ultrasound waves are focused on a particular area of tissue 

and deliver a certain thermal dose which causes tissue coagulation and further necrosis 

(2,3). The use of MRI for the guidance of HIFU therapy provides excellent anatomical details 

and soft-tissue contrasts for treatment planning and evaluation and allows to perform MR 

thermometry (4). 

https://en.wikipedia.org/wiki/Medical_diagnosis
https://en.wikipedia.org/wiki/Physics_of_magnetic_resonance_imaging#Gradients
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Radiation therapy or radiotherapy (RT) is a commonly used cancer therapy, which 

relies on delivering ionizing radiation to the tumor tissue. In external beam radiotherapy, high 

energy x-rays generated by a Linear Accelerator (LinAc) are shaped and directed into the 

patient’s tumor to destroy it by damaging its DNA (5) leading finally to cell death. MRI is 

increasingly used for the better delineation of tumor volumes and organs at risk due to its 

superior soft tissue contrast. Furthermore, the recent development of hybrid MRI-Linacs that 

allow MRI imaging during radiation delivery, has created the possibility to guide radiation 

delivery based on MR imaging.  

 

1.2 Conventional MRI 

Conventional MRI is based on acquiring a series of scans with different contrasts and 

geometries leading to sets of 2D contrast weighted MR images. The magnetic relaxation 

times (T1, T2) are intrinsic tissue parameters, on which the contrasts in conventional MRI is 

often based. Different tissues have different values for the relaxation times, and in case of 

disease, the values typically change. The relaxation times reflect how quickly the net 

magnetization caused by all “excited” hydrogen protons inside an imaging voxel together 

returns to its “normal” equilibrium state (6,7). The type of “weighting” is determined by the 

pulse sequence used, the sequence parameter setting for the repetition time TR, the echo 

time TE, the flip angle FA, and the signal preparations (such as an inversion pulse) used to 

acquire the images (7). Examples of T1-weighted, T2-weighted, FLAIR (fluid-attenuated 

inversion recovery), STIR (short-tau inversion recovery), PD (proton density) images of the 

human brain are shown in Figure 1.1. For example, performing a spin-echo pulse sequence 

with a relatively short repetition time (TR) and a fairly short echo time (TE) will result in what 

is called a T1-weighted scan, as the contrasts in the resulting images will mainly reflect 

differences in the T1 values of the tissues. 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1.1. Examples of T1-weighted, T2-weighted, T2FLAIR, STIR, and PD-weighted axial images of 

the brain of a healthy volunteer. 

 

 

T1  T2  T2 FLAIR  STIR  PD  



Introduction 
 

5 
 

 In conventional MRI, a multi-slice approach is typically used, allowing to cover the 

whole organ of interest by scanning multiple 2D slices in sequential or interleaved order. 

The typical radiological assessment in conventional MRI relies on a visual evaluation 

of the signal intensities in the images and finding the regions of anomalous contrast. Tissues 

are usually referred to as ”hypointense” or “hyperintense” compared to reference tissues.  

Conventional MRI does not provide any quantitative characteristics of tissue with 

respect to being healthy or pathological. The MR signal is usually arbitrarily scaled and does 

not have a direct relationship with tissue properties. Furthermore, the MR signal is highly 

dependent on electromagnetic imperfections (B0- and B1-field inhomogeneities, RF receive 

coil sensitivities, gradient distortions) that are related to a physical interplay of the hardware 

characteristics of the scanner and the physical properties of the patient (e.g. RF 

interferences). Furthermore, in addition to these physical imperfections, MR vendors apply 

additional processing to the images such as image scaling, vendor-determined corrections 

for gradient nonlinearities, reconstruction algorithms that affect image magnitude and phase.  

 

1.3 Quantitative MRI: mapping of Quantitative Imaging Biomarkers (QIBs)  

In recent years, there has been a lot of attention for the quantification of imaging findings by 

using quantitative imaging biomarkers (QIBs), by creating quantitative maps of parameters, 

which are related to biological and physiological characteristics of tissues. The concept of 

QIB implies a direct or modeled relationship between a measurable quantity and some 

targeted biological or physiological tissue property (8,9). Based on these quantities, tissues 

can be depicted, differentiated, or associated with specific diseases (10–12). Furthermore, 

the ability to monitor changes in QIBs due to therapy is important for longitudinal evaluation 

of treatment effects (13–16).  

A common approach to estimate QIBs with MRI is to employ a pulse sequence with a 

known signal model to acquire data to which the model is then fitted with the unknown QIB 

as a fitting parameter. This approach was successfully used to measure many parameters, 

such as the proton density ρ, the relaxation times (T1, T2, T2*), the apparent diffusion 

coefficient (ADC), and others. This concept is commonly referred to as quantitative MRI 

(QMRI).  

Ideally, QMRI should provide reproducible QIB measurements independently of the 

institution, the MR scanner used, MR protocol parameter settings, and image scaling. Thus, 

it would enable comparison across different patients and would allow the diagnosis to be 

based on quantitative tissue information, not just on subjective visual evaluation of contrasts 

resulting from differences in such parameters. QMRI has the potential to improve clinical 
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diagnosis, detection and monitoring of diseases, therapy planning and response 

assessment, as well as the development of new therapies.  

 

1.4 Quantitative relaxometry 

Longitudinal (T1) and transverse (T2) relaxation times are intrinsic tissue parameters, which 

are relevant QIBs. Examples of T1 and T2 maps of the brain of a healthy volunteer are 

shown in Figure 1.2. Different tissues have different values for the relaxation times, and 

measuring these values (referred to as quantitative relaxometry) has been a research focus 

for a long time (17). Protocols for routine clinical diagnostic MRI are developed with the 

knowledge of T1 and T2 values for contrast optimization. Furthermore, quantitative 

relaxometry has been widely used in research studies and clinical applications in oncology 

and regenerative medicine, in the brain as well as in the body (18–20). Relaxometry analysis 

has been applied in the brain in the context of the assessment of multiple sclerosis, 

demyelination, stroke, epilepsy, edema, tumors, etc (21–32). Furthermore, volumetric T1 and 

T2 data can be used for automatic brain tissue segmentation and volume measurements in 

many neuroradiological applications (33–35). In the body, T2 and T2* relaxometry has been 

applied for assessment of disorders of the prostate, kidneys, pancreas, liver (36–39).   

 
 

 

 

 

 

 

 

 

 

 

 
 

FIGURE 1.2. Examples of T1 and T2 maps of the brain of a healthy volunteer, reconstructed using the 

interleaved SE+IR 2D MIXED method at 3T (40). 
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multiple inversion times is considered to be the gold-standard technique (7). For T2 mapping, 

the gold-standard method is based on 2D multiple TE spin-echo acquisitions (7,41). 

Unfortunately, scans based on these 2D techniques have long acquisition times, particularly 

when coverage of larger volumes, like the brain, is needed. To reduce scan time, 

simultaneous 2D T1-T2 mapping can be done using a combined approach, consisting of a 

multi-echo SE sequence interleaved with a multi-echo IR sequence and called 2D MIXED 

(40), but it is still a time-consuming approach. It takes about 15 min to acquire a typical 2D 

brain slice with 1.5x1.5x4 mm
3
 voxel size and 220x220x4 mm

3
 FOV. 

Another approach for T1 mapping is called the Look-Locker method. It is closely 

related to the gold-standard IR-SE, but instead of acquiring a single image for each 

inversion time, the Look-Locker method uses an inversion pulse followed by a train of low 

flip angle (FA) pulses, each followed by a read-out, within each repetition time (TR). Each 

low FA pulse perturbs the longitudinal magnetization recovery slightly depending on the T1 

of the tissue, leading to the measurement of the effective T1 (T1*), and then converting it 

back to T1. Although this method considerably reduces the scan time compared with the 

conventional IR approach, it still is a time-consuming 2D method, which in practice results in 

several hours scanning time when coverage of a 3D volume is required. 

Very popular rapid methods for T1-T2 quantification use the steady-state signal from 

multiple spoiled and balanced steady-state free precession gradient-echo sequences with 

variable flip angles (42), which are known as DESPOT1&2 (43,44). These methods are 

usually implemented in 3D. At least two acquisitions of spoiled gradient-echo (SPGR) with 

different FAs are required for T1 mapping with DESPOT1, and consequently, at least two 

acquisitions of balanced steady-state free precession (bSSFP) with different FAs are 

required for T2 mapping with DESPOT2. DESPOT2 requires prior knowledge of T1 values, 

often obtained from a DESPOT1 acquisition. To increase the precision of DESPOT 

relaxometry, a joint system relaxometry (JSR) approach was introduced (45) where both 

SPGR and bSSFP signals are simultaneously evaluated, allowing for full coverage 3D 

relaxation mapping of the human brain within around 10 min. However, B1- and B0 field 

inhomogeneities, imperfect spoiling of SPGR sequences demand the optimization of the 

protocol parameter settings for improved accuracy and precision (46–51).  

Another interesting approach for simultaneous T1-T2 quantification is the IR balanced 

SSFP sequence (52), which is based on T1-prepared steady-state imaging. The sequence 

includes an inversion pulse followed by the acquisition of several steady-state bSSFP 

images. However, it is still a 2D approach with a relatively long acquisition time. To speed up 

the IR bSSFP-based T1 and T2 mapping, a new approach was introduced where a method 

was combined with a radial trajectory with a golden-ratio-based profile (53). With this 
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acceleration, the scanning time for the method became very similar to the combined 

DESPOT1&2 method.  

There are many other approaches for rapid quantification of T1 and T2, such as the 

QRAPMASTER method, which is based on multi-echo acquisition of a saturation-recovery 

using a turbo spin-echo readout, or TESS method (Triple-Echo-Steady-State), which allows 

for a simultaneous rapid 3D estimation of T1 and T2 within one single scan using two specific 

signal ratios between three echoes (SSFP-FID and two SSFP-echo modes) and an iterative 

golden section search algorithm. This method was used as a base for another approach 

called MIRACLE (54), where the unbalanced gradient scheme of TESS was replaced by a 

balanced one leading to “motion-insensitive rapid configuration relaxometry”. 

MR Fingerprinting (MRF) is another recently introduced approach for quantitative 

MRI (55) no longer relying on steady states and on algebraic inverse models. MRF includes 

two components: a specific pseudo-randomized, transient MR acquisition with a varying flip 

angle train from which a set of highly undersampled images are reconstructed. The resulting 

signal evolutions on a voxel level (fingerprint) are unique for a particular tissue property 

combination, but are highly corrupted by aliasing noise arising from the undersampling. 

However, robust parameter quantification is still achieved by a pattern recognition algorithm 

to match the acquired fingerprints to a predefined dictionary of predicted signal evolutions, 

which can then be used to generate QMRI maps. MRF is characterized by very short 

acquisition times and is a topic of intense recent research (56). 

Another recent method, called MR-STAT (Magnetic Resonance Spin TomogrAphy in 

Time-domain), was introduced tor multi-parametric MRI (57), where the quantitative 

parameters are estimated by inverting a “coupled space-time model” from time domain data. 

This is obtained by combining time signal models (e.g. Bloch simulator) with numerical 

large-scale nonlinear inversion techniques. MR-STAT can achieve comparable acquisition 

times as MRF and since it performs reconstruction directly from the time domain signal it is 

not affected by aliasing noise. 

Despite the fact that many different QMRI methods for relaxometry have been 

proposed, considerable variations can be observed in the results obtained on different 

scanners, e.g. equipment from different manufacturers, and with different protocol parameter 

settings or different implementations of the methods (58–62). A comprehensive review of the 

reported relaxation times in the literature in vivo at 3T for different tissues is presented in the 

paper by Bojorquez et al (61). For example, in white matter of the human brain at 3T, the 

reported T1 values vary from 532 ± 56 ms measured with MIRACLE method (54) to 1085 ± 

64 ms measured with VFA technique by (48),  the reported T2 values vary from 44 ± 5 ms 

(54) to 80 ± 1 ms (63). 

https://www.sciencedirect.com/topics/medicine-and-dentistry/tomography
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A method for QMRI that simultaneously provides accurate, reproducible quantitative 

tissue parameter estimates, independently on the MR scanner, and MR protocol parameter 

settings, still has to be established.  

 

 

 
 

FIGURE 1.3. Sequence diagram of a standard bSSFP sequence. The gradients on all axis (Gx, Gy, Gz) 

are balanced within each TR interval. The echo is acquired in the middle of the TR interval (TE = TR/2). 

An RF phase cycling of 0 and 180˚ is employed. 

 

1.6 Balanced Steady-State Free Precession  

Balanced Steady-State Free Precession (bSSFP, also known as TrueFISP, bFFE, or 

FIESTA) sequences deserve special attention due to their rapid acquisition time and the 

highest signal-to-noise (SNR) efficiency among all known sequences (64).  

bSSFP produces a unique “unconventional” T2/T1–weighted image contrast, which is 

typically used for imaging fluids (e.g. blood, ascites, etc.). The mixed T2/T1 contrast in 
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combination with high speed and the highest SNR efficiency makes bSSFP a perfect 

candidate for QMRI acquisition for quantitative relaxometry (49,52–54,65,66).  

The simple pulse sequence diagram of a standard bSSFP sequence is shown in 

Figure 1.3. bSSFP requires the gradients in all three orthogonal directions (Gx, Gy, Gz) to 

be balanced, which means that all gradient moments are zero within each TR interval. The 

sign of the RF pulse usually alternates between the RF pulses, so-called (0,180˚) RF phase 

cycling. The echo is acquired in the middle of the TR interval (TE = TR/2).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1.4. bSSFP signal behavior for several tissues with different T1 and T2 combinations, computed 

for FA = 30˚, TR = 10 ms, TE = TR/2. The shape of bSSFP off-resonance profiles is a strong function of 

T1/T2. The phase is almost independent on T1/T2. 
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bSSFP sequences are sensitive to local off-resonance caused by magnetic field 

inhomogeneities. Some examples of steady-state bSSFP signal behavior depending on the 

off-resonance (deviations of the frequency of the applied RF pulse from the “on-resonant” 

Larmor frequency) are shown in Figure 1.4 for different values of tissue relaxation 

parameters. The high signal regions in the profile are commonly referred to as “passbands”, 

whereas the signal regions close to zero are referred to as “stopbands”. Signals at stopband 

frequencies are represented as spatial bands of signal loss in the reconstructed magnitude 

images, which are called “banding artifacts”, see Figure 1.6. These banding artifacts can be 

very prominent in regions with considerable field inhomogeneities, like the abdomen, which 

hampers routine clinical use of bSSFP sequences in such anatomical regions, particularly 

when a large field-of-view (FOV) is required. However, this problem can be solved by using 

phase-cycled acquisition, which is explained in § 1.7.  

bSSFP off-resonance profiles show a strong dependence on the protocol parameter 

settings, such as repetition time (TR) and the flip angle (FA). Decreasing TR increases the 

bandwidth of the bSSFP off-resonance profile, extending the “passband” regions. That is 

why bSSFP with shortest TR values are recommended for robust imaging without banding 

artifacts. The shape of the bSSFP profile varies with the FA as well: the “passband” regions 

can become narrower for higher flip angles, or even a dip in the middle of the “passband” 

can be observed for very low flip angles. 

 

1.7 Phase-cycled  bSSFP 

Radiofrequency (RF) phase-cycled bSSFP is an acquisition technique, which is used to 

eliminate the banding artifacts and to avoid signal loss in the acquired bSSFP images. The 

phase increment of each subsequent RF excitation pulse is increased stepwise with a 

unique value for each acquisition. The off-resonance profiles of the bSSFP signal depend on 

the value of the RF phase increment, as shown in Figure 1.5. Given a certain spatial B0  

inhomogeneity, the banding artifacts will appear at different spatial locations in the resulting 

images acquired with different RF phase increments. Several algorithms were proposed to 

reduce banding artifacts by different combination strategies of the different RF phase cycled 

images, such as Complex-Sum bSSFP (67), Maximum-Intensity SSFP (67), Sum-of-

Squares SSFP (67), nonlinear averaging (NLA) algorithm (68), Geometrical Solution (69), 

LORE-GN algorithm (70). Examples of images acquired with different RF phase increments 

and the reconstructed banding-free magnitude image using the Geometrical solution 

algorithm are shown in Figure 1.6.  

An interesting feature is that the complex transverse magnetization     acquired 

over different RF phase increments, produces an ellipse in the transverse plane, as shown 
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in Figure 1.7. This can be verified by mapping out the signal of a given voxel in the complex 

plane for various RF phase cycled images. The shape and the geometrical characteristics of 

the ellipse depend on the relaxation times T1 and T2, whereas the rotation of the ellipse 

around the origin is determined by the local off-resonance ∆f0. 

An elliptical signal model was used in the work by Xiang and Hoff (69) to solve the 

bSSFP banding problem. Inspired by this, a new approach for quantitative relaxometry 

based on the elliptical signal model of the phase-cycled bSSFP signal was developed, which 

is described in this thesis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1.5. Balanced SSFP signal behavior for several RF phase increment settings ∆θ, computed for 

TR = 10 ms, FA = 30˚, TE = TR/2, T1 = 1000 ms, T2 = 200 ms. The bSSFP magnitude and phase off-

resonance profile shift depending on the RF phase increment. RF phase cycling (0,180˚) is assumed. 
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FIGURE 1.6. Examples of magnitude bSSFP images of the brain of a healthy volunteer, acquired with 

different RF phase increment settings, and the reconstructed banding-free magnitude image using the 

Geometrical Solution (GS) algorithm (69). 
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FIGURE 1.7. Phase-cycled bSSFP signal behavior, computed for TR = 10 ms, TE = TR/2, T1 = 1000 

ms, T2 = 200 ms for different local off-resonance values ∆f0: blue lines correspond to ∆f0 = 0, red lines 

correspond to ∆f0 = 20 Hz, green lines correspond to ∆f0 = - 50 Hz. 
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1.8 Thesis outline 

The main goal of the research described in this thesis was to develop a novel approach for 

multi-parametric MRI, to investigate its performance in terms of accuracy and precision for 

realistic SNR levels, and to optimize it for different applications.  

The method that has been developed is called PLANET: an elliPse fitting approach 

for simuLtaneous T1 and T2 mApping using phase-cycled balaNced stEady-sTate free 

precession. This method allows to simultaneously reconstruct maps of the magnetic 

relaxation times T1 and T2, the local off-resonance, the RF phase (related to the combination 

of RF transmit and receive phases), and the banding free bSSFP signal magnitude image. 

Chapter 2 is an introduction of the method. The methodology of the PLANET 

reconstruction algorithm is described in this chapter, and the results of the performance of 

the method in a dedicated phantom and in the brain of healthy volunteers are presented.  

In addition, the possible sources of errors in the estimated quantitative parameters 

were investigated, and the protocol parameter settings of the PLANET method were 

optimized.  

Chapter 3 addresses the influence of relevant MR sequence parameter settings 

(namely the repetition time TR, the flip angle FA, and the number of RF phase increments 

N) on the accuracy and precision in PLANET-estimated quantitative parameters. By 

performing numerical simulations and experiments, the errors in quantitative parameter 

estimates were assessed using a single-component PLANET reconstruction for a single-

component signal (coming from tissue with mono-exponential T1 and T2). Furthermore, the 

minimum SNR required for accurate and precise parameter estimation was calculated. In 

many biological tissues, like white matter in the human brain, fat tissue, or bone marrow, 

multiple components with different relaxation times and different resonance frequencies are 

present in a voxel. In that case, a single-component PLANET reconstruction might fail. The 

performance of the PLANET method for a two-component signal model of WM tissue (with a 

second myelin-related short relaxation component) was investigated in this chapter. Finally, 

the effects of Gibbs ringing were investigated, motivated by the realization that the RF 

phase-cycling spatially shifts the banding artifacts, causing the Gibbs ringing around 

stopbands to be in principle different for each phase-cycled image. 

The main prerequisite for the PLANET model is a temporally stable main magnetic 

field (B0) throughout the phase-cycled bSSFP acquisition, which can take up to 10-15 min 

depending on the resolution and the required field-of-view (FOV). Due to intensive gradient 

activity, which causes the heating of metallic components of the scanner, spatio-temporal B0 

drift can occur, which might result in errors in the estimated parameters. Chapter 4 focuses 

on the investigation of the influence of B0 drift on the performance of the PLANET method 
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for single-component and two-component signal models. The influence of B0 drift on the 

quantitative parameter estimates was assessed experimentally in a phantom and in the 

brain of healthy volunteers. The results were subsequently verified by numerical simulations. 

This chapter also contains the description of a simple drift correction algorithm that was 

developed and tested on a phantom and in vivo. 

By performing the PLANET scans in the patients undergoing prostate radiotherapy, it 

was observed by chance that the phase-cycled bSSFP sequence can be rather useful for 

qualitative assessment of fiducial markers in the prostate, which are used as landmarks for 

localization of the prostate during radiotherapy. Chapter 5 is a case of “serendipity” and it 

demonstrates a clinical application of the phase-cycled bSSFP imaging in the prostate. A 

new method for visualization of fiducial markers (FMs) in the prostate with positive contrast 

for MRI-only radiotherapy is presented. The phase-cycled bSSFP signal was simulated in 

the presence of a gold FM, and then the geometrical manifestation of the artifacts around 

FMs was assessed and validated by performing the experiments in phantoms and in vivo. 

The accuracy of the localization of FMs was also assessed. 

The results of the research presented in this thesis are discussed in Chapter 6. 

Chapter 7 contains a summary of this thesis.   
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ABSTRACT 

Purpose:  

To demonstrate the feasibility of a novel, ellipse fitting approach, named PLANET, for 

simultaneous estimation of relaxation times T1 and T2 from a single 3D phase-cycled 

balanced steady-state free precession sequence. 

Methods:  

A method is presented in which the elliptical signal model is used to describe the phase-

cycled bSSFP steady-state signal. The fitting of the model to the acquired data is 

reformulated into a linear convex problem, which is solved directly by a linear least squares 

method, specific to ellipses. Subsequently, the relaxation times T1 and T2, the banding free 

magnitude, and the off-resonance are calculated from the fitting results. 

Results:  

Maps of T1 and T2, as well as an off-resonance and a banding free magnitude, can be 

simultaneously, quickly and robustly estimated from a single 3D phase-cycled bSSFP 

sequence. The feasibility of the method was demonstrated in a phantom and the brain of 

healthy volunteers on a clinical MR scanner. The results were in good agreement for the 

phantom, but a systematic underestimation of T1 was observed in the brain. 

Conclusion: 

The presented method allows for accurate mapping of relaxation times and off-resonance, 

and for the reconstruction of banding free magnitude images at realistic SNRs. 

 

Key words: ellipse fitting; T1; T2; off-resonance; phase-cycled bSSFP 
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2.1  Introduction 

Quantitative MR imaging plays an important role in accurate tissue characterization for 

improving clinical diagnostic imaging and for planning, guidance and evaluation of image-

guided therapy. The mapping of longitudinal (T1) and transverse (T2) relaxation times is a 

particularly important tool for many clinical applications in oncology and regenerative 

medicine (1). Knowledge of T1 and T2 values allows for optimizing the contrast-to-noise-ratio 

between tissues by finding the optimal sequence parameter settings.  

Various techniques are widely used for T1 and T2 relaxation time mapping. Two-

dimensional (2D) Inversion Recovery Spin Echo (IR-SE) and Multi-Echo Spin Echo (ME-SE) 

(2) are considered gold standard techniques, allowing accurate measurements of relaxation 

times. Unfortunately, scans based on these methods typically have a long acquisition time, 

which makes it challenging to use them in clinical practice. To speed up IR-based T1 

mapping, the Look-Locker method was introduced (3). This approach is closely related to 

the IR-SE, but instead of acquiring a single image for each inversion time, the Look-Locker 

method uses an inversion pulse followed by a train of low flip angle (FA) pulses, each 

followed by a read-out, within each repetition time (TR). Although that considerably reduces 

the required scan time, it still is a time-consuming 2D method, which results in a very long 

acquisition time to cover a complete three-dimensional (3D) volume.  

Another widely used method, which uses the variable flip angle (VFA) approach (4,5), 

is DESPOT1 (6). The method allows for rapid three-dimensional (3D) high-resolution T1 

mapping and is easily implemented on clinical scanners. For this method at least two 

acquisitions of spoiled gradient-echo (SPGR) scans with different flip angles are required. A 

signal model for the steady-state is subsequently fitted to variable flip angle data. A similar 

approach was developed by Deoni et al for T2 mapping under the name DESPOT2 and 

extended to the combined T1 and T2 mapping (7). DESPOT2 also requires at least two 

acquisitions of 3D balanced steady-state free precession (bSSFP) with different flip angles 

using prior knowledge of T1, often estimated using DESPOT1. Both methods have been 

shown error-prone, which demands the optimization of the parameter settings. The 

combination of used flip angles needs to be optimized for improved accuracy and precision 

(8–10). Furthermore, the influence of radiofrequency field inhomogeneity (11), off-resonance 

effects (12,13), and radiofrequency and gradient spoiling efficiency (14,15) on the accuracy 

and precision of T1 and T2 measurements was investigated.  

With the advent of stronger and faster gradient systems, bSSFP sequences have 

become widely employed for rapid imaging with high signal-to-noise (SNR) efficiency. 

Although the signal is a complex function of relaxation parameters T1 and T2, several 

bSSFP-based approaches for relaxometry have been proposed, such as 2D Inversion 
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Recovery TrueFISP (16), 3D Triple Echo Steady-State (TESS) (17). For instance, the TESS 

method allows for simultaneous rapid 3D estimation of T1 and T2 within one single scan 

using two specific signal ratios between three echoes (SSFP-FID and two SSFP-Echo 

modes) and an iterative golden section search algorithm. 

Generally, bSSFP imaging has a high sensitivity to local magnetic field 

inhomogeneities, which results in banding artifacts. Radiofrequency (RF) phase-cycled 

bSSFP imaging was introduced as a solution, and several algorithms were proposed to 

reduce banding artifacts (18). 

M.Björk et al (19) introduced a parameter estimation algorithm to remove banding 

artifacts and to simultaneously estimate relaxation times T1 and T2 from phase-cycled 

bSSFP. In their work, a combination of linear least squares fitting followed by a subsequent 

non-linear iterative fitting was used, called the two-step LORE-GN algorithm. They 

successfully reconstructed banding free magnitude images of a phantom and in-vivo. Based 

only on simulations and numerical assessment of the Cramer-Rao Bound (CRB), they 

concluded that the simultaneous estimation of T1 and T2 from phase-cycled bSSFP would be 

difficult at common SNR because the CRB is high. 

 In this work, we introduce a novel approach, named PLANET, for simultaneous T1 

and T2 estimation from phase-cycled bSSFP (20). The elliptical signal model is used to 

describe the phase-cycled bSSFP steady-state signal (21). The fitting of the model to the 

acquired data is reformulated into a linear convex problem, which is solved directly by a 

linear least squares method, specific to ellipses (22). Subsequently, the relaxation times T1 

and T2 are analytically calculated from the fitting results.  

Our work shows that accurate mapping of the relaxation times T1, T2, the off-

resonance caused by local field deviations, and banding-free magnitude is feasible for 

realistic SNRs and can be performed with a regular coil setup and scan protocol parameter 

settings. 

 

 

2.2 Methods 

2.2.1 The elliptical signal model 

The elliptical signal model for bSSFP was first used by Xiang and Hoff (23) to remove 

banding artifacts. The complex bSSFP signal right after the RF pulse (at echo time t = 0+) 

can be described as:  

    
      

        
                                                                     ,   - 
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where 

  
  (    )     

           
 (       )

                    
  (    )(      )

           
 (       )

              ,   - 

      ( 
  

  
),       ( 

  

  
) ,     – the thermal equilibrium magnetization, α – the flip 

angle, TR – the repetition time, θ – the resonance offset angle (in radians), θ = θ0 - ∆θ, 

where       (       )  , ∆f0 – the off-resonance caused by local field deviations,     – 

the chemical shift of the species (in Hz) with respect to the water peak, ∆θ – the user-

controlled RF phase increment (in radians). Parameters       are all θ-independent.  

The parametric Equation [2.1] describes an ellipse in the complex signal plane. Each 

point on the ellipse represents real and imaginary components of the transverse 

magnetization, which are acquired with a certain RF phase increment, as illustrated in 

Figure 2.1. The total number of acquisitions N and the RF phase increment ∆θ are user-

defined parameters. 

Directly after the RF pulse (i.e. at t = 0+), the long axis of the ellipse is oriented 

vertically in the complex plane and the values for the parameters   and   are within the 

interval (0,1) (21). The cross-point   is the Geometric Solution, which is independent of θ 

and can be used to calculate a banding-free magnitude image. 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2.1. The elliptical signal model of the bSSFP in the complex plane as a function of the 

resonance offset angle θ. In this particular case,        and N = 10 acquisitions with different RF 

phase increments are shown.  

 

At echo time t = TE > 0 after the RF pulse, the signal is still a function of the 

resonance offset angle (21), but then the real and imaginary components of the signal are 

𝐼  𝑀
  𝑎𝑒𝑖𝜃
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modulated by a factor     . 
  

  
/ and rotated around the origin by: 

          (       )                                                         ,   - 

Taking into account the RF contribution, eddy current effects and B0 drift, the complex signal 

can be then described as: 

       
      

        
                                                            ,   - 

    

     (       )                                                    ,   - 
 

where             ( 
  

  
) – the effective magnetization, K – the magnitude of the 

combined receive field,     – the RF phase offset, related to the combination of RF transmit 

and receive phases,      – the extra phase errors due to eddy current effects, and        – 

the extra phase errors due to B0 drift. 

 

2.2.2 Reconstruction method for parametric mapping  

Essential to the PLANET method is a 3-step reconstruction algorithm to simultaneously 

estimate relaxation parameters T1 and T2, and an effective banding free magnitude       

from phase-cycled bSSFP data. However, an additional step is required when the 

reconstruction of the off-resonance map     is also desired. 

 

Step 1. Direct linear least squares ellipse fitting to phase-cycled bSSFP data 

The first step consists of performing voxel-wise direct linear least squares fitting of a general 

quadratic polynomial function to the data points in the complex plane (22):  

 (   )                            0                               ,   - 

where x and y are real and imaginary components of transverse magnetization.  

By minimizing the sum of squared algebraic distances of the ellipse to the data points 

under a proper scaling and an appropriate constraint specific to ellipses (discriminant  C2
2 

– 

4C1C3 = -1), we avoid the trivial solution C = 0 and exclude all non-elliptical fits, such as 

hyperbola and parabola. As a result, we find a unique set of coefficients C = [C1, C2, C3, C4, 

C5, C6] representing the ellipse. The fitting is based on a numerically stable version of the 

ellipse fit (24). This is a fast, direct, linear, non-iterative ellipse fit. Since there are 6 

unknowns, we need at least 6 data points x, which can be acquired by scanning with at least 
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6 different RF phase increment settings. 

 

Step 2. Rotation of the ellipse to initial vertical conic form 

The rotation of data points of the ellipse to the initial vertical form, i.e. the orientation directly 

after RF excitation pulse, was performed by applying basic algebraic transformations to the 

polynomial representation of the ellipse found in the previous step (Equation [6]).  We found 

the rotation angle      to be: 

     
 

 
    ;   

  ;  
                                                         ,   -  

Since      is defined within . 
 

 
 
 

 
/, we unwrapped it to cover the (    ) range by verifying 

that the ellipse of every voxel is vertical and that its center lies on the positive real axis. 

 

  

 

 

 

 

 

 

 

 

FIGURE 2.2. a) Schematic representation of the ellipse at t = 0+ (red dashed line) and t = TE > 0 (blue 

solid line), which is rotated around the origin by φ. (Xc, 0) – geometrical center of the ellipse, A, B – 

semi-axes of the ellipse; b) Geometrical determination of the angle    using the locations of the data 

points (Xn, Yn) on the vertical ellipse. 

 

After rotation, illustrated in Figure 2.2 (a), the conic equation for the vertical 

orientation can be used to describe the ellipse: 

(    ) 

   
  

                                                                   ,   - 

a b 
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where (  , 0) – is the geometrical center of the ellipse,   and   – are the semi-axes of the 

ellipse.  

Step 3. Analytical solution for parameters               

Parameters          of the parametric form of the ellipse in Equation [2.4] are related to the 

geometric characteristics        from the cartesian form of ellipse in Equation [2.8] through 

a system of nonlinear equations (23):  

{
 
 

 
        

    

    

      

     

    

      

 

√    

                                                                 ,   - 

                                                         

We have solved this system for parameters          analytically. The results are 

presented in the Appendix. The T1 and T2 estimates can be found from parameters a and b 

using the following equations: 

 

    
  

   
 (             )   
 (         )       

         
  

   
                   ,   0- 

  

Additional step 4. Estimation of the local off-resonance     

The rotation angle in Equation [2.7] includes the local off-resonance          and RF 

phase offset    , which cannot be separated from Equation [2.5]. For simplicity, the 

chemical shift is ignored and the additional phase errors due to eddy current effects and B0 

drift are assumed to be negligible:  

                                                                          ,    -           

The off-resonance    , however, can be estimated from the locations of the data points with 

different RF phase increment settings     on the vertical ellipse: the precession angle    

during each TR depends only on the RF phase increment     and the local off-resonance 

   , and not on the RF phase offset    :  
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                                                                                                  ,    - 

Using a cartesian parametric equation of the ellipse: 

{
          
                 

                ; (
 

 
    )                            ,    - 

and after substitution of x and y from Equation [2.13] by the real and imaginary components 

of the signal in Equation [2.4], the relationship between parameters   and   can be found as: 

     
      

       
                                                             ,    - 

For each individual n
th

 data point with n = {0, 1,..,N-1} Equation [2.14] is equivalent to 

                                               

      
       

        
                                                        ,    - 

The set of    can be found from the set of    using Equation [2.13]. The set of    can 

be found geometrically from the data points on the vertical ellipse as illustrated in Figure 2(b) 

and consequently, the set of        can be found from Equation [2.15] and can be 

represented by the sum of a sine function and a cosine function:    (  )     (      )  

                                           

Next, the coefficients    and    can be found by taking a linear least squares fitting 

approach and     can be estimated from:   

      ; 
  

  
                                                            ,    - 

The off-resonance     can be found from Equations [2.12, 2.16]. Since    is defined 

within . 
 

 
 
 

 
/, we unwrapped it to cover the range (    ), which results in bandwidth 

( 
 

   
 

 

   
). 

 

2.2.3 Sensitivity to the actual Flip Angle errors 

To investigate how sensitive the method is to errors in the actual flip angle, simulations were 

performed for a range of nominal flip angles between 1˚ and 90˚ and a range of deviation in 

actual flip angles of -10% and +10%. The initial parameter settings were: KM0 = 1, T1 = 675 

ms, T2 = 75 ms,     = 10 Hz, TR = 10 ms, TE = 5 ms,     = 0,     = 0, N = 10 phase cycles 
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with phase increments     
   

 
     *0   …   +. The chosen T1 and T2 represent white 

matter at 1.5T. No Gaussian noise was added.  

  

2.2.4 Experimental validation 

To investigate the performance of our method, both phantom and human volunteer 

experiments were performed on a clinical 1.5T MR scanner (Philips Ingenia, Best, The 

Netherlands). For all scans, a 16-channel head coil (dS HeadSpine, Philips Ingenia, Best, 

The Netherlands) was used as a receive coil.  

The phantom experiments were performed on a calibrated phantom consisting of gel 

tubes with known T1 and T2 values (TO5, Eurospin II test system, Scotland). Twelve tubes 

were chosen with T1, T2 combinations in the following ranges: T1 (220-1600 ms), T2 (50-360 

ms).  

First, the known temperature dependence of the relaxation times of the calibrated 

gels was used to assess the T1 and T2 values of the test tubes for the actual scanner room 

temperature. The temperature inside the phantom water was measured before and right 

after the experiment using a T-type thermocouple. The difference between measured 

temperature values was below 0.5˚ and the average value was chosen for the correction. 

The 3D phase-cycled bSSFP sequence was performed with the protocol parameter 

settings, shown in Table 2.1. Complex-valued data were acquired. Reference T1 and T2 

maps of the phantom were acquired using standard T1 and T2 mapping techniques. For the 

reference T1 mapping, a 2D Inversion Recovery Turbo Spin Echo approach was used. For 

the reference T2 map, a 2D Multi Echo Spin Echo approach was used. The corresponding 

protocol parameter settings are shown in Table 2.1. A reference off-resonance map was 

calculated using a dual echo SPGR method with the protocol parameter settings shown in 

Table 2.1.  

Before voxel-wise parameter estimation, all images were masked to exclude the 

borders of the tubes and the background from the analysis. The reference T1 values were 

calculated voxel-wise by performing the non-linear fit of  (  )   |    
;  

  
⁄ | to multi TI 

IR-SE data, with ρ and T1 as the fitting parameters. The reference T2 values were calculated 

voxel-wise by performing the non-linear fit of  (  )    
;  

  
⁄

  to multi Echo SE data, with ρ 

and T2 as the fitting parameters. 
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Table 2.1. Protocol parameter settings 

Phantom experiments 
3D phase-cycled bSSFP 

FOV 

 (mm
3
) 

Voxel Size 

 (mm
3
) 

Acq. 

 Matrix 
TR 

 (ms) 
TE 

 (ms) 
Flip 

 Angle 

(˚) 
Number of RF 

 increment 

steps 

Number of 
 Signal  

Averages 
 (NSA) 

Readout  
direction 

Total 

scan 
 time 

(min:s) 
200x200 

x80 1.5x1.5x2.5 132x132x32 10 5 30 10 1 AP 06:51 
Reference T

1
 map (2D IR-TSE) 

FOV 

(mm
3

) 
Voxel Size 

(mm
3
) 

Acq. 

Matrix 

TR 

(ms) 

TE 

(ms) 
Turbo 

Factor 
Inversion Times 

(ms) NSA 
Readout 

direction 

Total 

scan 

 time 

(min:s) 
200x200 

x5 2.5x2.5x5 80x80x1 7000 10 5 
[25; 50; 100; 

200; 500; 1000; 
  2000; 5000] 

1 AP 16:00 
Reference T

2
 map (2D ME-SE) 

FOV 

 (mm
3
) 

Voxel Size 

 (mm
3
) 

Acq.  

Matrix 
TR 

 (ms) TE (ms) NSA Readout 
 direction 

Total 

scan 
 time 

(min:s) 
200x200 

x5 2.5x2.5x5 80x80x1 5000 [20; 40; 60; 80; 
 100; 120; 140; 160] 1 AP 06:45 

Reference off-resonance map (3D dual echo SPGR) 
FOV 

 (mm
3
) 

Voxel Size 

 (mm
3
) 

Acq.  

Matrix 
TR 

 (ms) 
TE 

 (ms) Flip Angle (˚) NSA Readout 

direction 
Total 

scan 
 time 

(min:s) 
200x200 

x80 2x2x2.5 100x100x32 30 [4.6; 9.2] 60 1 AP 03:08 
In vivo experiments 

3D phase-cycled bSSFP 
FOV 

 (mm
3
) 

Voxel Size 

 (mm
3
) 

Acq.  

Matrix 
TR 

 (ms) 
TE 

 (ms) 
Flip 

 Angle 

(˚) 
Number of RF 

increment 

steps 
NSA Readout 

 direction 
Total 

scan 
 time 

(min:s) 
220x220 

x100 1.5x1.5x4 148x148x25 10 5 30 10 1 AP 06:04 
Reference T

1
 and T

2
 map (2D MIXED) 

FOV 

(mm
3
) 

Voxel Size 

 (mm
3
) 

Acq. 

Matrix 
TR 

SE 

(ms) 
TR 

IR 

(ms) 
IR 

delay 

(ms) TE (ms)  NSA 
Readout 

direction 
Total 

scan 

 time 

(min:s) 
220x220 

x4 1.5x1.5x4 148x148x1 3000 6000 500 
[30; 60; 90; 

120; 150; 80; 

210; 240] 
1 AP 16:00 

B
1
 map (3D dual TR SPGR)  

FOV 

(mm
3
) 

Voxel Size 

 (mm
3
) Acq. 

Matrix 

TR 

 (ms) 
TE 

 (ms) 
Flip 

Angle 

(˚) 
Overconti-

guous slice NSA 
Readout 

direction 
Total 

scan 

 time 

(min:s) 
220x220 

x100 2.5x2.5x4 88x88x25 [30; 
150] 2.1 60 yes 1 AP 03:17 
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To demonstrate the method in vivo, experiments were performed on the brain of 

three healthy volunteers on the same scanner. The protocol parameter settings for 3D 

phase-cycled bSSFP are presented in Table 2.1. As shown in the Appendix, the flip angle 

should fulfill the condition       ; .    ( 
  

           
)/. Thus, FA 30˚ was used, which 

should allow an accurate estimation from T1 > 100 ms onwards for TR = 10 ms. 

The reference T1 and T2 values of the brain were measured using a simultaneous 

(interleaved) Spin Echo and Inversion Recovery method (2D MIXED) (25) with the protocol 

parameter settings, shown in Table 2.1.  

B1 map was calculated using a dual TR actual flip-angle imaging (AFI) (26) method 

with the protocol parameter settings, presented in Table 2.1. B1 correction was performed 

voxel-wise for the calculated T1 maps. 

To investigate the influence of Magnetization Transfer (MT) effects on the 

quantitative T1 and T2 mapping in vivo, experiments were performed on one volunteer using 

3D phase-cycled bSSFP with different RF excitation pulse durations, as suggested in work 

by Bieri et al (27). The protocol parameter settings were the same as shown in Table 2.1 

(3D phase-cycled bSSFP in vivo). The default pulse had a duration of 0.84 ms. The long 

pulse optimized to minimize the MT effects had a duration of 2.86 ms.  

The Signal Ratio ∆S and Magnetization Transfer Ratio MTR were calculated as: 

   
    

  
,       00

  ;    

  
, where      – the banding free magnitude measured with the 

default RF pulse,    – the banding free magnitude measured with the long RF pulse 

(minimized MT effects). 

A linear phase-encoding profile order was used to minimize the eddy currents 

induced by changing phase-encoding gradients (28). 

The standard (Fast Channel Combination) method, available on the scanner, was 

used for the combined phase reconstruction. Note that the RF phase offset     remains the 

same for all dynamics with different RF phase increments settings. 

To check the amount of B0 field drift, one additional dataset with RF phase increment 

       was usually acquired at the end of the acquisition. In case of absence of B0 drift 

during the acquisition, the complex signals should be the same for data with         and 

      , otherwise, the phase difference between these datasets is proportional to the 

amount of the drift. 

The SNR for both phantom and in-vivo data was calculated as defined in the work by 

Björk et al (19):     

     
∑    ( )  

 < 

  
                                                           ,    - 
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where     ( )  – the magnitude of an n
th
 phase-cycled image, σ – the standard deviation of 

the noise,   – number of scans with different RF phase increment settings. The standard 

deviation of the noise was calculated over the ROI on noise images (real and imaginary 

components), acquired dynamically using the same bSSFP sequence, without RF excitation 

and with no gradients applied. 

All simulations and calculations were performed in MATLAB R2015a (The 

MathWorks Inc, Natick, USA). 

 

 

2.3 Results 

2.3.1 Sensitivity to the actual Flip Angle errors 

As can be observed from Figure 2.3, T1 estimates are highly sensitive to errors of the actual 

flip angle. The dependence is almost linear and the errors in T1 estimates increase with 

increasing FA. For example, a 5% error (0.95) in actual FA results in 10% underestimation in 

T1 for the nominal FA of 30˚ and 12% underestimation in T1 for the nominal FA of 60˚. T2 

estimates are not affected by the errors in the actual flip angle. 

 

2.3.2 Phantom results 

T1, T2 and ∆f0 maps were first validated in a phantom. Magnitude images corresponding to 

different RF phase increment settings are presented in Figure 2.4 (a). The banding artifacts, 

the locations of which depend on the resonance offset angle, are shifted depending on the 

RF phase increment setting. The Geometric Solution (GS), representing the banding-free 

effective magnitude image, was calculated for a set of acquired data and presented in 

Figure 2.4 (b). The off-resonance maps of the phantom were calculated using the PLANET 

method and using the reference method. The results are presented in Figure 2.4 (c,d). The 

two off-resonance maps look almost similar. A minor deviation between the two calculated 

maps of [-2; +1] Hz was observed. 
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FIGURE 2.3. Simulation results of sensitivity to the actual flip angle errors. The initial T1 = 675 ms, T2 = 

75 ms, TR = 10 ms, TE = 5 ms. The horizontal line corresponds to the nominal FA = 10˚, which leads to 

collapsing of the ellipse to a line, as discussed in the Appendix. 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2.4. a) Magnitude images corresponding to different RF phase increments setting ∆θ; b) The 

banding-free effective magnitude; c)-d) The off-resonance maps calculated using the PLANET method 

and using the reference method. 

80 
 

 
 
 
 
 

60 
 
 
 

 
 

40 
 
 
 
 
 
 

20 

80 
 

 

 

60 
 
 
 

 
 

40 
 
 

 

20 

Errors in T
1
, % Errors in T

2
, % 

Real FA / Nominal FA Real FA / Nominal FA 

N
o
m

in
a
l 
F

A
, 
˚ 

N
o
m

in
a
l 
F

A
, 
˚ 

20 
 

 
 
 
 

10 
 

0 
 
 

 
 

-10 
 
 
 
 
 
 

-20 

5 
 

 
 

 

0 
 

 

 
 

-5 
0.9       0.95        1          1.05      1.1 0.9        0.95        1          1.05      1.1 

100 
 
 
 
 
 
 

0 
 
 
 
 
-100 

∆θ  𝜋 ∆θ  
 𝜋

 
 ∆θ  

7𝜋

 
 ∆θ  

8𝜋

 
 ∆θ  

9𝜋

 
 

∆θ  0 ∆θ  
𝜋

 
 ∆θ  

 𝜋

 
 ∆θ  

 𝜋

 
 ∆θ  

 𝜋

 
 

∆f0 map Reference ∆f0 map Magnitude 

c d b 

Hz 

a 



PLANET: an ellipse fitting approach for quantitative parameter mapping 
 

37 
 

T1 and T2 maps of the phantom were calculated using the PLANET method and 

using the reference methods. The results are presented in Figure 2.5. The processing time 

for the reconstruction of T1, T2, ∆f0 and banding-free effective magnitude      for one slice 

was 6 s. We generally see a good quantitative agreement between reference and calculated 

from the PLANET method maps. However, there are some inhomogeneous regions inside 

some of the phantom tubes. The comparisons between the average T1 and T2 values for 

each of the phantom tubes are shown in Figure 2.6. Standard deviations in T1 and T2 were 

calculated for each tube. The estimated accuracy of tabulated T1 and T2 values of the test 

object provided by the manufacturer is ± 3%.  

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2.5. Experimental results from the phantom study: T1 and T2 maps calculated using the 

PLANET method and using the reference method. 
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FIGURE 2.6. Experimental results from the phantom study: comparison between average T1 (a) and T2 

(b) values for the phantom tubes: blue – the tabulated values, green – calculated from the reference 

methods, red – calculated from the PLANET method. The mean T1 and T2 values of the gels were 

calculated for one slice in the center of the phantom by averaging over a region of interest (ROI) 

(around 250 voxels) inside each tube on estimated T1 and T2 maps. Precision of T1 and T2 

measurement was evaluated by calculating standard deviations on estimated T1 and T2 maps over the 

same ROIs. 
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2.3.3 Results in vivo 

Figure 2.7 (a,b) shows the reference T1 and T2 maps of one axial slice of the brain of a 

healthy volunteer. The results of measurements in three different axial slices through the 

brain are shown in Figure 2.7 (c-f). The banding-free effective magnitude is presented, as 

well as the T1 and T2 maps, calculated using the PLANET method. The off-resonance maps 

were calculated using the PLANET method and using the reference method. The minor 

observed deviation between the off-resonance maps was [-3; +3] Hz. The processing time 

for the reconstruction of T1, T2, ∆f0 and       for one slice was 7 s. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2.7. Experimental results from the volunteer study: a) T1 map for one axial slice of the brain 

calculated using the reference method; b) T2 map for one axial slice of the brain calculated using the 

reference method; c) The banding free effective magnitude images; d) T1 maps calculated using the 

PLANET method; e) T2 maps calculated using the PLANET method; f) The off-resonance maps 

calculated using the PLANET method; g) The off-resonance maps calculated using the reference 

method. The position of the axial slice a)-b) is different from the positions of slices c)-g). 
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On the T1 and T2 maps a good contrast between gray matter (GM), white matter 

(WM) and cerebrospinal fluid (CSF) can be seen. The calculated mean T1 and T2 for WM 

and GM after B1 correction are presented in Table 2.2 in comparison with the reference 

values and those published in the literature (7,29). An underestimation in T1 by about 15-

20% in WM and GM compared to the reference values was observed. T2 values in WM were 

underestimated by about 10% compared to the reference values, T2 values in GM were 

determined very precisely compared to the reference values. 

Examples of the acquired complex signals for WM, GM, and CSF with the 

corresponding elliptical fits are shown in Figure 2.8. The orientation of three ellipses is 

different, which is explained by the difference in off-resonance for those voxels. 

T1 and T2 maps, calculated from datasets, acquired using the default and long RF 

excitation pulses, as well as Signal Ratio and MTR are presented in Supporting Figure S2.1. 

The quantitative results from three ROIs placed in WM are shown in Supporting Table S2.1. 

The average relative signal loss due to MT effects in WM was found to be 13% and the 

average T1 shortening was 8%. The estimated SNR maps of the phantom and the brain are 

presented in Supporting Figure S2.2. The estimated SNR maps of the phantom and the 

brain are presented in Supporting Figure S2.2.  

 

 

Table 2.2. The results from in vivo experiment: T1 and T2 values determined using the 

PLANET method and using the reference method compared with the published values
a
 

PLANET Reference 2D MIXED method 

 White matter Grey matter  White matter Grey matter 

ROI 
# 

T1 (ms) 
T2 

(ms) 
T1 (ms) T2 (ms) ROI # T1 (ms) T2 (ms) T1 (ms) T2 (ms) 

1 461 ± 19 62 ± 2 754 ± 47 80 ± 2 1 636 ± 15 75 ± 2 1016 ± 53 84 ± 3 

2 466 ± 25 61 ± 2 749 ± 75 84 ± 8 2 602 ± 14 75 ± 2 1014 ± 30 82 ± 4 

3 453 ± 15 62 ± 2 836 ± 70 83 ± 5 3 597 ± 13 73 ± 2 999 ± 52 84 ± 2 

4 524 ± 19 64 ± 2 876 ± 71 82 ± 4 Mean 612 ± 14 74 ± 2 1010 ± 46 83 ± 3 

5 512 ± 30 64 ± 2 837 ± 67 80 ± 4 
Literature published values

 a
 

6 525 ± 18 63 ± 2 787 ± 24 98 ± 9 

7 528 ± 22 64 ± 3 906 ± 48 90 ± 14 Ref
 a
 T1 (ms) T2 (ms) T1 (ms) T2 (ms) 

8   789 ± 24 84 ± 4 
Ref  

IR;SE (7) 
615 ± 12  69 ± 2  1002 ± 56 92 ± 3  

9   787 ± 24 84 ± 4 Ref (7) 621 ± 61 58 ± 4 1060 ±133 98 ± 7 

Mean 496 ± 22 63 ± 2 813 ± 54 85 ± 5 Ref (29) 561 ± 12 73 ± 2 1048 ± 61 94 ± 6 
 

a
 Numbers in parentheses are reference citations. 

b 
The mean T1 and T2 values of WM were calculated for five slices of the brain by averaging over seven ROIs 

(each approximately 100 voxels) in WM on estimated T1 and T2 maps. The reference mean T1 and T2 values of 
WM were calculated for one slice of the brain by averaging over three ROIs (each approximately 100 voxels) in 
WM on the reference T1 and T2 maps. The mean T1 and T2 values of GM were calculated for five slices of the 
brain by averaging over nine ROIs (each approximately 30 voxels) in GM on estimated T1 and T2 maps. The 
reference mean T1 and T2 values of GM were calculated for one slice of the brain by averaging over three ROIs 
(each approximately 30 voxels) in GM on the reference T1 and T2 maps. The precision of T1 and T2 measurement 
was evaluated by calculating standard deviations on estimated T1 and T2 maps over the same ROIs. 
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We did not observe any significant B0 drift between acquisitions with increments 

        and       , which were performed at the start and the end of the sequence. 

The maximum phase difference between these datasets was 0.04 rad for the phantom and 

0.06 rad for the brain experiment. 

 

 

 

 

 

 

 

 

FIGURE 2.8. Examples of the acquired complex signals for white matter, gray matter and CSF with the 

corresponding elliptical fits from three voxels of the brain of a healthy volunteer.  

 

 

 

 

 

 

 

 

 

SUPPORTING FIGURE S2.1. Experimental results from the MT study: a) The banding free effective 

magnitude images, calculated for the default and long RF pulses; b) T1 maps calculated for the default 

and long RF pulses; c) T2 maps calculated for the default and long RF pulses; d) The Signal Ratio and 

MTR calculated for the default RF pulse compared to the long RF pulse. The duration of the default RF 

pulse was 0.84 ms. The duration of long RF pulse was 2.86 ms. 
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SUPPORTING TABLE S2.1. The quantitative results from three ROI placed in white matter 

for the default and long RF excitation pulses. 

ROI # Pulse type T1, ms T2, ms Signal Ratio MTR, % 

ROI 1 

 (103 voxels) 

Default 

pulse 
401 ± 14 59 ± 2 

0.875 ± 0.005 12.5 ±0.5 

Long pulse 425 ± 13 59 ± 2 

ROI 2 

 (108 voxels) 

Default 

pulse 
430 ± 16 59 ± 2 

0.878 ± 0.005 12.2 ± 0.5 

Long pulse 468 ± 26 62 ± 2 

ROI 3  

(102 voxels) 

Default 

pulse 
432 ± 16 62 ± 3 

0.871 ± 0.008 12.9 ± 0.8 

Long pulse 466 ± 25 63 ± 4 

 

 

 

 

 

 

 

 

 

SUPPORTING FIGURE S2.2. SNR maps calculated for one axial slice of the brain (a) and the phantom 

(b). 
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2.4 Discussion 

The fitting of the elliptical signal model is a very important aspect of the proposed PLANET 

method. We reformulated the fitting procedure into a linear convex problem, which can be 

solved directly by using a linear least-squares method. Prior knowledge of the elliptical 

trajectory in the complex plane allows to reduce the solution space to one unique solution by 

applying a proper scaling and an ellipse-specific constraint. In combination with analytical 

solutions for parameters T1, T2, and     , which take the fitting results as input, our approach 

becomes simple, robust and fast. This is a clear advantage of our method compared to all 

iterative algorithms, which usually have longer reconstruction time and fitting problems 

related to local minima. The whole reconstruction time is very fast, which facilitates the 

adoption of the proposed method into clinical practice. 

Compared to the work by Björk et al (19), who used a combination of linear fitting 

followed by subsequent non-linear fitting and only four phase-cycled acquisitions, the 

PLANET method requires at least six phase-cycled acquisitions to directly fit the model to 

the experimental data. The inclusion of prior knowledge of the elliptical trajectory is essential 

and differs clearly from the methodology followed by Bjork et al. Contrary to their 

conclusions, which were based only on simulations, that the simultaneous T1 and T2 

estimation using their algorithm is not feasible for realistic SNRs, we experimentally 

demonstrated that it is feasible to employ the PLANET method at realistic SNRs, both in a 

phantom and in vivo, with a regular coil setup and protocol parameters settings.  

The reported values of T1 and T2 in the phantom are in good agreement with the 

calibrated values and those calculated with reference methods. However, in some of the 

tubes some inhomogeneous regions in the form of "ghosts" near the tube borders are 

observed in the resultant T1 and T2 maps of the phantom, which leads to an underestimation 

of the calculated T1 and T2 values for those tubes. This effect may have been caused by 

Gibbs ringing artifacts. The influence of these artifacts on estimated T1 maps needs to be 

further investigated and minimized.  

T1 and T2 maps obtained in the brain of volunteers were generally in agreement with 

the reference maps and values in literature (7,29), however, the T1 values were 

underestimated. B1 field inhomogeneities, resulting in errors in the actual flip angle, have 

shown a significant influence on the estimated T1 values. The errors caused by this effect 

depend on the used FA and were corrected using additionally acquired B1 maps. Unlike T1 

estimates, T2 estimates were not affected by the errors in the actual flip angle. MT effects 

were shown influence T1 quantification, particularly in WM. A partial mitigation strategy to 

minimize the impact of MT effects, as proposed by Bieri et al, was to use long RF excitation 
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pulses in a combination with relatively low FA and long TR. Note that effects related to the 

presence of deoxyhemoglobin (30) and diffusion effects (31) were not included.  

We believe that the observed underestimation of T1 and T2 in the human brain 

(particularly in WM) even after B1 correction might be caused by an inhomogeneous intra 

voxel frequency distribution and multi-component relaxation (32–37). The presence of 

different frequencies within a voxel results in asymmetries in the bSSFP signal profile, which 

have been found and comprehensively studied by Miller (38,39). We also observed such 

asymmetries when we plotted the frequency responses for WM and GM. In the phantom, we 

did not observe asymmetries since there are no structures with different frequency 

components, which can explain a good agreement of the found T1 and T2 values with the 

reference values. Similar results were found in the work by Nguyen et al (40). Their 

methodology, named MIRACLE, for T1 and T2 mapping, is based on frequency-shifted 

bSSFP scans with subsequent TESS processing for relaxometry. They used a similar 

experimental setup at 3T and showed a systematic underestimation of T1 values even after 

B1 correction in the brain, while the phantom results were in agreement with the reference. 

Particularly, they found a 40% underestimation in T1 for WM and a 20% underestimation of 

T1 for GM. They also believe that this is likely due to the asymmetric shape of the bSSFP 

frequency response in WM and GM due to the presence of myelin (35–37). They 

investigated the effect by characterizing brain tissues with a two-component relaxation 

parameter model, as proposed by Miller et al (39) and Deoni et al (41), in which the smaller 

myelin component had a lower combination of T1 and T2 compared with the dominant 

component. In their simulation, they observed a shift towards lower apparent T1 values 

which was in agreement with their experimental results and with the results which we 

presented in this paper. 

We believe that the performance and the results of the presented method in the brain 

deserve further examinations. In addition, further investigation of the in vivo protocol 

optimization will be the subject of our further research.  

The relaxation times T1 and T2, the off-resonance, and the banding free magnitude 

can be simultaneously and robustly estimated from one dynamic 3D phase-cycled bSSFP 

sequence. This is an important difference and advantage compared to all existing bSSFP-

based techniques for relaxometry purposes. 

Such quantitative mapping may be a useful addition to the common techniques for 

banding artifacts removal that rely on phase-cycling (18). In order to accomplish this, just a 

few more additional bSSFP data sets with other RF phase increment settings are required. 

PLANET may be applied for investigating the local susceptibility and the electrical tissue 

properties: the off-resonance maps can be used for quantitative susceptibility mapping 
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(QSM) (42). RF phase offset maps, which can be in principle retrieved from Equation [2.11], 

could potentially be used for electric properties tomography (EPT) (43). 

Although bSSFP, in general, is a fast imaging technique with a high SNR efficiency, 

the disadvantage of using multiple phase-cycled acquisitions is the increased scan duration. 

In this work, we used ten steps, but theoretically, considering the number of fitting 

parameters, the minimum number of required steps is six. Even though the scan duration is 

much shorter compared to the duration of the combined 2D gold standard IR-SE and ME-SE 

and 2D IR-TrueFISP techniques when 3D coverage is desired, and comparable to that of 

the combined 3D DESPOT1&2 or 3D TESS technique, we intend to further investigate ways 

to shorten the scan duration. Shorter acquisition times may be realized by minimizing the 

number of phase increment steps or by using acceleration techniques, such as compressed 

sensing (44) or dynamically phase-cycled radial bSSFP (45). 

We limited the model to the 3D acquisition mode, assuming a constant flip angle 

profile in the slice direction for each voxel. When volumetric coverage is not required, 

switching to the 2D acquisition mode would considerably decrease the acquisition time, but 

would lead to a non-ideal flip angle profile over the slice which would compromise the 

required elliptical behavior of the integrated complex magnetization. An investigation of the 

feasibility of a 2D approach is subject of our further research.  

In this study, we assumed that the chemical shift for all resonances was negligible 

(i.e. only water resonances present), which indeed was the case for the phantom and the 

brain experiments. For species with other chemical shifts, like fat, the model should be 

adjusted to account for different initial conditions, corresponding to     0. 

The method is sensitive to B0 drift when it appears while acquiring acquisitions with 

different phase increment settings. This results in deviations from the single elliptical 

distribution in the complex plane and errors in the estimated parameters. In our experiments, 

we did not observe any significant B0 drift and did not compensate for it. In case if severe B0 

drift appears, there is a need for correction. 

The extension of this work will include a more detailed study of the precision and 

accuracy of the method in relation to the SNR.  

 

2.5 Conclusion 

We have presented a novel approach, named PLANET, for simultaneous estimation of 

relaxation times T1 and T2 from phase-cycled bSSFP. Prior knowledge about the elliptical 

signal model was used to reformulate the fitting problem into a convex one, which can be 
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solved directly using a linear least-squares method. The unique ellipse-specific solution of 

the fitting problem in combination with analytical solutions for T1 and T2 makes our approach 

simple, robust and fast, additionally allowing for the calculation of the off-resonance and the 

banding-free magnitude image from the same set of the acquired data. 

 We have demonstrated that accurate T1 and T2 mapping in a phantom as well as in 

the brain of healthy volunteers is feasible for realistic SNRs and can be performed with a 

regular coil setup and protocol parameter settings on a clinical MR scanner.  

We believe that the presented method may be applied in a wide range of 

applications. 

 

Appendix. The analytical solution for parameters          

The system of nonlinear Equations [2.9] can be solved for parameters          by 

considering two cases, as illustrated in Supporting Figure S2.3: a > b and a < b, and taking 

into account the physical constraints for parameters a and b: 0      0     , and the 

condition of the vertical  ellipse:              
  

 :  . 

The case a = b, which from Equation [2.2] equivalent to     
  ( ;  )( :    )

 ;      ;  
 (  ;    )

 , 

and after expanding equivalent to      ; (  )     ; .    ( 
  

  
)/, would lead to a 

collapse of the ellipse to a line         and should be excluded from consideration by 

choosing the          ; (  ). 

After solving the Equation [2.8] using trivial algebraic transformations, the solutions for 

parameters           within interval (0,1) are: 

 

1. In case a > b , which is equivalent to      ; (  )     ; .    ( 
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To cover the range of T1 of 200-2000 ms for the fixed TR = 10 ms, the FA corresponding to 

a > b for all T1 should be more than 18˚, while a < b area for all T1 corresponds to FA less 

than 5˚. Therefore the correct choice of FA should be done by choosing the flip angle:  

      ; (    ( 
  

           
)) 

. 

 

 

SUPPORTING FIGURE S2.3. Geometrical representation of the parameter space for a and b. The 

white area corresponds to the vertical ellipse for cases a > b and a < b, and the black area corresponds 

to the horizontal ellipse. 
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ABSTRACT 

Purpose:  

In this work, we demonstrate how the sequence parameter settings influence the accuracy 

and precision in T1, T2, and off-resonance maps obtained with the PLANET method for a 

single-component signal model. In addition, the performance of the method for the particular 

case of a two-component relaxation model for white matter tissue was assessed. 

 

Methods:  

Numerical simulations were performed to investigate the influence of sequence parameter 

settings on the accuracy and precision in the estimated parameters for a single-component 

model, as well as for a two-component WM model. Phantom and in vivo experiments were 

performed for validation. In addition, the effects of Gibbs ringing were investigated.  

Results:  

By making a proper choice for sequence parameter settings, accurate and precise 

parameter estimation can be achieved for a single-component signal model over a wide 

range of relaxation times at realistic SNR levels. Due to the presence of a second myelin-

related signal component in WM, an underestimation of around 30% in T1 and T2 was 

observed, predicted by simulations and confirmed by measurements. Gibbs ringing artifacts 

correction improved the precision and accuracy of the parameter estimates.  

 

Conclusion: 

For a single-component signal model, there is a broad “sweet spot” of sequence parameter 

combinations for which high accuracy and precision in the parameter estimates are 

achieved over a wide range of relaxation times. For a multi-component signal model, the 

single-component PLANET reconstruction results in systematic errors in the parameter 

estimates as expected. 

 

Key words: SNR, accuracy, precision, relaxometry, phase-cycled bSSFP 
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3.1 Introduction 

Measurements of longitudinal (T1) and transverse (T2) relaxation times are widely used in 

many different applications to assess physical and physiological characteristics of tissues (1) 

associated with a specific disease, and changes therein with disease progression or 

regression as a response to therapy. Another emerging application is synthetic MRI (2,3), 

where images with various contrasts based on signal weighting are synthetically generated 

from T1, T2 and proton density maps. 

 Many quantitative MRI techniques exist, including many approaches for relaxometry 

and the recently introduced MR fingerprinting approach (4). Besides the standard time-

consuming methods for T1 and T2 mapping, which are based on 2D inversion recovery spin-

echo (IR-SE) and multi-echo spin-echo (ME-SE) sequences, there are many fast steady-

state free precession (SSFP)-based imaging techniques (5). Some of them rely on the IR 

method with multiple low flip angle (FA) excitation pulses, such as the Look-Locker method 

(6). Some are based on the variable FA approach, such as DESPOT (7–9), or multiple echo 

approaches, such as DESS and TESS (10,11).  

Balanced SSFP (bSSFP) sequences deserve special attention due to their rapid 

acquisition time and high signal-to-noise ratio (SNR) efficiency. Despite sensitivity to local 

off-resonance, bSSFP has been successfully employed for quantitative relaxometry (12–14), 

especially for simultaneous T1 and T2 quantification (15,16). 

We recently proposed a method named PLANET (17) to simultaneously map the 

relaxation parameters T1 and T2, the local off-resonance ∆f0, the RF phase, and the banding 

free magnitude image using a phase-cycled bSSFP sequence. Linear least squares fitting of 

an ellipse to the complex-valued bSSFP data acquired with an RF phase incrementing 

scheme is first applied. This is followed by quantitative parameter estimation through 

analytical expressions that were derived from the geometrical characteristics of the ellipse 

(17). The method uses standard pulse sequences and can be easily performed on clinical 

MR scanners within an acceptable time. Additionally, the reconstruction time is very short 

due to the use of a linear least squares fitting (~ 6-7 sec per slice of matrix size 224x224). 

In this work, we investigated how the sequence parameter settings, such as flip angle 

(FA), repetition time (TR), and number of RF phase increment steps influence the accuracy 

and precision of quantitative T1, T2, and ∆f0 estimation using the PLANET method.  

The PLANET model is based on a Lorentzian single-component relaxation model, 

which results in a symmetric bSSFP magnitude profile. However, in the case of the 

presence of a second component with different frequency distribution and different 

relaxation parameter values, the bSSFP profile becomes asymmetric, as was pointed out by 

Miller et al (18). 
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To investigate this issue, we paid special attention to the particular case of WM tissue 

in the human brain, where the bSSFP profile is known to be asymmetric (19) due to the 

presence of a second signal component related to myelin with relatively short relaxation 

times. Many studies have demonstrated the presence of multi-component T1 and T2 in the 

brain (20–32), many of them were reviewed by Alonso-Ortiz et al (33). We performed 

numerical simulations for WM using a two-component model to assess the accuracy and 

precision in parameter estimates. In addition, we validated the results experimentally. 

The impact and mitigation of Gibbs ringing on PLANET were studied more in-depth 

motivated by the realization that the RF phase-cycling spatially shifts the banding artifacts, 

causing the Gibbs ringing to be in principle different for each phase-cycled image. This may 

result in systematic errors in calculated T1 and T2 maps, especially when low spatial 

resolution data are acquired.  

In our previous study (17), we demonstrated the feasibility of quantitative parameter 

mapping at realistic SNRs using the PLANET method. The results we present here 

demonstrate that improvement of the accuracy and precision in all quantitative parameter 

estimates can be obtained by making an optimal choice for the sequence parameter 

settings.  

 

3.2 Methods  

First, for a single-component signal model, we investigated how the precision and accuracy 

of the estimated relaxation times T1 and T2, the local off-resonance ∆f0, as well as the SNR 

depend on the sequence parameter settings. For this purpose, we performed numerical 

simulations to investigate how the choice of parameter settings for FA, TR, and number of 

cycles N influences the absolute and relative errors in the parameter estimates. To provide 

guidance in practical use of the PLANET method, we determined the minimum SNR 

required to achieve a certain precision in all estimated parameters, which we chose equal to 

5% of the mean parameter values. The simulation framework we developed can easily be 

used to repeat such investigations using other criteria. To demonstrate the performance of 

the method at high and low SNR levels, experiments were performed using a calibrated 

phantom on 1.5T MR scanner. 

Second, we investigated the case of a two-component relaxation model, particularly 

WM tissue. Again, we performed Monte Carlo simulations to assess the accuracy and 

precision of the quantitative parameter estimates. To validate the simulation results of a two-

component model, in vivo brain experiments were performed in healthy volunteers on 3T. 

Third, we investigated the effects of Gibbs ringing on the performance of the PLANET 



On the accuracy and precision of PLANET method 
 

57 
 

method. Using numerical simulations, we assessed the accuracy and precision in parameter 

estimates dependent on the chosen acquisition voxel size, and the effects of using Gibbs 

ringing filtering. To demonstrate the extent of Gibbs ringing effects, experiments in a 

phantom and in vivo in the brain of a healthy volunteer were performed on 1.5T.  

 

3.2.1 Single-component phase-cycled bSSFP signal model 

The complex phase-cycled bSSFP signal can be described as (34,35): 
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  - is the rotation angle of an ellipse around the origin regarding to its initial vertical form (34) 

at TE = 0,         
  

  
 ,         

  

  
  ,     - is product of the thermal equilibrium 

magnetization    and the magnitude of the combined receive field K , α - is the flip angle, 

TR - is the repetition time, θ - is the resonance offset angle (in radians), θ = θ0 - ∆θ, where 

                 ,     - is the off-resonance (in Hz),     - is the chemical shift of the 

species (in Hz) with respect to the water peak, ∆θ - is the user controlled RF phase 

increment (in radians),     - is the RF phase offset, related to the combination of RF 

transmit and receive phases (in radians). 

 

3.2.1.1 Accuracy and precision 

The accuracy of the method for a single-component model was assessed by calculating the 

relative error ( ) in T1, T2, and ∆f0 estimates: 
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The precision of the method was assessed by calculating the relative standard deviation 
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(SD) of T1, T2, and ∆f0 estimates:  
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where   
 

 
∑    

    refers to the average of the simulated values   , assuming a true value 

of       (for parameters T1, T2, ∆  ), and Z – is the total number of simulations. 

 

3.2.1.2 Numerical simulations 

To investigate how the precision and accuracy in all parameter estimates depend on choices 

for FA, TR, N, Monte Carlo simulations were performed for FA in the range of 0 - 90˚, TR in 

the range of 0 - 50 ms, and number N of RF phase increment steps from 6 to 16 with 

increments     
   

 
  , n = {0, 1,.., N-1} and the initial parameter settings: KM0 = 10000, 

    = 10 Hz, single-peak with     = 0,     = 0. The chosen     corresponds to the average 

off-resonance observed experimentally in the brain at 3T in the center of the FOV, and the 

chosen combination of T1 = 830 ms and T2 = 80 ms represents WM at 3T (36). Gaussian 

noise was added independently to the real and imaginary data, resulting in an SNR ranging 

from 30 to 150 for WM, which corresponds to the range of experimentally measured SNR in 

this tissue. The number of performed Monte Carlo simulations was 10,000. Similar 

simulations were performed for WM at low SNR in the range from 5 to 40.  

 

3.2.1.3 SNR 

In this work, we adopted the definition of the SNR, as described in the work by Björk et al 

(37), taking into account each phase-cycled bSSFP acquisition: 

     
∑ |     | 

   

  
                                                                  

 

where |     | – is the magnitude of n
th

 phase-cycled image, σ – is the standard deviation of 

Gaussian noise,   – is the number of phase-cycled bSSFP acquisitions. 
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The minimum SNR required to achieve a standard deviation in T1, T2, and ∆f0, equal 

to 5% of the corresponding true values, was calculated for T1 values in the range of 100 - 

3000 ms, and for T2 values in the range of 10 - 500 ms. The same initial settings for KM0, 

   ,    ,     and the combination of TR, FA, and N, chosen from the previously described 

simulations for a single-component model, were used.  

 

3.2.1.4 Experimental validation 

All experiments were performed on a clinical 1.5T or 3T MR scanner (Ingenia, Philips 

Healthcare, Best, The Netherlands) on a calibrated phantom consisting of gel tubes with 

known T1 and T2 values (TO5, Eurospin II test system, Diagnostic Sonar Ltd, Livingston, 

Scotland). Twelve tubes were chosen with T1, T2 combinations in the following ranges: T1 

(220 - 1600 ms), T2 (50 - 360 ms). 

To investigate the performance of the method at high and low SNR levels, 3D phase-

cycled bSSFP data were acquired using a 16-channel head coil (dS HeadSpine, Philips 

Ingenia, Best, The Netherlands) and using the integrated body coil as a receiver for high and 

low SNR scans, respectively. The body coil was used as a transmitter in both cases. The 

following sequence parameter settings were used: FOV 220x220x60 mm
3
, voxel size 

1.5x1.5x3 mm
3
, TR = 10 ms, TE = 5 ms, FA = 30˚, number of signal averages (NSA) 1, 10 

RF phase increment steps with     
 

 
. The total scan time was 05:55 min. Complex-valued 

data were acquired. To minimize transient magnetization state effects, six seconds of 

dummy cycles were added before each dynamic acquisition. B1 correction was performed 

voxel-wise using additionally acquired B1 map (38). The SNR was calculated using Equation 

[6]. The noise level was measured using a double acquisition method (39,40). ROI analysis 

was performed on three selected reference tubes. 

 

3.2.2 Two-component phase-cycled bSSFP signal model 

The complex phase-cycled bSSFP signal in case of two-component relaxation model can be 

described as a weighted complex sum of two signals, each of them described by Equations 

[3.1-3.3]: 

                     
     

   

          
               

     
   

          
                        

where       ,   ,    - are parameters describing a first component with a volume fraction of 
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  , and       ,   ,    - are parameters describing a second component with a volume 

fraction of        . 

Human brain tissue, particularly WM, is often modeled to be a two-component non-

exchanging system consisting of a dominant long     and     component and a smaller 

short     and     component related to the presence of myelin (20,25,41–44). The frequency 

distributions for both components is often taken to be Lorentzian. At 3T the dominant 

component is assumed to be on-resonance with a FWHM Γ1 = 0.1 Hz, while the smaller 

component has average frequency shift of ∆f = 20 Hz and a FWHM Γ2 = 20 Hz (19). A 

volume fraction of a small component is often referred as myelin water fraction (MWF). 

After substituting relaxation times and volume fractions into Equation [3.7], the signal 

from WM can be described as: 

                 
     

             

                   
                  

 

            
     

                  

                        
                                                

where                - parameters describing the dominant long component, and                – 

parameters describing the small component. 

 

3.2.2.1 Accuracy and precision 

The accuracy and precision were assessed using Equations [3.4, 3.5], with       – the true 

parameter values for the dominant component. 

 

 

3.2.2.2 Numerical simulations 

To assess the accuracy and precision of the parameter estimates, Monte Carlo simulations 

were performed for the same range of FA, TR and number N of RF phase increment steps 

as used in case of a single-component model. The initial parameter settings: KM0 = 10000, 

    = 10 Hz,     = 0. We used the average values for T1, T2 and a volume fraction from 

literature to describe the components (19,27,28,31–33): the dominant component is on-

resonance and has     = 1000 ms and     = 80 ms, with a volume fraction of 0.88; the 

smaller component has shift    = 20 Hz,     = 400 ms and     = 10 ms, with a MWF of 0.12. 
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Gaussian noise was added independently to the real and imaginary data of the complex 

sum, resulting in an SNR ranging from 30 to 150. The number of performed Monte Carlo 

simulations was 1,000. The PLANET single-component model reconstruction was not 

changed and was applied to data from a two-component tissue. 

Additional noise free simulations were performed to access the influence of the 

volume fraction, the frequency shift, and relaxation parameters of the two components on 

the accuracy of the method. Five different cases were simulated:  

1)     = 1000 ms and     = 80 ms, volume fraction of 0.88; 

    = 400 ms and     = 20 ms, volume fraction of 0.12, shift    = 20 Hz 

2)     = 1000 ms and     = 80 ms, volume fraction of 0.88; 

    = 1000 ms and     = 80 ms, volume fraction of 0.12, shift    = 20 Hz 

3)     = 1000 ms and     = 80 ms, volume fraction of 0.88; 

    = 400 ms and     = 20 ms, volume fraction of 0.12, shift    = 0 Hz 

4)     = 1000 ms and     = 80 ms, volume fraction of 0.5; 

    = 400 ms and     = 20 ms, volume fraction of 0.5, shift    = 0 Hz 

5)     = 1000 ms and     = 80 ms, volume fraction of 0.5; 

    = 400 ms and     = 20 ms, volume fraction of 0.5, shift    = 20 Hz 

 

 

3.2.2.3 Experimental validation 

To validate the simulation results for the brain tissue, experiments on 5 healthy volunteers 

on 3T MR scanner were performed with the following sequence parameter settings: FOV 

220x220x100 mm
3
, TR = 10 ms, TE = 5 ms, FA = 20˚, NSA 1, parallel imaging was used 

with SENSE factor 2 in RL direction, N = 10 RF phase increment steps with     
 

 
, voxel 

size 0.98x0.98x4 mm
3
 with the total scan time of 6:14 min. Complex-valued data were 

acquired. To minimize transient effects, ten seconds of dummy cycles (1000 RF pulses) 

were added before each dynamic acquisition. A 2.5 ms long RF excitation pulse was used to 

minimize MT effects (45). B1 correction was performed voxel-wise using additionally 

acquired B1 map (38).  

Reference T1 and T2 maps of the brain were calculated on one volunteer on 3T MR 

scanner. For the reference T1 mapping, a 2D turbo IR-SE approach was used with TR = 

7000 ms, TI = [50, 100, 200, 400, 800, 1600, 3200] ms with the following nonlinear fit of 

        |    
   

  
⁄ | to multi TI IR-SE data (with α related to imperfect inversion pulses). 

For the reference T2 map, a 2D ME-SE approach was used with TR = 5000 ms, TE = [20, 
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40, 60, 80, 100, 120, 140, 160] ms with the following nonlinear fit of           
   

  
⁄

  to 

multi echo SE data using all acquired echoes. 

ROI analyses were performed on the quantitative T1 and T2 maps calculated over five 

healthy volunteers on 3T. ROIs in WM (each around 70 voxels) were placed manually in 

frontal and occipital parts in each hemisphere. ROIs in GM (each approximately 20 voxels) 

were placed manually in peripheral parts in each hemisphere. 

 

3.2.3 Gibbs ringing analysis 

3.2.3.1 Numerical simulations 

To investigate the influence of Gibbs ringing artifacts on parameter maps estimated using 

PLANET, we performed simulations using a numerical brain phantom (46). T1, T2, PD, and 

    maps of one axial slice of the brain were generated. Using the combination of FA, TR, 

number N of RF phase increment steps chosen from the previously described simulations, 

and generated maps, the complex single-component phase-cycled bSSFP signal was 

calculated using the model in Equation [3.1]. Gaussian noise was added to achieve realistic 

SNR values, similar to those in our experimental setups (of approximately 150-200). 

Pseudo-infinite Cartesian k-space was generated using 2D fast Fourier transform (matrix 

size 1000x1000). Subsequently, different reconstructions of k-space data were performed to 

create Gibbs ringing artifacts of varying severity: 

1. 2D inverse fast Fourier transform was performed on the fully simulated k-space. 

The quantitative maps were estimated using the PLANET method (no Gibbs 

ringing).  

2. Before computing 2D inverse fast Fourier transform k-space truncation was 

performed, corresponding to a low-resolution acquisition matrix 132x132. 

3. Before computing 2D inverse fast Fourier transform k-space truncation was 

performed, corresponding to a high-resolution acquisition matrix 512x512. 

In case 1 there is no Gibbs ringing produced, while for cases 2 and 3 some degree of Gibbs 

ringing was expected and the Gibbs ringing artifact removal method based on local sub-

voxel shifts, proposed by Kellner et. al (47) was applied before applying  the PLANET 

parameter estimation method. No apodization on k-space was applied. 
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3.2.3.2 Experimental validation 

To validate the Gibbs ringing effects, experimental 3D phase-cycled bSSFP data were 

acquired on the phantom and in vivo on the brain of a healthy volunteer on 1.5T MR 

scanner. Different acquisition voxel sizes were used under the same sequence parameter 

settings (TR, TE, FA, FOV were equal). To remove the Gibbs-ringing artifacts, a method 

based on resampling of the image based on local subvoxel-shifts (47) was additionally 

applied before performing the PLANET reconstruction for all setups. For the phantom the 

following sequence parameter settings were used: FOV 220x220x81 mm
3
, TR = 10 ms, TE 

= 5 ms, FA = 30˚, NSA 1, N = 10 RF phase increment steps with     
 

 
, voxel size 

1.96x1.96x3 mm
3
 and 0.98x0.98x3 mm

3
 for the low and high spatial resolution with a total 

scan duration of 06:03 min and 10:54 min, respectively. Six seconds of dummy cycles were 

added before each dynamic acquisition. For the brain the following sequence parameter 

settings were used: FOV 220x220x100 mm
3
, TR = 10 ms, TE = 5 ms, FA = 20˚, NSA 1, N = 

10 RF phase increment steps with     
 

 
, voxel size 1.53x1.53x4 mm

3
 and 0.98x0.98x4 

mm
3
 for the low and high spatial resolution with the total scan time of 07:39 min and 10:59 

min, respectively. To minimize transient effects, ten seconds of dummy cycles were added 

before each dynamic acquisition. Complex-valued data were acquired, no B1 correction was 

performed for both cases. 

All simulations and calculations were performed in MATLAB R2015a (The 

MathWorks Inc, Natick, USA). 

To minimize eddy-currents effects, a linear phase-encoding profile order was used, 

as suggested by Bieri et al (48), for all experimental setups. 

 

3.3 Results 

3.3.1 Single-component phase-cycled bSSFP signal model 

3.3.1.1 Simulation results 

The ellipse fitting step is an important part of the PLANET method (17). The performance of 

this fitting procedure depends on the shape of the ellipse, which depends on the relaxation 

times but also on the chosen FA and TR combination. Figure 3.1 shows a schematic 

example of geometrical shape of an ellipse and its location in the complex signal plane for 

different FA and TR combinations for T1 = 830 ms and T2 = 80 ms, representing white matter 

at 3T. To make a comparison easier, the case of      ,      , and      0 is shown, 
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which corresponds to the vertical form of an ellipse. For low FA the ellipse is elongated and 

approaches the limit case when FA =           , which corresponds to a collapse of an 

ellipse to a line (case FA = 9˚ and TR = 10 ms), where the ellipse fitting would fail and 

parameters cannot be properly estimated. This FA is the Ernst angle 

         (   (   
   

⁄ )). As we suggested in (17), the correct choice of FA should be 

done by choosing         (   (   
           

⁄ )). For high FA the ellipse approaches a 

circle (where semi-axis A is equal to semi-axis B), which can be only achieved if      , or 

    , as was shown by Xiang et al in the Appendix of (34). 

 

 

FIGURE 3.1. Illustration of the dependence of the geometrical shape and the location of an ellipse on 

FA and TR in the complex signal plane. Example for T1 = 830 ms, T2 = 80 ms. ∆f0 = 0, φRF = 0 
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For short TR the ellipse is located very close to the origin, in cases with considerable 

noise the fitting can be such that the origin is inside of the ellipse, which results in obviously 

erroneous negative T1 and T2 estimates. The use of longer TR shifts the ellipse along the 

real axis, avoiding the described situation, however, it also results in a longer acquisition 

duration. Based on these observations, we suggest the optimal elliptical shape for fitting is 

obtained using TR > 6 ms and FA ~ 20˚- 30˚.   

An analysis of the SNR, relative errors and standard deviations in T1, T2, and     

estimates for a single-component WM is presented in Figure 3.2. The SNR is calculated 

using Equation [3.6] for different combinations of FA and TR and is shown in Figure 3.2 (a). 

The high SNR values can be achieved for FA in a range of 20˚- 30˚. As can be seen from 

Figure 3.2 (b,c), there is a broad “sweet spot” of TR and FA combinations, with high 

accuracy and precision in T1, T2, and ∆f0 estimates. A small bias in T1, T2 parameter 

estimates can be observed (see Figure 3.2 (b)). For FA > FAE, T1 and T2 values are 

overestimated. 

The distributions of the parameter estimates as a function of the number of RF phase 

increment steps N are compared in the boxplots in Figure 3.2 (d). Increasing the number N 

from 6 to 8 improves the precision in all parameter estimates, however increasing N further 

almost does not influence the precision in the estimates. The results of the analysis for WM 

at low SNR levels are presented in Supporting Figure S3.1. 

The minimum SNR required to achieve a standard deviation of T1, T2, ∆f0 parameter 

estimates, equal to 5% of their mean values, is shown in Figure 3.3. It can be seen that the 

minimum required SNR depends on T1 and T2 values themselves. For example, to estimate 

T1 values of around 800 ms, T2 values of around 80 ms, and ∆f0 of around 20 Hz with 5% 

relative standard deviation in the corresponding parameter estimates compared to their 

mean values, an SNR of 80, 60, and 30 is required correspondingly.  

3.3.1.2  Experimental results 

Figure 3.4 (a,b) shows the phantom results at different SNR levels: SNR maps, a banding 

free magnitude image, T1 and T2 maps are presented for different coils used. The 

scatterplots of the parameter estimated within ROIs are shown in Figure 3.4 (c). The 

average calculated relaxation times for high and low SNR levels are shown as well, and they 

match the predictions of the performed simulations (the standard deviation in estimated 

parameters should be less than 5% of their mean values at high SNR and around 10-15% of 

their mean values at low SNR). The artifacts in T1 maps in the background fluid are caused 

by the artifacts in B1 map, which is shown in Supporting Figure S3.3. 
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FIGURE 3.2. Simulation results for a single-component WM model at 3T (T1 = 830 ms, T2 = 80 ms), ∆f0 

= 10 Hz. 10 RF phase increment steps: a) SNR as a function of FA and TR; b) relative errors ε (in 

percent) in all parameter estimates compared to their true values; c) standard deviation STD (in 

percent) in all parameter estimates compared to their mean values. The white line corresponds to FA = 

FAE, only the region to the right is allowed; d) the distribution of all parameter estimates in the boxplots 

as a function of number of RF phase increment steps N. Black dashed lines correspond to the true 

parameter values.  
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FIGURE 3.3. Minimum SNR required to achieve a precision to 5% of the mean values of the parameters 

T1, T2, ∆f0. The initial sequence parameter settings: TR = 10 ms, FA = 20˚, ∆f0 = 20 Hz, N = 10 RF 

phase increment steps. The values T1 < T2 are excluded (blue). Note that SNR range for precision in T1 

and T2 is saturated at 350, and in ∆f0 at 100. 

 

3.3.2 Two-component phase-cycled bSSFP signal model 

3.3.2.1 Simulation results 

Figure 3.5 (a,b) shows a schematic example of an ellipse observed in case of a two-

component model and corresponding frequency distributions used in the simulations. The 

SNR values, the relative errors, and the standard deviations in T1, T2, and     estimates are 

presented in Figure 3.5 for a two-component model (c-e). The errors in the parameters are 

related to the presence of the second component and are defined as the deviation from the 

true values of the corresponding parameters of the dominant component. The ellipse of the 

smaller component interferes with the ellipse of the dominant WM component. The fitting of 

a single component ellipse to the complex sum of the two ellipses results in systematic 

underestimation of T1 and T2 parameters, which depends on the choice of TR and FA, as 
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can be seen from Figure 3.4. For example, a combination of TR = 10 ms, FA = 20˚ leads to 

underestimation in T1 by around 30%, underestimation in T2 by around 35%, and 

overestimation in ∆f0 by around 10%. However, precision of the parameter estimates stays 

within 3% for this range of FA-TR. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 3.4 Experimental results from the phantom study: a) SNR map, banding free magnitude image, 

T1 and T2 maps, calculated using the PLANET method at high SNR level (using a head coil); b) SNR 

map, banding free magnitude image, T1 and T2 maps, calculated using the PLANET method at low SNR 

level (using the integrated body coil); c) The scatterplot of T1-T2 estimates over an ROI inside three 

selected tubes (black dashed, red solid, and black solid squares) for high and low SNR levels and the 

average calculated relaxation times for the selected tubes. 
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FIGURE 3.5. Simulation results for a two-component WM model at 3T (T1L = 1000 ms, T2L = 80 ms, T1S 

= 400 ms, T2S = 20 ms, MWF = 0.12): a) Schematic representation of the observed ellipses for TR = 

10ms, FA = 20, ∆f0 = 10 Hz, φRF = 0; b) The frequency distributions for both components used in the 

simulations; c) SNR as a function of FA and TR; d) relative errors ε (in percent) in T1, T2, ∆f0 estimates 

compared to the true values (of the dominant component); e) standard deviation STD (in percent) in T1, 

T2, ∆f0 estimates compared to their mean values (of the dominant component). The results are 

presented for N = 10 RF phase increment steps used. 
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The relative errors in parameter estimates, simulated for different combinations of the 

volume fraction, frequency shift, and relaxation times of the components are shown in 

Supporting Figure S3.2.  

The errors depend on the relaxation times of the smaller component. The case when 

the smaller component has shorter relaxation times is presented in Supporting Figure S3.2 

(a), the results for equal relaxation times are shown in Supporting Figure S3.2 (b). The 

errors increase with increasing relaxation times of the smaller component. 

In case if there is no frequency shift between the components, the ellipses of both 

components have the same orientation, and their complex sum will remain an ellipse with 

the same orientation and with the T1 and T2 in between the respective T1 and T2 values of 

both components. It is a “clear” partial volume effect in this case. Small errors in T1 and T2 

can be observed (Supporting Figure S3.2 (c)), which increase with increasing volume 

fraction of the second component (Supporting Figure S3.2 (d)). ∆f0 estimates are quite 

accurate, which is expected due to the same orientation of both ellipses.  

The biggest relative errors in estimated T1, T2, ∆f0 can be observed for the case of 

equal volume fractions of the component (which is an exaggeration of the realistic case) in 

combination with a frequency shift (Supporting Figure S3.2 (e)).  

 

 

3.3.2.2 Experimental results 

The quantitative maps calculated for human brain at 3T are shown in Figure 3.6. The 

reference T1 and T2 maps are presented for one middle axial slice. The banding free 

magnitude images, the maps of T1, T2 are shown for three axial slices. Image registration 

(rigid) and Gibbs ringing filtering was applied to all data before performing the PLANET 

reconstruction. 

The estimated and reference f0 maps, the estimated RF phase maps, as well as B1 

maps used for FA correction are shown in Figure 3.7 for the same three axial slices of the 

brain.  

The results of ROI analysis are shown in Table 3.1. The reference  values, calculated 

by placing ROIs on the reference T1 and T2 maps acquired on a volunteer 4, are provided for 

comparison, as well as the values published in literature and reviewed by Bojorquez et al 

(55). 

 

 

 



On the accuracy and precision of PLANET method 
 

71 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 3.6. Experimental results from the volunteer study: Reference T1 and T2 maps of one axial 

slice of the brain, the banding free magnitude images, the estimated T1 and T2 maps, and calculated 

SNR maps for three axial slices of the brain. 

 

3.3.3 Gibbs ringing analysis 

3.3.3.1 Simulation results 

Figure 3.8 shows the results of Gibbs ringing simulations on a numerical brain phantom. 

Banding free magnitude, T1 and T2 maps of one slice are presented for different 

reconstructions of k-space data. For the low acquisition matrix 132x132 the Gibbs ringing 

artifacts on the reconstructed quantitative maps were the most pronounced and were 

minimized after the correction. For high acquisition matrix 512x512 the Gibbs ringing 

artifacts were less visible and disappeared after the correction. The distributions of T1 and T2 

estimates in histograms and in boxplots are shown in Supporting Figure S3.4. The results 

are presented for three cases: fully simulated k-space, truncated k-space to low and high 

acquisition matrix sizes (132
2
 and 512

2
 respectively). Additionally, for both truncated k-space 

cases, the Gibbs ringing correction (47) was performed after reconstruction before applying 
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PLANET. Visually no influence of Gibbs ringing was seen in the reconstructed off-resonance 

maps. For this reason, we did not include the off-resonance maps in the analysis. 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 3.7. Experimental results from the volunteer study: the estimated and the reference off-

resonance maps, the estimated RF phase maps, and the additionally acquired B1 maps for three axial 

slices of the brain. 

 

3.3.3.2 Experimental results 

The quantitative maps of the phantom and the brain calculated using the PLANET method 

with different reconstructions of k-space (low and high resolution) are presented in Figure 

3.9. The phantom has many sharp signal transitions and all quantitative maps, calculated 

from the low-resolution data suffer from severe Gibbs ringing artifacts, which are minimized 

after correction, see Figure 3.9 (a). Still there are inhomogeneous regions inside almost all 

tubes in quantitative maps. The quantitative maps, calculated from the high-resolution data 

do not suffer from Gibbs ringing artifacts and a minor smoothing effect can be observed after 

correction. As can be seen from Figure 3.9 (b), there are less sharp signal transitions in the 

brain compared to the phantom and Gibbs ringing almost does not affect the quantitative 

parameter maps. 
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Table 3.1. Results from in vivo experiments: T1 and T2 values determined using the PLANET 

method and using the reference method compared with literature published values. 

 PLANET Literature published values* 

V
o
lu

n
te

e
r 

№
 

R
O

I 

White matter Grey matter White matter Grey matter 

T1, ms T2, ms T1, ms T2, ms T1, ms T2, ms T1, ms T2, ms 

V
o
lu

n
te

e
r 

1
 

1 657 ± 71 54 ± 5 1128 ± 71 65 ± 5 
832 ± 1 

(36) 
80 ± 1 
(36) 

1331 ± 31 
(36) 

110 ± 2 
(36) 

2 686 ± 61 55 ± 5 1125 ± 73 68 ± 8 
1084 ± 45 

(22) 
69 ±3 
(22) 

1820 ± 114 
(22) 

99 ± 7 
(22) 

3 640 ± 40 52 ± 4 1095 ± 99 69 ± 8 
840 ± 50 

(49) 
75 ± 3 
(50) 

1600 ± 110 
(49) 

83 ± 4 
(50) 

4 664 ± 40 51 ± 5 1056 ± 53 64 ± 5 
1110 ± 40 

(51) 
65 ± 6 
(52) 

1470 ± 50 
(51) 

109 ± 11 
(52) 

5 691 ± 45 53 ± 4   
532 ± 56 

(16) 
44 ± 5 
(16) 

1061 ± 169 
(16) 

63 ± 12 
(16) 

6 647 ± 47 51 ± 4   
1085 ± 64 

(53) 
 

1717 ± 61 
(53) 

 

V
o
lu

n
te

e
r 

 2
 7 664 ± 51 50 ± 5 1070 ± 71 64 ± 7 

954 ± 39 
(42) 

 
968 ± 85 

(54) 
 

8 668 ± 67 54 ± 4 1172 ± 82 70 ± 6 
781 ± 61 

(52) 
   

9 695 ± 32 53 ± 6 1102 ± 95 71 ± 10     

10 696 ± 58 52 ± 3 1080 ± 84 60 ± 7     

11 700 ± 38 53 ± 6       

V
o
lu

n
te

e
r 

 3
 

12 664 ± 61 51 ± 6 1185 ± 84 68 ± 9     

13 623 ± 47 51 ± 6 1082 ± 99 66 ± 12 Reference values** from 2D IR-SE and 
 2D ME-SE 14 603 ± 49 50 ± 5 1129 ± 94 59 ± 12 

15 686 ± 58 51 ± 5 1049 ± 51 63 ± 10 
White matter Grey matter 

16 635 ± 58 50 ± 4 1036 ± 63 60 ± 9 

17 678 ± 64 51 ± 5   
T1, ms T2, ms T1, ms T2, ms 

18 669 ± 49 50 ± 3   

V
o
lu

n
te

e
r 

 4
 19 670 ± 37 50 ± 4 1128 ± 91 58 ± 6 824 ± 14 69 ± 3 1135 ± 34 70 ± 3 

20 661 ± 51 51 ± 4 1051 ± 90 57 ± 7 810 ± 14 70 ± 2 1132 ± 42 69 ± 3 

21 644 ± 37 53 ± 4 1076 ± 63 57 ± 5 836 ± 17 74 ± 4 1180 ± 53 74 ± 3 

22 636 ± 45 50 ± 4 1052 ± 61 58 ± 3 811 ± 24 77 ± 5 1118 ± 29 67 ± 6 

23 652 ± 36 54 ± 4   817 ± 24 74 ± 4 1170 ± 58 75 ± 5 

     809 ± 29 74 ± 3 1148 ± 39 65 ± 5 

V
o
lu

n
te

e
r 

5
 24 654 ± 52 53 ± 4 1113 ± 99 70 ± 10     

25 660 ± 45 52 ± 5 1043 ± 68 68 ± 6     

26 687 ± 41 51 ± 5 1139 ± 99 70 ± 14     

27 693 ± 48 51 ± 5 1110 ± 97 72 ± 15     

28 684 ± 45 55 ± 4       

29 659 ± 46 53 ± 4       

30 664 ± 64 50 ± 5       

 

M
e

a
n

 

664 ± 58 52 ± 5 1096 ± 91 65 ± 10 818 ± 21 73 ± 4 1147 ± 43 70 ± 4 

*Numbers in parentheses are reference citations. 
**Reference values calculated by placing ROIs on the reference T1 and T2 maps acquired on a Volunteer 4. 
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FIGURE 3.8. The results of simulations on a numerical brain phantom: banding free magnitude M, 

relaxation parameters T1 and T2 for cases: a) true parameter maps; b)-f) parameter maps calculated 

using PLANET: on fully simulated k-space (b), on truncated k-space to low resolution matrix 132x132 

(c,d) with additionally applied Gibbs ringing correction (d), on truncated k-space to high resolution matrix 

512x512 (e,f) with additionally applied Gibbs ringing correction (f). 
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FIGURE 3.9. The quantitative maps of the phantom (a) and of the brain (b), calculated using the 

PLANET method for low- and high-resolution scans with and without Gibbs ringing filtering. 
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3.4 Discussion 

The proper choice of the sequence parameters such as FA, TR, and number of RF phase 

increment steps results in more accurate and precise estimation of the relaxation times T1 

and T2, and the off-resonance ∆f0 using the PLANET method. 

For a single-component signal model the settings of FA and TR along with the 

relaxation times T1 and T2 determine the shape of the ellipse. As can be seen from Figure 1, 

the ellipse should be elongated (FA of 20˚- 30˚) and shifted further from the origin (TR > 6 

ms) to achieve robust fitting in the presence of noise. The simulation results in Figure 3.2 

show, that there is a broad “sweet spot” of TR, FA, and number of RF phase increment 

steps with a high accuracy and precision in all parameter estimates. However, a small bias 

observed in T1 and T2 estimates (see Figure 3.2 (b)) for FA > FAE, may be caused by the 

ellipse fitting method, which was shown to be biased towards smaller ellipses due to the use 

of algebraic distances of points (56).  

The properly chosen combination of these sequence parameters should work for a 

wide range of relaxation times, as can be seen in Supporting Table S3.1. This can be of 

importance when trying to detect changes in relaxation times due to pathology in the tissues.  

The combination of FA of 20˚, TR of 10 ms seems to be a proper choice for a single-

component signal model to estimate T1 in the range 200 - 3000 ms, and T2 in the range 50 - 

500 ms with a high accuracy and precision at realistic SNRs. The optimal choice for TR is 

different compared to that for conventional bSSFP imaging, where TR is usually set to be 

shortest to minimize banding artifacts. Using a longer TR results in improved precision and 

accuracy when using PLANET, but also in more banding artifacts on the magnitude source 

images. However, these are successfully removed in the reconstruction of the banding free 

magnitude image. For these reasons, for speeding up PLANET the use of a longer TR in 

combination with an acceleration technique that sacrifices SNR for speed, like parallel 

imaging, is a better choice than to make use of a short TR. 

Based upon the number of degrees of freedom in the ellipse fitting procedure, the 

minimally required number of RF phase increment steps is six. This would be enough for 

accurate parameter estimation using data without noise, but for realistic SNRs (100-250 in 

the performed experiments) the precision in the estimated parameters increases when the 

number of RF phase increment steps is increased. Interestingly, the precision does not 

further increase much above ten RF phase increment steps. The accuracy almost does not 

depend on the number of RF phase increment steps. Therefore, using eight to ten RF phase 

increment steps is sufficient, since using more RF phase increment steps results in a longer 

acquisition time and does not influence the precision. 



On the accuracy and precision of PLANET method 
 

77 
 

The minimum SNR, required to achieve a precision of 5% of the mean values in T1, 

T2, and ∆f0 estimation using the optimized TR-FA-N cycles combination, is lower than that 

we typically obtained in the phantom (average SNR 250) for a voxel size of 1.4x1.4x3 mm
3
 

and in vivo (average SNR 150) for a voxel size of 1.5x1.5x4 mm
3
. Interestingly, similar 

results were found in the work by Björk et al (37) for the minimum required SNR, however, 

they concluded that the application of their method was not feasible at common SNRs, 

which were rather low in their work. However, they calculated the minimum SNR to achieve 

the precision of 5% of the true parameter values, not the mean. 

For a two-component system like WM, however, the use of the optimal parameter 

combination defined above, would result in underestimation of T1 and T2 values. Unlike a 

single-component relaxation model, a two-component model describes the signal as a 

complex sum of weighted signals from the two components with different frequency 

distributions and different relaxation parameters. The frequency shift between the 

components in combination with the difference of their volume fractions causes asymmetries 

in the bSSFP profile, which has an impact on the performance of the method. The ellipse of 

the dominant component is disturbed by the presence of the second component. Their 

weighted complex sum generally does not have an elliptical shape and cannot be fitted as 

an ellipse. However, the myelin component has shorter relaxation times and a smaller 

volume fraction than the main component has, and their weighted complex sum can still be 

fitted reasonably well as an ellipse, but with different “observed” T1 and T2 values.  

In simulations we used the frequency shift between the dominant and myelin 

components ∆f = 20 Hz, which is the average value between those corresponding to 

different tract orientation in WM at 3T: ∆f = 23 ± 3 Hz (⊥ B0) and ∆f = 17 ± 7 Hz (‖ B0) (19). 

We did not take into account the other sources which could contribute to the frequency shifts 

between the components in WM, like nonheme iron, proteins, lipids, and deoxyhemoglobin 

(19). 

The experimentally observed in WM mean T1 value is 664 ± 58 ms and mean T2 

value is 52 ± 5 ms. The values are underestimated by around 30% compared to the 

reference and literature published values (see Table 3.1). Similar underestimation of T1 and 

T2 is also observed from the simulation results (see Figure 3.5), and it depends on the 

choice of FA and TR. The presented results suggest that the PLANET method can be 

sensitive for detecting demyelination in human brain, which should be further investigated.  

It might be interesting to investigate a different two-component model fitting approach 

for WM, which can be described with a set of 13-14 parameters (two elliptical models, each 

described with 6 polynomial coefficients, a certain frequency shift and the volume fraction of 

the smaller component). In order to solve for all of these parameters, the measurements 
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have to be performed at least with two or three different settings for TE and TR, maybe 

trying to suppress the smaller component. This different fitting approach is much more 

complex and goes beyond the scope of the current paper. 

For a single-component model, the off-resonance maps can be calculated with a high 

accuracy and a high precision even at short TR (3-5 ms) for different tissue types at SNR 

levels  ∼ 30. However, for a two-component model, the off-resonance maps are 

overestimated by around 10% (for TR ~10 ms) with a precision within 2% for a wide TR-FA 

range. 

The truncation of k-space during the acquisition leads to Gibbs-ringing artifacts, the 

severity of which depends on the acquisition voxel size. Additionally, the use of RF phase-

cycling shifts banding artifacts between acquired bSSFP phase-cycled data and leads to 

different Gibbs ringing appearance. As can be seen from Figure 3.8 and Supporting Figure 

S3.4, this effect can result in additional systematic errors in the quantitative parameters even 

for a properly chosen sequence parameter combination. We therefore suggest to use a high 

acquisition matrix in combination with a suitable method for removal of Gibbs ringing 

artifacts to improve the precision and accuracy of the parameter estimates, when PLANET is 

applied to a phantom. For in vivo use, a relatively high acquisition matrix should be enough 

to minimize Gibbs ringing artifacts. 

We mostly focused on the application of PLANET in the brain, where the high SNR 

can be easily achieved on 1.5T or 3T clinical MR scanner with a regular coil setup, which is 

important for clinical use. Given the optimal settings, 1 mm
3
 isotropic whole-brain T1, T2, M, 

∆f0 mapping (with the FOV of 220x220x100 mm
3
) can be performed within a 10-15-minute 

scan time (with SENSE factor of 2). This duration is comparable with that of DESPOT1&2 

based T1 and T2 mapping (8,9). The clear benefit of PLANET is that in addition to 

quantitative T1 and T2 maps we can estimate the off-resonance map, the RF phase map and 

reconstruct the banding free magnitude image. 

For applications in the abdomen, where considerable motion is present, the current 

implementation of the method is not fast enough. The use of a different read-out trajectory or 

an acceleration technique, as well as the use of a 2D approach should be investigated for 

the specific purpose of abdominal imaging.  

RF phase maps which can be retrieved from Equation [3.3] can potentially be used 

for electric properties tomography (57). We did not focus on it in this study, but provided with 

the examples of RF phase maps in human brain (Figure 3.7). 
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3.5 Conclusion 

In this work we show the importance of the proper choice of sequence parameter settings, 

such as TR, FA and number of RF phase increment steps to achieve a high accuracy and 

precision in quantitative parameter estimation using the PLANET method at realistic SNR 

levels. Interestingly, this combination holds over a wide range of relaxation times and does 

not require an exact prior knowledge of T1 and T2 of the tissue. However, the PLANET 

model assumes a single-peak frequency distribution, which is not the case for some 

biological tissues, like human brain WM tissue, fat tissues, or bone marrow. The presence of 

second or more components influences the performance of the method and leads to 

systematic errors in the parameter estimates, which depend on the choice of FA and TR.  

Using a high acquisition matrix in combination with a suitable method for removal of 

Gibbs ringing artifacts improves the precision and accuracy of the parameter estimates, 

when PLANET is applied to a phantom with sharp signal intensity edges. For in vivo use, a 

relatively high acquisition matrix should be enough to minimize Gibbs ringing artifacts.  

This evaluation of the accuracy and precision of PLANET should guide researchers 

who want to apply the method for different applications. 
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SUPPORTING FIGURE S3.1. Simulation results at low SNR levels for a single-component WM model 

at 3T (T1 = 830 ms, T2 = 80 ms), ∆f0 = 10 Hz: a) SNR as a function of FA and TR; b) relative errors ε (in 

percent) in the parameter estimates compared to their true values; c) standard deviation STD (in 

percent) in the parameter estimates compared to their mean values. The white line corresponds to FA = 

FAE, only the region to the right is allowed; d) the distribution of the parameter estimates in the boxplots 

as a function of number of RF phase increment steps N. Black dashed lines correspond to the true 

parameter values. 
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SUPPORTING FIGURE S3.2. Noise free simulation results for a two-component WM model. The 

relative errors ε (in percent) in the parameter estimates compared to their true values (of the dominant 

component) for the cases: a) Dominant component (D) has T1L = 1000 ms and T2L = 80 ms, volume 

fraction of 0.88; myelin component (M) has T1s = 400 ms and T2s = 20 ms, volume fraction of 0.12, shift 

   = 20 Hz; b) Dominant component (D) has T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.88; 

myelin component (M) has T1s = 1000 ms and T2s = 80 ms, volume fraction of 0.12, shift    = 20 Hz; c) 

Dominant component (D) has T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.88; myelin 

component (M) has T1s = 400 ms and T2s = 20 ms, volume fraction of 0.12, shift    = 0 Hz; d) Dominant 

component (D) has T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.5; myelin component (M) has 

T1s = 400 ms and T2s = 20 ms, volume fraction of 0.5, shift    = 0 Hz; e) Dominant component (D) has 

T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.5; myelin component (M) has T1s = 400 ms and T2s 

= 20 ms, volume fraction of 0.5, shift    = 20 Hz. Note that the colorbars are scaled differently. 
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SUPPORTING TABLE S3.1. The optimal parameter settings and minimum required SNR for 

different relaxation times combinations for a single-component signal model. 

T1 (msec) T2 (msec) 
Optimal parameter settings 

Minimum required 

SNR for 5% 

precision TR (msec) FA (˚) 

200 50 6-10 25-35 55 

500 50 6-10 20-30 60 

800 75 8-10 15-30 80 

1000 120 8-10 15-30 105 

1500 80 8-10 15-30 110 

2000 300 10-15 15-25 230 

3000 500 10-15 15-25 330 

 

 

 

 

 

 

SUPPORTING FIGURE S3.3 Experimental results from the phantom study: T1 map calculated using the 

PLANET method at high SNR level, additionally acquired B1 map for correction, and T1 map corrected 

using the B1 map. 

2000 

 
1500 

 
1000 

 
500 

 
0 

1.3 
 

1.2 
 

1.1 
 

1 
 

0.9 
 

0.8 
 

0.7 

2000 

 
1500 

 
1000 

 
500 

 
0 

T1 map  B1 map  T1 map corrected  



On the accuracy and precision of PLANET method 
 

83 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SUPPORTING FIGURE S3.4. Additional results of simulations on a numerical brain phantom: a) the 

distribution of T1 estimates in histograms and boxplots for WM for different reconstruction of simulated 

k-space. The blue bars correspond to the results without Gibbs ringing correction, the orange bars – 

after Gibbs ringing correction applied. The red line is the true parameter value; b) the distribution of T2 

estimates in histograms and boxplots for WM for different reconstruction of simulated k-space. The blue 

bars correspond to the results without Gibbs ringing correction, the orange bars – after Gibbs ringing 

correction applied. The red line is the true parameter value.  
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ABSTRACT  

Purpose:  

The PLANET method was designed to simultaneously reconstruct maps of T1 and T2, the 

off-resonance, the RF phase, and the banding free signal magnitude. The method requires a 

stationary B0 field over the course of a phase-cycled bSSFP acquisition. In this work we 

investigated the influence of B0 drift on the performance of PLANET method for single-

component and two-component signal models, and we propose a strategy for drift 

correction. 

Methods:  

The complex phase-cycled bSSFP signal was modeled with and without frequency drift. The 

behavior of the signal influenced by drift was mathematically interpreted as a sum of drift-

dependent displacement of the data points along an ellipse and drift-dependent rotation 

around the origin. The influence of drift on parameter estimates was investigated 

experimentally on a phantom and on the brain of healthy volunteers, and was verified by 

numerical simulations. A drift correction algorithm was proposed and tested on a phantom 

and in vivo.  

Results:  

Drift can be assumed to be linear over the typical duration of a PLANET acquisition. In a 

phantom (a single-component signal model) drift induced errors of 4% and 8% in the 

estimated T1 and T2 values. In the brain, where multiple components are present, drift only 

had a minor effect. For both single-component and two-component signal models, drift-

induced errors were successfully corrected by applying the proposed drift correction 

algorithm. 

Conclusion: 

We have demonstrated theoretically and experimentally the sensitivity of PLANET method to 

B0 drift and have proposed a drift correction method. 

Key words: B0 drift, PLANET, quantitative MRI, relaxometry 
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4.1 Introduction 

Quantitative Magnetic Resonance Imaging (QMRI) is widely used to obtain quantitative 

characteristics of tissues related to their biological and physiological properties, based on 

which tissues can be differentiated and associated with specific diseases. The measurement 

of the relaxation times of tissues (or quantitative relaxometry) is particularly important for 

clinical applications in oncology and regenerative medicine (1). Many different techniques 

exist for quantitative relaxometry, such as standard inversion-recovery (IR) and multi-echo 

spin-echo based approaches (2–4), many rapid steady-state free precession approaches, 

like IR TrueFISP (5,6), the variable flip angle approach, or DESPOT1&2 (7–9), the triple 

echo steady-state approach, or TESS (10), the MR fingerprinting approach (11), and many 

others. 

We recently introduced a method called PLANET to simultaneously reconstruct maps 

of the relaxation times T1 and T2, the local off-resonance ∆f0, the RF phase, and the banding 

free signal magnitude, using phase-cycled balanced steady-state free precession (bSSFP) 

data (12). The method is based on linear least squares fitting of an ellipse to phase-cycled 

bSSFP data in the complex signal plane and subsequent analytical parameter estimation 

from the fitting results.  

A bSSFP signal is strongly dependent on local resonant frequency, and the use of 

RF phase cycling shifts the off-resonance profile of the signal dependent on the RF phase 

increment. The main requirement of the PLANET model is a stationary main magnetic field 

(B0) over the course of the acquisition, which usually consists of 8-10 dynamics and takes 

around 10 min for full brain coverage with FOV 220x220x100 mm
3
, and voxel size 1x1x4 

mm
3
 (without any acceleration technique). In this case, accurate and precise parameter 

estimation can be achieved for a single-component voxel, as we showed in a previous study 

(13), whereas systematic errors in parameter estimates are expected when multiple signal 

components with different relaxation times and frequencies are present within a voxel (13). 

Due to intensive gradient activity, the requirement of a stationary B0 field can be 

difficult to meet, and as a result, B0 drift can occur, which might result in errors in the 

estimated parameters. The severity of drift effect depends on the field strength, history of 

gradient activity and heating of metallic components of the scanner, the acquisition time, the 

used gradient mode, shimming, etc., which vary among different systems and over time. 

The purpose of this work was to investigate the effects of B0 drift and to assess the 

influence of drift on the quantitative parameters estimated using the PLANET method. We 

first derived a geometrical interpretation of the influence of drift on a single-component 

phase-cycled bSSFP signal based on a mathematical model. Subsequently, based on this 

geometrical interpretation, we developed a strategy for drift correction. Next, we 
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experimentally showed the influence of drift on the parameter estimates for a single-

component model in a phantom and for a two-component model of white matter (WM) in the 

human brain. We assessed the effects of drift for both single-component and two-

component signal models, and evaluated the performance of the drift correction algorithm in 

both cases by looking at drift-induced errors in the quantitative parameter estimates. Finally, 

we performed numerical simulations for both single-component and two-component signal 

models to verify the experimental results.  

 

 

4.2 Methods 

4.2.1 How drift influences a single-component phase-cycled bSSFP signal 

For a single-component model with mono-exponential transverse and longitudinal relaxation, 

the complex phase-cycled bSSFP signal can be represented as an ellipse in the complex 

plane (14,15) as 

       
     (     )

       (     )
                                                         ,   - 

where     , a, and b are parametric functions of T1, T2, TR, and FA. ∆θ is the user-controlled 

RF phase increment (rad),      (       )       is the rotation angle of the ellipse 

around the origin with respect to its vertical form (14),      (       )  ,     is the local 

off-resonance (Hz),     is the combined RF transmit and receive phase,     is the chemical 

shift of the species (Hz) with respect to the water peak. After substitution, Equation [4.1] can 

be rewritten as 

       
     (  (       )     )

       (  (       )     )
  (  (       )      )                 ,   - 

 

A graphical representation of the ellipse described by this equation in the complex plane is 

shown in Figure 4.1 (a). 

With frequency drift modeled as                ( ), where        ( ) is the time-

dependent frequency drift during PLANET acquisition, and is equal to     ( ), where   is 

the gyromagnetic ratio equal to 42.58 MHz/T. Then Equation [4.2] becomes 
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     (  (       )                 ( ))

      (  (       )                 ( ))
   (  (       )      )  

              ( )                                                                                                              ,   - 

The first part of Equation [4.3] multiplied by the first exponential represents the 

elliptical equation in Equation [4.2], but with a modified time-dependent RF phase increment 

scheme:      ( )                ( ). 

This corresponds to a drift-dependent displacement of all data points along the 

ellipse as illustrated in Figure 4.1 (b). Note that if only this effect of drift is taken into account, 

the data points remain on the “non-drifted” ellipse. By “non-drifted” ellipse we mean the 

ellipse fitted to the data points not influenced by drift. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 4.1. Schematic representation of the influence of B0 drift on the data points in the complex 

signal plane: a) the ellipse without drift; b) time-dependent displacement of the data points along the 

ellipse due to B0 drift. The “non-drifted” data points (not influenced by drift) are blue, the displaced data 

points are red; c) time-dependent rotation of the data points around the origin. The rotated data points 

are green; d) the ellipse without drift is blue and the ellipse fitted to the “drifted” data points (influenced 

by drift) is green; e) the vertical conic forms of the ellipse without drift is blue and the ellipse fitted to the 

“drifted” data points is green.  
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There is, however, another effect of the drift, caused by the last exponential factor in 

Equation [4.3]. Using this factor, drift leads to an additional rotation of the data points around 

the origin, as illustrated in Figure 4.1 (c,d). As drift is time-dependent, the rotation angle 

differs per data point.  

These two effects together relocate the data points in the complex plane away from 

the “non-drifted” ellipse and result in a non-elliptical distribution of the points. Ignoring the 

effects of B0 drift, fitting an ellipse to the ”drifted” data points would lead to different fit results 

compared to the fit for the “non-drifted” case, see Figure 4.1 (e). By “drifted” data points we 

mean the data points relocated by drift from their “non-drifted” positions. After performing 

PLANET post-processing (12), this would result in errors in the parameter estimates.  

We propose a drift correction method, which aims to relocate each data point back to 

the position in the complex plane that it would have in the case without drift.  

 

4.2.2 Drift correction method 

Based on the analysis presented above, we propose a 3-step drift correction algorithm: 

1. Calculation of the spatio-temporal B0 drift during the phase-cycled PLANET 

acquisition          (   )( ), where n is the number of the dynamic acquisition, t is the time, (i, 

j) are the spatial indices of the voxel. One phase-cycled PLANET acquisition consists of N 

acquisitions. Assuming temporally linear drift over the duration of the phase-cycled PLANET 

acquisition, the frequency drift over the n
th

 phase-cycled acquisition is estimated by:  

         (   )( )    
             (   )  

 
  (  )   *    +                           ,   - 

where the total drift over the phase-cycled PLANET acquisition              (   ) is calculated 

by subtracting two reference B0 maps acquired right before and right after PLANET 

acquisition, t = n∆t is the time point within the PLANET acquisition scheme, corresponding to 

n
th

 dynamic acquisition, where the dynamic acquisitions in the phase-cycled acquisition each 

have a duration ∆t.  

2. Correction of     , T1, T2 by multiplying the experimental complex data by 

                (   )( ), the geometrical equivalent of which is the rotation of each “drifted” data 

points around the origin back to the “non-drifted” ellipse. 

3. Correction of     and     by defining      (   )( )                   (   )( ), 

which geometrically moves the “drifted” data points along the ellipse back to their “non-

drifted” positions.     is the user controlled RF phase increment:     (   )  
  

 
  , 

  *    + covering a full cycle of   . 
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4.2.3 Temporal drift model 

As we observed experimentally, B0 drift on a long-time scale can be represented by an 

exponential function. In the proposed drift correction algorithm, we assumed the temporal 

evolution of the drift to be linear over the duration of one PLANET acquisition.  

Here we compared two temporal drift models: 

- a linear model described by Equation [4.4]; 

- an exponential model described by: 

         (   )( )        (   ) (     ( 
 

      (   )
))                           ,   - 

 

where          (   )( ) is the frequency drift over time t,        and         are parameters 

describing the global spatial drift characteristics, (i, j) are the spatial indices of the voxel. 

 

4.2.4 Accuracy and precision in the estimated parameters and drift correction 

performance 

The accuracy of the method was assessed by calculating relative errors ( ) in T1, T2,    , 

and     estimates before and after drift correction: 

    
 ̅        
     

                  
     ̅̅ ̅̅ ̅̅        

      
                               ,   - 

The precision of the method was assessed by calculating the relative standard 

deviation (SD) of T1, T2,    , and     estimates before and after drift correction: 

     

√ 
 
∑ (    )

 
 
   

 
                  

√ 
 
∑ (    

      )
 

 
   

    
             ,   - 

where   
 

 
∑    
    refers to the average of the values   , affected by drift,      

 

 
∑     

  
    refers to the average of the values     

 , estimated after drift correction, assuming 

a true value of       for parameters T1, T2, ∆  , and    , i is an index for the voxels in an 

ROI (in experiments) or the current number of the simulation (in numerical simulations), and 

Z is the total number of voxels in an ROI (in experiments) or the total number of simulations 

(in numerical simulations). 

To quantify the drift correction on T1, T2,    , and     estimates,      were 
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determined as: 

 

                                                                                              

                                                                                   ,   - 

                                            ( )    
               

     
                     ( )  

             

     
       

 

 

4.2.5 Experiments 

4.2.5.1 Phantom experiments 

To investigate the effects of drift on a single-component phase-cycled bSSFP signal model, 

and to test the drift correction algorithm, MRI experiments on a phantom (1.5-L plastic bottle 

filled with an aqueous solution of MnCl2·4H2O (concentration of approximately 55-60 mg/l)) 

were performed on a clinical 1.5T MR scanner (Philips Ingenia, Best, The Netherlands). A 

15-channel head coil was used as a receiver. Experimental design is shown in Figure 4.2 

(a).  

To compare two temporal drift models, after the first reference B0 mapping 

acquisition we repeated five times the PLANET acquisition over the course of a 65-min 

experiment. Each PLANET acquisition was followed by the reference B0 mapping 

acquisition. This allowed us to assess the performance of the linear drift correction method 

in the presence of more pronounced long-term drift, which is expected to be non-linear. Six 

reference B0 maps were acquired over the course of a 65-min experiment alternated with 

phase-cycled PLANET acquisitions. The reference B0 maps were obtained using a dual 

echo approach. B0 drift over the duration of each PLANET acquisition was calculated by 

subtracting the two reference B0 maps acquired just before and after the PLANET 

acquisition concerned. For the PLANET acquisition with more severe drift, T1, T2,    , and 

    maps were reconstructed. 

Both linear and exponential temporal drift models were used to correct the drift over 

this PLANET acquisition:   ,   ,    , and     maps were recalculated by applying the drift 

correction. Since T1 estimates depend on FA, see Equation [10] in (12), B1 mapping 

sequence was acquired, and voxel-wise B1 correction was performed while calculating T1 

maps. B1 maps were calculated using a dual TR AFI technique (16). The reference T1 and 

T2 values of the phantom were measured using a simultaneous spin echo and inversion 

recovery method (2D MIXED) (3). Relevant protocol parameter settings are presented in 

Table 4.1.  
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FIGURE 4.2. Experimental drift measurements in the phantom: a) Experimental design; b) The 

reference B0 maps (obtained in 3D and shown only for one axial slice of the phantom); c) Calculated B0 

drift maps; d) Total drift map; e) Drift over 65-min time for one voxel in the center of the slice: 

exponential temporal drift curve (red) fitted to the experimental data points (blue dots); lines connecting 

the experimental data points (blue); f) The example of original (measured) data points and drift 

corrected data points with corresponding elliptical fits for one voxel in the middle of the slice; g) The 

example of original vertical ellipse and drift corrected vertical ellipse for one voxel in the center of the 

slice. 
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The accuracy and precision in the parameter estimates before and after linear drift 

correction were assessed using Equations [4.6, 4.7]. Deviations quantifying the drift 

correction performed on T1, T2,    , and     estimates were calculated using Equation [4.8]. 

The ROI analysis was performed on the quantitative T1 and T2 maps calculated for the 

phantom: The ROI (approximately 2000 voxels) was placed in the center of the phantom on 

the selected slice. 

 

 

4.2.5.2 In vivo experiments 

To investigate the effects of drift for a tissue where multiple components are present, and to 

test the drift correction algorithm, experiments on the brain of healthy volunteers were 

performed on clinical 1.5T and 3T MR scanners. Both protocols included B1 mapping 

acquisition, one PLANET acquisition in between two reference B0 mapping acquisitions, and 

the reference T1 and T2 mapping acquisition with the protocol parameter settings shown in 

Table 4.1.  

A 2.5‐ms‐long RF excitation pulse was used in each PLANET acquisition to minimize 

magnetization transfer effects (17). Image registration (rigid) and Gibbs ringing filtering (18) 

was applied to the brain data before performing the PLANET reconstruction. B0 drift maps 

were filtered (using a circular averaging filter with radius of 15) before applying the drift 

correction algorithm. 

The T1, T2,    , and     maps were calculated before and after drift correction. B1 

correction was performed voxel-wise while calculating the T1 maps. Deviations quantifying 

the drift correction performed on T1, T2,    , and     estimates were calculated using 

Equation [4.8]. The ROI analyses were performed on the quantitative T1 and T2 maps for 

both 1.5T and 3T data. The ROIs were manually delineated in WM on the selected slice in 

the area where the drift was the most pronounced (each ROI was approximately 100-150 

voxels). The precision of the T1 and T2 measurements was evaluated by calculating 

standard deviations on T1 and T2 maps over the ROIs. 

 

4.2.6 Numerical simulations 

4.2.6.1 Drift-induced errors and drift correction for a single-component signal model 

To investigate the errors caused by B0 drift for a single-component tissue model, numerical 

simulations were performed with relaxation times equal to those of the phantom material: T1 

= 430 ms and T2 = 50 ms. The following parameter settings were used in simulations: FA in 
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the range of 0º‐45º, TR in the range of 0‐20 ms, 10 RF phase increment values     
   

  
 

 , n = {0, 1,.., 9},      = 10000, single peak with     = 0,     = 5 Hz, and     = -0.2 rad 

(these values were obtained experimentally in the phantom). B0 drift was assumed to be 

linear over time and spatially independent (        = [1 2 3 4 5 6 7 8 9 10] Hz), as we found in 

the experimental results in the phantom. Gaussian noise was added independently to the 

real and imaginary data, resulting in an SNR about 230, which corresponds to the 

experimentally measured SNR in the phantom. The number of performed Monte Carlo 

simulations was 10,000. The accuracy and precision in theT1, T2,    , and     estimates 

were assessed using Equations [4.6, 4.7]. All simulations and calculations were performed 

in MATLAB R2015a (The MathWorks Inc, Natick, USA). 

 

 

4.2.6.2 Drift-induced errors and drift correction for a two-component signal model 

To investigate the errors in the parameter estimates caused by B0 drift in the case where two 

components are present in the signal, numerical simulations were performed for WM tissue 

at 3T, which is known to be a two-component tissue (19,20). Two single peaks were used in 

simulations: the on-resonant dominant component and the smaller component with an 

average frequency shift    = 20 Hz (20). The dominant component has T1D = 1000 ms and 

T2D = 80 ms, with a volume fraction of 0.88; the smaller component has T1S = 400 ms and 

T2S = 10 ms, with a MWF of 0.12. The off-resonance     = 10 Hz was used and the RF 

phase offset     = -0.15 rad was used. Gaussian noise was added independently to the real 

and imaginary data, resulting in an SNR ranging from 30 to 150. The number of performed 

Monte Carlo simulations was 10,000. The simulations were performed using the complex 

phase-cycled bSSFP signal described by Equations [7, 8] in our previous study (13) for 

three cases:  

- No B0 drift; 

- Linearly increasing over time and spatially independent frequency drift          = [1 2 3 4 

5 6 7 8 9 10] Hz; 

- Linearly increasing over time and spatially independent frequency drift          = [1 2 3 4 5 

6 7 8 9 10] Hz with subsequently applied proposed drift correction algorithm. 

The accuracy and precision in the T1, T2,    , and     estimates were assessed using 

Equations [4.6,4.7], where the true parameter values were taken for the dominant WM 

component. 
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4.3  Results 

4.3.1 Experimental results in the phantom 

Experimental results in the phantom are shown in Figure 4.2. Six reference B0 maps 

acquired before and after each of five PLANET acquisitions and corresponding calculated B0 

drift maps are presented in Figure 4.2 (b, c). A total drift of 28 Hz over a 65-min scanning 

session was observed (Figure 4.2 (d)). The temporal drift was analyzed voxel-wise, and the 

example of the experimental data for one voxel (in the center of the phantom) is shown in 

Figure 4.2 (e). Over a 65-min scanning time the temporal drift can be considered as an 

exponential function. Over the 11-min duration of the PLANET acquisition the drift with an 

average value of 10 Hz can be very well approximated with a linear function. 

As an example, the initial data points and the data points after drift correction for one 

voxel are shown in Figure 4.2 (f) with corresponding elliptical fits. The conic vertical forms of 

these ellipses are shown in Figure 4.2 (g). The ellipses are different, as expected due to the 

drift. Estimated T1, T2,    , and     maps of the phantom before and after linear drift 

correction, as well as the reference T1, T2, and     maps are shown in Figure 4.3 (a-c). The 

drift correction was performed for the first PLANET acquisition, where the drift was more 

severe. The performance of linear and exponential drift correction was very similar, therefore 

we did not include the maps of T1, T2,    , and     after exponential drift correction in Figure 

4.3. Reference RF phase map was not acquired and therefore is not shown. Deviations 

quantifying the amount of linear drift correction performed on all quantitative parameters are 

shown in Figure 4.3 (d,e). The drift correction decreased the T1 values by about 4%, it 

increased the T2 values by about 8%, decreased     values by about 120%, and increased 

    values by about 3%. The magnitude image with white vertical and horizontal lines used 

for T1 and T2 profiles, and T1 and T2 profiles on estimated, corrected and reference maps are 

shown in Figure 4.3 (f,g). T2 estimates are more sensitive to the drift than T1 estimates. 

The quantitative ROI analysis for parameters T1, T2,    , and the relative errors in 

these parameters before and after drift correction is presented in Supporting Information 

Table S4.1. The T1 values were overestimated due to drift by about 5% compared to the 

reference values, and the corrected T1 values were in agreement with the reference values 

with an accuracy of 1%. The T2 values were underestimated due to drift by about 10% 

compared to the reference values and after drift correction they were in agreement with the 

reference values with an accuracy of 2%. The     values estimated by means of PLANET 

were about 80% overestimated due to drift and after drift correction they became similar to 

the reference     acquired right before PLANET acquisition.  
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FIGURE 4.3. Experimental results in the phantom: a) The reference T1, T2, and f0 maps; b) T1, T2, f0, 

and     maps before drift correction; c) T1, T2, f0, and     maps after linear drift correction; d) Maps of 

absolute      quantifying the drift correction performed on T1, T2, f0, and    ; e) Maps of relative      

quantifying the drift correction performed on T1 and T2; f) The magnitude image with white vertical and 

horizontal lines in the center of the slice, used for T1 and T2 profiles; g) T1 and T2 profiles: T1 and T2 

values representing single voxels along the selected lines on estimated, corrected and reference maps. 

The values were averaged voxel-wise between the horizontal and vertical selected lines. 
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A remaining underestimation of about 20% in T1 values and of about 30% in T2 

values compared to the reference values can be seen in Figures 4.4, 4.5 and Table 4.2. 

Despite the fact that there are no directly visible B0 drift related artifacts in quantitative 

parameter maps, there are B0 drift related errors in quantitative T1, T2, and     maps.  

 

4.3.2 Experimental results in the brain 

4.3.2.1   1.5T 

The results of the experiment in the brain of a healthy volunteer at 1.5T are shown in Figure 

4.4. The results are presented for one central slice. Spatially homogeneous drift was 

observed over 11-min PLANET acquisition, see Figure 4.4 (a) with an average value of 9 

Hz. T1, T2,    , and     maps before and after linear drift correction are shown in Figure 4.4 

(c-d). The banding free magnitude and the reference T1 and T2 maps are shown in Figure 

4.4 (b). Deviations quantifying the amount of linear drift correction performed on all 

parameters are shown in Figure 4.4 (e). The mean T1 and T2 values were calculated for 

WM. The results of the ROI analysis are given in Table 4.2 for the estimated, drift corrected, 

reference, and literature published T1 and T2 values. 

After drift correction, T1 values decreased by about 1% compared to the uncorrected 

values, T2 values increased by about 5% compared to the uncorrected values, see Figure 

4.4 (e,f) and Table 4.2. The B0 values after decreased by about 50% and  the corrected B0 

map resembles the reference B0 map acquired right before the PLANET acquisition. The RF 

phase maps almost did not change after drift correction.  

 

4.3.2.1    3T 

A spatially inhomogeneous drift was observed over the same 11-min PLANET acquisition in 

the brain of another healthy volunteer at 3T with a maximum value of 10 Hz for the selected 

slice, see Figure 4.5 (a). T1, T2,    , and     maps before and after linear drift correction, 

the banding free magnitude and the reference T1 and T2 maps, and deviations quantifying 

the amount of linear drift correction performed on all parameters are shown. The results of 

the ROI analysis are given in Table 4.2. Similar to the results at 1.5T, T1 values after drift 

correction almost did not change, they locally decreased by about 2% compared with the 

uncorrected values in the area with more pronounced drift. T2 values were more sensitive to 

drift, and after drift correction they increased by about 5-6% compared with the uncorrected 

values in the area with more pronounced drift, see Figure 4.5 (e,f) and Table 4.2. The B0 

values decreased by about 50% and the corrected B0 map resembles the reference B0 map 
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acquired just prior to the PLANET acquisition. The RF phase maps almost did not change 

after drift correction.  

 

Table 4.2. Quantitative results from the experiments in the brain at 1.5T and 3T: estimated, 

drift corrected, and reference T1 and T2 values in WM 

1.5T Estimated values 
Drift corrected 

values 
Reference values 

Literature published 
values* 

ROI T1, ms T2, ms T1, ms T2, ms T1, ms T2, ms T1, ms T2, ms 

1 508 ± 34 55 ± 3 501 ± 26 61 ± 2 596 ± 21 76 ± 2 
621 ± 61 

(9) 
58 ± 4 (9) 

2 460 ± 33 55 ± 3 458 ± 20 57 ± 3 596 ± 19 77 ± 3 
561 ± 12 

(21) 
73 ± 2 (21) 

3 475 ± 30 56 ± 4 475 ± 32 58 ± 4 595 ± 27 84 ± 4   

4 495 ± 33 57 ± 5 487 ± 38 58 ± 5 629 ± 24 85 ± 5   

         

Mean 485 ± 33 56 ± 4 480 ± 30 59 ± 4 604 ± 23 81± 4   

 

3T Estimated values 
Drift corrected 

values 
Reference values 

Literature published 
values* 

ROI T1, ms T2, ms T1, ms T2, ms T1, ms T2, ms T1, ms T2, ms 

1 678 ± 33 51 ± 2 664 ± 35 53 ± 2 771 ± 19 68 ± 2 
832 ± 1 

(22) 
80 ± 1 (22) 

2 660 ± 42 50 ± 3 642 ± 39 53 ± 3 781 ± 18 70 ± 3 
1084 ± 45 

(23) 
69 ± 3 (23) 

3 636 ± 30 50 ± 2 624 ± 29 53 ± 2 771 ± 16 69 ± 2 
781 ± 61 

(24) 
65 ± 6 (24) 

         

Mean 658 ± 36 50 ± 2 643 ± 35 53 ± 2 774 ± 18 69 ± 2   
 

The mean T1 and T2 values at 1.5T were calculated for one slice of the brain by averaging over four ROIs (each 

approximately 150 voxels) in white matter on corresponding T1 and T2 maps. The mean T1 and T2 values at 3T were 

calculated for one slice of the brain by averaging over three ROIs (each approximately 100 voxels) in white matter on 

corresponding T1 and T2 maps. 

*Numbers in parentheses are reference citations. 

 

4.3.3 Simulation results 

4.3.3.1 Single-component phase-cycled bSSFP signal model of the phantom 

Relative errors and standard deviations in T1, T2,    , and     estimates for a single-

component signal model of the phantom are presented in Figure 4.6: affected by linear drift 

(a-b) and after applying drift correction (c-d). As can be seen, drift induced errors depend on 

the choice of FA and TR. For combination of FA = 30˚ and TR = 10 ms, which was used in 

the experimental setup, the quantitative analysis of the errors is presented in Table 4.3. T1 

values are overestimated due to drift by about 4% compared with the true values, T2 values 
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are underestimated due to drift by about 8% compared with the true values,     values are 

overestimated due to drift by about 100%,     values are underestimated due to drift by 

about 5%. After applying the proposed drift correction algorithm, relative errors in all 

estimated parameters are almost zero, which demonstrates an accurate performance of drift 

correction. The standard deviations in all estimated parameters are almost not affected by 

drift correction and are below 5%. 

These results are in agreement with the experimental results for the phantom shown 

above: the simulated expected errors due to drift match the calculated errors in the 

estimated parameters. 

 

4.3.3.2 Two-component phase-cycled bSSFP signal model 

The simulation results for a two-component signal model of WM are shown in Figure 4.7. 

Relative errors in T1, T2,    , and     are shown for three cases: no drift, linear drift, and 

after applying the drift correction algorithm. The errors in the estimated parameters depend 

on the choice of FA and TR. As we showed in a previous study (13), in WM brain tissue the 

PLANET post-processing results in systematic errors in estimated T1, T2, and     values due 

to the presence of a second myelin related component in WM. Here we can observe similar 

behavior for the case without drift. 

For combination of FA = 20˚ and TR = 10 ms, which was used in the experimental 

setup, the quantitative analysis of the errors is presented in Table 4.3. T1 values are 

underestimated by 30% without drift, underestimated by 29.5% in the presence of drift, and 

underestimated by 30.5% after drift correction. T2 values are underestimated by 35% without 

drift, underestimated by 39% in the presence of drift, and underestimated by 34.5% after 

drift correction.     values are overestimated by 14% without drift, overestimated by 58% in 

the presence of drift, and overestimated by 10% after drift correction. The     values are 

overestimated by 20% without drift, overestimated by 25% in the presence of drift, and 

overestimated by 23% after drift correction.  

The drift correction performed on all estimated parameters predicted by the 

simulations for combination of TR = 10 ms and FA = 20˚ is similar to the drift correction 

performed experimentally in the brain: after drift correction, T1 values decreased by about 

1% compared with the uncorrected values, T2 values increased by about 5% compared with 

the uncorrected values,     values decreased by about 48%,     values slightly decreased 

by about 1.5%. In all cases drift-induced errors were corrected. 
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FIGURE 4.4. Experimental results obtained in the brain at 1.5T: a) The reference B0 maps before (1) 

and after (2) PLANET acquisition, the corresponding drift map (1-2), and the drift map filtered using a 

circular averaging filter; b) Banding free magnitude image, the reference T1 and T2 maps; c) T1, T2, f0, 

and     maps before drift correction; d) T1, T2, f0, and     maps after linear drift correction; e) Maps of 

absolute      quantifying the drift correction performed on f0, T1 and T2 and    ; f) Maps of relative      

quantifying the drift correction performed on T1 and T2. 
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FIGURE 4.5. Experimental results obtained in the brain at 3T: a) The reference B0 maps before (1) and 

after (2) PLANET acquisition, the corresponding drift map (1-2), and the drift map filtered using a 

circular averaging filter; b) Banding free magnitude image, the reference T1 and T2 maps; c) T1, T2, f0, 

and     maps before drift correction; d) T1, T2, f0, and     maps after linear drift correction; e) Maps of 

absolute      quantifying the drift correction performed on f0, T1 and T2 and    ; f) Maps of relative      

quantifying the drift correction performed on T1 and T2. 
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4.3  Discussion 

The PLANET method requires a stationary main magnetic field over the course of the 

acquisition. This requirement, however, can be difficult to meet, and as a consequence, B0 

drift can occur. In this work we investigated the sensitivity of the PLANET method to B0 drift 

and assessed the errors which drift can cause in the estimated T1, T2,    , and      

parameters.  

We presented a mathematical interpretation of the influence of drift on the elliptical 

phase-cycled bSSFP single-component signal behavior and proposed a general strategy for 

drift correction. We demonstrated how drift influences the performance of the PLANET 

method experimentally in a phantom and in the brain of healthy volunteers. Consequently, 

we verified the effects of the drift by performing numerical simulations for the same phantom 

and in-vivo setups. 

The experimental results in the phantom showed that the drift of about 10 Hz, which 

occurred over the 11-min duration of the PLANET acquisition, induced the errors in 

estimated quantitative parameters: the T1 values were overestimated due to drift by about 

5%, the T2 values were underestimated due to drift by about 10%, and the     values were 

by about 80% overestimated due to drift compared to the corresponding reference values. 

The variance in the estimated parameters only slightly changed after drift correction. We 

demonstrated that both linear and exponential correction algorithms performed identically. 

The linear model for temporal evolution of the drift on a short time scale (0-15 min) may be a 

fair approximation of the exponential drift in the experiments reported in this paper. Drift-

induced errors in T1, T2,    , and     estimates in a phantom were successfully corrected by 

applying the drift correction algorithm. These results obtained experimentally were verified 

by numerical simulations for a similar setup: the bias and variance in all parameter estimates 

predicted by simulations matched the ones calculated using the experimental data of 

phantom. 

The investigation of the drift effects in the human brain showed that similar drift of 

about 10 Hz over the 11-min duration of the PLANET acquisition had a significant effect only 

on the estimated     values: an overestimation of about 50% in     values was caused by 

drift. The other quantitative parameters were only affected slightly: the drift induced an 

overestimation of about 1% in T1 estimates, an underestimation of about 5% in T2 estimates, 

and an overestimation of about 5% in     estimates. The errors in the quantitative 

parameters calculated in the brain were in agreement with errors predicted by simulations 

for a similar experimental setup. The proposed drift correction algorithm performed well and 

corrected the errors caused by drift. However, the remaining underestimation by about 20-

30% in T1 and T2 values compared to the reference and literature published values, which 
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can be seen in Figures 4.4, 4.5 and Table 4.2, is not caused by B0 drift. It is caused by the 

effect that in WM tissue where multiple components are present, a single-component 

PLANET model is not valid, as we already pointed out in a previous study (13). Obviously, 

such underlying errors were not and cannot be corrected by the drift correction algorithm. 

Keep in mind, that any other techniques that assume a single-component relaxation model 

will fail in this case as well.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 4.6 Simulation results for a single-component signal model. a-b) Relative errors ( ) and relative 

standard deviations (SD) in T1, T2,    , and      estimates (in percent) compared to their true values in 

the presence of linear over time and spatially independent drift:         = [1 2 3 4 5 6 7 8 9 10] Hz; c-d) 

Relative errors ( ) and relative standard deviations (SD) in T1, T2,    , and      estimates (in percent) 

compared to their true values after applying linear drift correction algorithm. The initial settings: T1 = 430 

ms, T2 = 50 ms,     = 5 Hz, and     = - 0.2 rad, and 10 RF phase increments. 
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The severity of drift effect depends on the field strength, history of gradient activity 

and heating of metallic components of the scanner, PLANET acquisition time, the used 

gradient mode, shimming, etc., which vary among different systems and over time. Even 

though the errors in estimated quantitative parameters caused by drift in human brain are 

small (1-5%) compared to the errors caused by the presence of multiple components (about 

30% underestimation), as we have shown in this study, they cannot be predicted and can 

potentially affect reproducibility of the results as drift effects are generally not reproducible. 

We have now shown that the drift-induced errors can be successfully corrected by applying 

the proposed drift correction algorithm. Acquiring two quick low-resolution reference B0 

maps before and after the PLANET acquisition is generally a simple direct way to correct for 

drift and improve the quantitative parameter estimation using the PLANET method. 

 

 

Table 4.3. Quantitative results of simulations for a single-component signal model of the 

phantom and a two-component signal model of WM at 3T: the accuracy and precision in T1, 

T2,    , and     estimates without drift, with drift and after drift correction 

Parameter 

Single-component model 
 of the phantom, 

TR = 10ms, FA = 30˚ 

Two-component signal model 
of WM at 3T, 

TR = 10ms, FA = 20˚ 

Relative 
error 

 ,  % 

Standard 
deviation 

  ,  % 

Relative 
error 

 ,  % 

Standard 
deviation 

  ,  % 

No drift 

T1 0.07 1.7 -30.2 2.1 

T2 0.04 1.0 -34.8 1.4 

    -0.01 2.8 13.7 1.5 

    -0.01 4.7 20.0 5.6 

Drift 

T1 4.2 1.9 -29.5 2.0 

T2 -7.5 1.1 -38.8 1.5 

    97.8 1.2 58.3 1.4 

    -4.7 4.8 24.7 6.9 

Drift-corrected 

T1 0.06 1.8 -30.6 1.9 

T2 0.03 1.1 -34.3 1.5 

    0.01 2.7 10.1 1.9 

    0.01 4.5 23.2 6.7 
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FIGURE 4.7. Simulation results for a two-component signal model of WM at 3T (T1D = 1000 ms, T2D = 

80 ms, T1S = 400 ms, T2S = 20 ms, ∆f = 20 Hz, and myelin water fraction = 0.12).     = 10 Hz, and     = 

-0.15 rad, 10 RF phase increments. Relative errors ( ) caused by drift in T1, T2,    , and      estimates 

(in percent) compared to their true values (of the dominant component): a) without drift; b) in the 

presence of linear over time and spatially independent drift:         = [1 2 3 4 5 6 7 8 9 10] Hz; c) after 

linear drift correction algorithm. 

 

 

4.1 Conclusion 

We have demonstrated that PLANET method is sensitive to B0 drift. Although there may be 

no directly visible B0 drift related artifacts on the estimated parameter maps, drift can induce 

errors in these parameters. In the phantom, which can be described with a single-

component signal model, drift induced significant errors in the estimated parameters. 

However, in the human brain, where multiple components are present, drift only had a minor 

effect. We have now shown that the drift-induced errors can be successfully corrected by 

applying the proposed drift correction algorithm for both cases of single- and two-component 

signal models. 
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Supporting Table S4.1. Quantitative results from the phantom experiment: the reference, 

estimated, and drift-corrected T1, T2, and     values; and the relative errors in estimated and 

drift-corrected T1, T2, and     values. 

T1 ref, ms 432 ± 3 T2 ref, ms 50.6 ± 0.5     ref, Hz 6.6 ± 0.5 

T1 est, ms 453 ± 12 T2 est, ms 45.4 ± 0.4     est, Hz 12.1 ± 0.6 

T1 cor, ms 436 ± 11 T2 cor, ms 49.5 ± 0.4     cor, Hz 5.5 ± 0.5 

  1, % 5.3 ± 1.9   2, % -10.3 ± 1.1    0, % 79.4 ± 10.3 

  1    , % 1.2 ± 1.8   2    , % -2.2 ± 1.2    0    , % -1.2 ± 4.8 
 

The values were calculated over a circular ROI (approximately 1300 voxels) placed on the corresponding parameter 

maps on the selected slice.  
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ABSTRACT 

Purpose:  

In this work, we present a new method for visualization of fiducial markers (FMs) in the 

prostate for MRI-only radiotherapy with a positive contrast directly at the MR console. The 

method is based on high bandwidth phase-cycled balanced steady-state free precession 

(bSSFP) sequence, which is available on many clinical scanners, does not require any 

additional post-processing or software, and has a higher signal-to-noise (SNR) compared to 

conventional gradient-echo (GE) imaging. Complex phase-cycled bSSFP data is acquired 

with different RF phase increment settings such that the manifestation of the artifacts around 

FMs in the acquired complex images is different for each dynamic acquisition and depends 

on the RF phase increment used.  

Methods: 

First, we performed numerical simulations to investigate the complex-valued phase-cycled 

bSSFP signal in the presence of a gold FM, and to investigate the relation of the true 

physical location of the FM with the geometrical manifestation of the artifacts. Next, to 

validate the simulations, we performed phantoms and in vivo studies and compared the 

experimentally obtained artifacts with those predicted in simulations. The accuracy of the 

method was assessed by comparing the distances between the FM’s centers and the center 

of mass of FMs system measured using phase-cycled bSSFP MR images and using 

reference CT (or MRI-only) images. 

Results and Conclusion:  

The results show accurate (within 1 mm) matching of FMs localization between CT and MR 

images on 5 patients, proving the feasibility of in vivo FMs detection on MR images only. 

The FMs show a positive contrast with respect to the prostate background on real/imaginary 

phase-cycled bSSFP images, which was confirmed by simulations. The proposed method 

facilitates robust FMs visualization with positive contrast directly at the MR console, allowing 

RT technicians to obtain immediate feedback on the anticipated feasibility of accurate FMs 

localization while the patient is being scanned.  

Key words: 

MRI-only radiotherapy, bSSFP, MRI, phase-cycled bSSFP, prostate radiotherapy, fiducial 

marker 
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5.1   Introduction 

External-beam radiotherapy (EBRT) is one of the treatment options for prostate cancer. 

Fiducial markers (FMs) are used as landmarks for localization of the prostate before the 

delivery of each radiation fraction (1–3). For this purpose three or four gold cylindrical FMs 

(1 mm diameter, 3-5 mm length) are usually implanted in the prostate a couple of weeks 

before treatment under trans-rectal ultrasound guidance (two markers at the prostatic base 

on the right and left side and one or two towards the apex of the prostate) (4). 

Manual localization of FMs during the treatment planning phase (referred to as 

simulation phase) is currently done on treatment planning computed tomography (CT) 

images, considered as the gold standard. FMs can be localized based on their distinct, local 

streaking artifacts in CT images. This procedure has been shown to be very robust (5–7). 

Currently, also MR images are being acquired for treatment planning as the soft tissue 

contrast of MRI offers superior localization of the tumor process. However, such a dual-

modality workflow requires two separate imaging sessions, complicating workflow and 

patient comfort. Also from a more fundamental point of view, a dual imaging modality 

workflow has a drawback: an extra source of uncertainties is introduced due to a potential 

registration error between CT and MRI required to fuse the information (8,9).  

A potential solution would be to switch to an MRI-only workflow for treatment 

planning where all information needed in the treatment planning process is acquired solely 

by MRI (10,11). A key step towards the clinical feasibility of MRI-only planning has been 

recent progress to derive electron density information, so-called “synthetic CT images”, from 

MR images (12–15). Currently, MRI-only planning for radiotherapy treatment of prostate 

cancer is being performed by several clinics worldwide (16).  

 A key challenge in the clinical implementation of MRI-only planning of prostate 

radiotherapy, has been the robust and accurate visualization and localization of FMs on MR 

images. FMs induce magnetic field distortions around them due to the magnetic 

susceptibility difference between the metallic marker and the tissue surrounding it. These 

field inhomogeneities cause local artifacts in MR images (17,18), the appearance of which 

depends on the pulse sequence used and the imaging parameter settings. These artifacts 

are usually used to determine the position of FMs (19). As the local magnetic field 

disturbance caused by the presence of FMs depends on their shape and orientation with 

respect to the direction of the main magnetic field, so does the visualization of FMs on MR 

images (20). 

Gradient-echo (GE) MR imaging is commonly used as a technique for visualization of 

FMs in the prostate. FMs typically appear as signal voids in GE MR magnitude images, 

which allows to identify and localize them. However, it is difficult to distinguish FMs from 
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other sources of local field inhomogeneities, like hemorrhages and calcifications, which 

appear as dark spots as well, and thus may resemble FMs (7,19,21,22). 

Recently, an MR-based automatic gold FMs detection method was presented (23), 

which is based on a template matching method applied to the complex MRI data (24). This 

method utilizes not only the signal voids observed on magnitude images for localization, but 

also phase variations around the markers. Although this facilitates robust automatic 

localization, the method requires dedicated image processing software which is not readily 

available at the MR console. 

To facilitate successful FM localization, FMs need to be assessed directly at the MR 

console while a patient is being scanned. This direct feedback allows RT technicians to 

immediately attempt a new scan or to refer a patient to a regular planning CT exam in case 

FMs are not present or cannot be directly visualized on the acquired MR images. 

In this work, we present a new method for FMs visualization in the prostate for MRI-

only radiotherapy, which facilitates FMs visualization with a positive contrast directly at the 

MR console, allowing RT technicians to immediately and easily localize FMs. The method is 

based on high bandwidth phase-cycled balanced steady-state free precession (bSSFP) 

imaging, which has a higher signal-to-noise (SNR) compared to conventional GE imaging. 

Phase-cycled bSSFP is a well-known MR acquisition technique, which is commonly used to 

eliminate the banding artifacts and to avoid signal loss in the magnitude images, which are 

caused by sensitivity of bSSFP signal to main magnetic field (B0) inhomogeneities (25–28). 

Phase-cycled bSSFP is a dynamic sequence with a predetermined number of dynamic 

acquisitions, in which the RF phase is linearly increased from one dynamic to another, which 

shifts the off-resonance profile of the signal dependent on the RF phase increment. The 

contrast of FMs in the phase-cycled bSSFP images varies between each dynamic 

acquisition because the manifestations of the susceptibility artifacts around FMs on MR 

images depend on the RF phase increment. 

To be able to optimize the method, we performed simulations to investigate the 

complex-valued phase-cycled bSSFP MR signal in the presence of one gold FM, and to 

investigate the relation of the true physical location of the FM with the geometrical 

manifestation of the artifacts. To validate the simulations, we performed phantoms and in 

vivo studies and compared the obtained experimentally artifacts with those predicted in 

simulations. The accuracy of the method was assessed in a phantom and in vivo by 

comparing the distances between the FM’s centers and the center of mass of FMs system 

measured using MR images acquired with the proposed phase-cycled bSSFP method and 

using CT (or MRI-only) images acquired with the reference techniques. 

 



Visualization of gold FMs in the prostate using phase-cycled bSSFP imaging 

 

119 
 

5.2  Methods 

5.2.1 Phase-cycled bSSFP signal model 

RF phase cycled bSSFP is a dynamic scan, where for each dynamic acquisition the phase 

of the RF excitation pulse is increased stepwise from one dynamic to another according to a 

certain RF phase incrementing scheme. For each dynamic acquisition the complex 

transverse magnetization     can be described as (27,29,30):   

         
      

        
                                                          

 

where     ,  ,   are the parameters dependent on the repetition time TR, the echo time TE, 

the relaxation times T1 and T2, the flip angle α, see Equations [1-3] in (31). θ is the 

resonance offset angle (in radians), θ = θ0 - ∆θ, where      (        )  ,      is the 

spatially varying off-resonance (in Hz), which includes the background term                 

and the term related to the presence of the FM        ,                             , 

both terms are spatially dependent although         is strongly spatially localized around 

the FM.     is the chemical shift of the species (in Hz) with respect to the water peak,  ∆θ is 

the phase increment (in radians) of the RF excitation pulse,      (        )   

          .            is the RF phase offset, related to the combination of RF transmit and 

receive phases (in radians). The use of phase-cycling shifts the off-resonance profile of the 

signal dependent on the RF phase increment, which is usually set to    
   

 
 (26), where n 

is the number of n
th

 dynamic acquisition, N is the total number of dynamic acquisitions. 

The RF phase offset            and the chemical shift of the species     are constant 

offsets. Without loss of generality, we chose them to be zero. 

 

5.2.2 Simulations 

Simulations of the phase-cycled bSSFP signal in the presence of one cylindrical gold FM (1 

mm diameter, 5 mm length) were performed. Simulations were adopted from the work by 

Beld et al (32), where the bSSFP steady-state signal in Equation [5.1] was assumed to be 

proportional to the effective spin density distribution. The complex-valued 3D phase-cycled 

bSSFP MR signal was simulated for two cases:                 = 0 and                  = -

15 Hz. The RF phase incrementing scheme       
 

 
, 

  

 
,  , 

  

 
 

  

 
   was used. 
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The scan parameter settings in the simulations were the same as the protocol 

parameter settings of the MR sequence used for the experiment on the phantom with one 

FM: field strength 3T, TE = 3.3 ms, TR = 6.7 ms, FA = 25˚, FOV = 50x50x50 mm
3
, readout 

bandwidth = 905.8 Hz, readout direction LR, 6 dynamic acquisitions with increment    

 
 ⁄ , voxel size 1x1x1 mm

3
, susceptibility of gold     = -34 ppm, susceptibility of water 

       = -9.05 ppm. 10x10x10 = 10
3
 isochromats were simulated per voxel for an image with 

1x1-mm
2
 in-plane voxels and a slice thickness of 1 mm. The relaxation times for the prostate 

at 3T were used for the simulations of the signal arising from the background tissue, with T1 

= 1400 ms, T2 = 80 ms (33). 

All simulations and calculations were performed in MATLAB R2015a (The 

MathWorks Inc, Natick, United States). 

 

5.2.3 Experiments 

5.2.3.1 Experiments in phantoms 

First, to validate the simulations, we compared the artifact patterns obtained in a phantom 

experimentally with those predicted by simulations. The experiment was performed using a 

clinical 3T MR scanner (Philips Ingenia, Best, The Netherlands) on an agar gel phantom 

with one gold FM (GM1054) implanted. A 15-channel head receive coil was used. Complex 

3D phase-cycled bSSFP data were acquired using the following protocol parameter settings: 

TR 6.7 ms, TE 3.3 ms, FA 25˚, FOV 200x200x60 mm
3
, acquisition voxel size 1x1x1 mm

3
, 

reconstruction voxel size 0.89x0.89x1 mm
3
, 6 dynamics acquisitions with RF phase 

increment       
 

 
 
  

 
   

  

 
 
  

 
  , scan time 03:59 min. 

In spoiled gradient echo (SPGR) imaging the echo time TE is the most important 

parameter related to the susceptibility artifact’s size. In bSSFP imaging the echo time TE is 

always equal to TR/2. To investigate, how the choice of TR influences the FM’s visualization 

in bSSFP images, complex 3D phase-cycled bSSFP data were additionally acquired for two 

different TR settings: TR = 4.9 ms and TR = 10 ms. The results were compared with the 

case of TR = 6.7 ms, FA = 25˚. Note that TE = TR/2 for each case. 

Next, to assess the accuracy of the FMs localization, the experiment was performed 

on an agar gel phantom with four gold FMs (GM1054) implanted using the same MR 

scanner with the same coil. Complex 3D phase-cycled bSSFP data were acquired using the 

following protocol parameter settings: TR 6.7 ms, TE 3.3 ms, FA 25˚, FOV 320x320x60 

mm
3
, acquisition voxel size 1.5x1.5x2 mm

3
, reconstruction voxel size 1x1x1 mm

3
, 6 
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dynamics acquisitions with       
 

 
 
  

 
   

  

 
 
  

 
  , scan time 02:07 min. A CT scan of the 

same phantom was acquired using a Philips Brilliance CT Big Bore (Philips, Best, The 

Netherlands) with the following parameter settings: 120 kVp, exposure 450 mAs, FOV 

369x369x200 mm
3
, voxel size 0.72x0.72x1 mm

3
. 

The coordinates of the top and the bottom of each FM were measured both on MR 

and CT images by a single observer using an in-house developed tool called Volumetool 

(34). Using the measured coordinates, the coordinates of the centers on FMs were 

calculated. Next, the coordinates of the center of mass (average coordinates) were 

calculated, and the distances from FM’s centers to the center of mass were calculated. The 

accuracy of detecting FMs was assessed by comparing the calculated distances using MR 

and CT images.  

 

5.2.3.2 Experiments in vivo 

10 patients participated in this study: 5 patients were scanned according to our institution’s 

standard clinical EBRT protocol which includes MRI and CT exams. The other 5 patients 

were scanned according to the clinical MRI-only protocol. Patient data was acquired in 

accordance with regulations set out by the local institutional review board. For all 10 

patients, in addition to clinical MRI EBRT protocol, complex 3D phase-cycled bSSFP data 

were acquired on a clinical 3T MR scanner using a 16-channel anterior receive coil 

combined with the posterior receive coil integrated in the MR table. The protocol parameter 

settings were used: TR 6.7 ms, TE 3.3 ms, FA 25˚, FOV 320x320x60 mm
3
, acquisition voxel 

size 1.5x1.5x2 mm
3
, reconstruction voxel size 1x1x1 mm

3
. Water-selective binomial 

excitation (ProSet type 1-3-3-1) was used for fat suppression. The acquisition time was 

02:07 min. For all 10 patients the coordinates of the top and the bottom of each FM were 

identified on the acquired phase-cycled bSSFP MR images by a single observer using 

Volumetool. Next, the coordinates of the centers of FMs and the center of mass were 

calculated, as well as the distances from FM’s centers to the center of mass (as was done 

for the phantom).  

CT scans of 5 out of 10 patients were acquired according to our clinical CT EBRT 

protocol on a Philips Brilliance CT Big Bore scanner, with the following parameter settings: 

120 kVp, exposure range for 5 patients was (83-186) mAs, FOV 446x446x279 mm
3
, voxel 

size 0.87x0.87x3 mm
3
. For these 5 patients the coordinates of the top and the bottom of 

each FM were identified on CT images by a single observer using Volumetool. Next, the 

coordinates of the centers of FMs and the center of mass were calculated as well as the 
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distances from FM’s centers to the center of mass. The accuracy of localization of FMs was 

assessed by comparing the calculated distances using MR and CT images. 

For the other 5 patients, which were scanned under clinical MRI-only protocol and 

thus no CT images were available, the coordinates of top and bottom of FMs were identified 

using MR images acquired with a clinically used high resolution bSSFP SPAIR (Spectral 

Attenuated Inversion Recovery) sequence in our radiotherapy department’s MRI-only 

protocol (FOV 250x250x90 mm
3
, acquisition voxel size 1x1x2 mm

3
, reconstruction voxel 

size 0.49x0.49x1 mm
3
). The acquisition time was 02:07 min. The coordinates of the centers 

of FMs, and the distances from the FM’s centers to the center of mass were calculated. The 

accuracy of detecting FMs was assessed by comparing the calculated distances using both 

types of MR images. 

Next, we visually compared the acquired dynamic images for all 10 patients and 

investigated, which dynamic, i.e. which RF phase increment, allows for the best visualization 

of FMs. As a result, a certain dynamic was selected, and the coordinates of the centers of 

FMs were identified using the selected scan. Again, the distances from FM’s centers to the 

center of mass of the FM’s system were calculated. The accuracy of detecting FMs in this 

case was assessed by comparing the calculated distances using MR images acquired with 

the proposed phase-cycled bSSFP method with the reference measurements (CT or MR 

SPAIR bSSFP for MRI-only), and the corresponding Bland-Altman plots were made. 

 

5.3 Results 

5.3.1 Simulation results 

Simulation results for one gold FM are shown in Figure 5.1. Magnitude, real and imaginary 

images are shown for coronal and axial planes for 6 dynamic acquisitions corresponding to 

different RF phase increments for two different spatially constant                  values: 0 

Hz and -15 Hz. A distinct artifact pattern can be seen over all simulated dynamic images for 

both values of                . A shift of about one dynamic in the artifact pattern can be 

observed between these cases, which is caused by the difference in                . Figure 

5.2 shows the zoomed-in images of the FM in the coronal plane, with the actual contours of 

the FM overlaid (case                 = 0). The artifacts exceed the actual size of the FM as 

expected, since the field disturbances extend beyond the FM. 

Both ends (top and bottom) of the FM are especially well visible on the images of 

dynamics number 1 (RF phase increment     ) and number 2 (RF phase increment 

    
 ⁄ ). Interestingly, on the imaginary image of dynamics number 5 (RF phase 
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increment      
 ⁄ ) and number 6 (RF phase increment      

 ⁄ ), the center of the 

bright spot on a dark background corresponds to the center of the FM, as can be seen in 

Figure 5.2. 

The simulations show that signal localization corresponds with the physical locations 

of the FM. 

 

5.3.2 Experimental results in phantoms 

MR images acquired in the phantom with one FM are shown in Figure 5.3. Magnitude, real, 

and imaginary images are shown for 6 dynamic acquisitions for coronal and axial planes. 

The experimental                 was found to be approximately -15 Hz in the center of the 

FM (by interpolating the background field not disturbed by FMs). The results match the 

simulation results shown in Figure 1(b). The images show a distinct MR contrast between 

the FM and the background for each dynamic. Unlike in the simulated MR images, where 

the background tissue signal is homogeneous, dark bands can be observed in MR images 

acquired in the phantom. These bands are known as banding artifacts and they are caused 

by the abrupt loss of the bSSFP signal at particular off-resonances. The spatially varying 

background B0 field in the phantom was not included in the simulations, where it was 

assumed spatially constant. In all the images in axial plane a line can be observed in the 

middle of the phantom. This effect is related to the way the phantom was built: the second 

layer of agar was placed on the first layer containing the FM. 

A comparison of the images acquired with different TR settings is presented in Figure 

5.4. The magnitude, real, and imaginary images are shown in coronal and axial planes for 

three dynamics number 1, number 2, and number 5. Only very small differences can be 

observed in the FM’s artifacts. The contrast differences are caused by different signal 

intensities acquired at different TR settings. The banding artifacts appear differently as the 

off-resonance frequencies at which they appear depend on TR as well. The echo time TE 

(which is equal to TR/2) almost does not change the appearance of the artifacts. 
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FIGURE 5.1. Simulation results of a single FM embedded in a homogeneous background tissue: the 

magnitude, real, and imaginary images simulated for coronal and axial planes for 6 dynamic 

acquisitions corresponding to different RF phase increment settings   . a) The background term 

                = 0; b) The background term                 = - 15 Hz. 
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The experimental results of scanning the phantom with four FMs are shown in Figure 

5.5. Magnitude, real, and imaginary images are shown for 6 dynamic acquisitions for coronal 

and axial planes through the 3D volume. The same distinct artifact pattern, which was 

predicted in simulations and which was seen in the experimental results in the phantom with 

one FM, can be observed here as well. The only difference here is that there are four FMs 

placed close to each other causing the artifact pattern to be slightly different. A photograph 

of the coronal plane and corresponding CT images for coronal and axial planes are shown 

for comparison. The distances between FM’s centers and the center of mass measured 

using MR and CT images are provided in Table 5.1.  

 

5.3.3 Experimental results in vivo 

The acquired data for 10 patients were processed. An example of MR images of the 

prostate of a patient with four implanted FMs is shown in Figure 5.6. A similar varying 

contrast pattern (dependent on the RF phase increment used) as induced by FM in the 

phantom, can be seen in this patient. FMs can be clearly seen on the acquired images and 

they show distinct artifact pattern. FMs appear very bright on the imaginary images of 

dynamics number 5 (RF phase increment      
 ⁄ ) and number 6 (RF phase increment 

     
 ⁄ ). This positive contrast facilitates a relatively straight forward direct visual 

localization of the FMs by an observer. Similar results were obtained in the other 9 patients: 

bright appearance of the FMs was observed on dynamics number 5 and 6 of real or 

imaginary images dependent on the actual RF phase offset            (which was assumed to 

be zero in simulations). The results for four patients are shown in Figure 5.7. Since the 

center of the FM is the center of the bright spot, as shown in Figure 5.2, imaginary/real 

images of dynamics number 5 and number 6 can be used directly for localization of the FM’s 

centers. 

An example of a patient with calcification in the prostate is shown in Figure 5.8. FMs show 

distinct behavior over all dynamic acquisitions as expected. Calcification was observed at 

CT images as a bright spot without streaking artifacts. At MR images the same calcification 

was observed as a dark spot on the magnitude images and a slightly bright spot on a dark 

prostate background on the imaginary images. We did not observe any significant changes 

in the appearance of this calcification in MR images for different RF phase increments. 
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FIGURE 5.2. The zoomed-in simulated images of the artifacts around one FM in the coronal plane, for 

different dynamics, with the actual contour of the FM overlaid (red dashed rectangle). The simulation 

was done for                 = 0. 
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FIGURE 5.3. Experimental results of the phantom with one gold FM implanted: the magnitude, real, and 

imaginary images for coronal and axial planes for six dynamic acquisitions corresponding to different RF 

phase increment settings. The data was acquired in 3D and shown only for two middle orthogonal 

slices. 
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FIGURE 5.4 Comparison of the images acquired with different TR settings: the magnitude, real, and 

imaginary images for coronal and axial planes for dynamics number 1 (red solid frame), number 2 

(green dashed frame), and nuber 5 (black dash dotted frame). Corresponding RF phase increment 

settings are ∆ = 0, π/3, 4π/3. Three cases are shown: TR = 6,7 ms, TR = 4.9 ms, TR = 10 ms. FA = 25˚ 

and TE = TR/2 for each case. 

 

Coronal 
 

 
Axial 

Coronal 
 

 
Axial 

Coronal 
 

 
Axial 

FA 25˚, TR 6.7 ms FA 25˚, TR 4.9 ms FA 25˚, TR 10 ms 

∆ = 0 ∆ = π/3 ∆ = 4π/3 

Dyn 1 Dyn 2 Dyn 5 

   

∆ = 0 ∆ = π/3 ∆ = 4π/3 

Dyn 1 Dyn 2 Dyn 5 

   

∆ = 0 ∆ = π/3 ∆ = 4π/3 

Dyn 1 Dyn 2 Dyn 5 

   

M
a
g

n
it

u
d

e
 

R
e
a
l 

Im
a
g

in
a

ry
 



Visualization of gold FMs in the prostate using phase-cycled bSSFP imaging 

 

129 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 5.5. Experimental results of the phantom with four gold FM implanted: a) The magnitude, real, 

and imaginary images for coronal and axial planes for 6 dynamic acquisitions corresponding to different 

RF phase increment settings; b) A photograph of the FMs in coronal plane; c) The CT image of the 

phantom in coronal and axial planes. 
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FIGURE 5.6. Example of images acquired in a patient: the magnitude, real and imaginary images for 

axial, coronal, and sagittal and planes for 6 dynamic acquisitions. The small yellow arrows indicate the 

locations of the FMs in the axial images (where visible). 
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FIGURE 5.7. Comparison of images acquired in four patients: the real images for axial, coronal, and 

sagittal planes for dynamics number 5 and 6 for patients number 1 and 2; the imaginary images for 

axial, coronal, and sagittal planes for dynamics number 5 and 6 for patients number 3 and 4. The small 

yellow arrows indicate the locations of the FMs in the axial images. 
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FIGURE 5.8. Example of images acquired in a patient with calcification in the prostate (identified with 

CT): the magnitude, real, and imaginary images for axial and coronal planes for few different dynamics; 

the CT images for axial and coronal planes. The small yellow arrows indicate the locations of the one of 

the FMs in the axial images. The calcification is marked with red circle on zoomed-in CT images. 
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An example of the performance of the method in a patient with rectal gas is shown in 

Figure 5.9. The banding artifacts, which can be seen on the prostate area, are caused by 

rectal gas, and their position depends on the RF phase increment. However, the FMs can 

still be clearly visualized over all dynamics, and the artifact pattern remains similar to the 

one predicted by simulations and obtained experimentally in other patients. The use of 

phase-cycling actually shifts the spatial location of the banding artifacts. Thus, there will 

always a phase-cycled image, where the bands do not coincide with the FMs.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 5.9. Example of images acquired in a patient with gas in the rectum: the magnitude, real, and 

imaginary images for axial, coronal, and sagittal planes for few different dynamics. Magnitude image of 

bSSFP SPAIR used in a standard MRI-only protocol is shown for comparison. Images are shown for 3 

orthogonal slices of 3D volumes. Note that the banding artifact close to the rectal wall shifts as results of 

using phase-cycling. The small yellow arrows indicate the locations of the FMs in the axial images. 
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5.3.4 Accuracy of the FMs localization 

In the phantom, the differences in distances measured between the centers of the FMs and 

the center of mass on MR and CT images using Volumetool are shown in Table 5.1. The 

errors are within 0.2 mm. 

In vivo results are presented in Figure 5.10: Bland-Altman plots comparing two 

measurement methods are shown: a) the measurements done using the phase-cycled 

bSSFP MR images (top and bottom of FMs identified on the magnitude images of dynamics 

number 1, 2, and 3) are compared with the measurements done using the reference images 

(CT or SPAIR bSSFP for MRI-only); b) the measurements done using the phase-cycled 

bSSFP MR images (the centers of “bright spot” artifacts, identified using the real/imaginary 

images of dynamics number 5, 6) are compared with the measurements done using the 

reference images (CT or SPAIR bSSFP for MRI-only). 

In these plots the differences between the two methods are plotted against the 

averages of these two methods. Horizontal lines are drawn at the mean difference, and at 

the limits of agreement, which were defined as the mean difference plus and minus 1.96 

times the standard deviation of the differences. The mean values for both cases are close to 

zero. Standard deviations were around 0.5 mm. 

 
 
 
 
Table 5.1. The measurements in the phantom with four FMs implanted 

Type of imaging 

Distance (Dn) between the center of the n
th

 FM and 
the center of mass of FMs system (mm) 

D1 D2 D3 D4 

CT 7.0 7.0 6.9 7.0 

MRI 7.0 7.1 7.0 7.1 

Deviation 
(MRI-CT) 

0 0.1 0.1 0.1 
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FIGURE 5.10. Bland-Altman plots: a) The measurements done using MR images (top and bottom of the 

FMs identified on the magnitude images of dynamics number 1, 2, and 3) acquired using phase-cycled 

bSSFP sequence are compared with the measurements done using the reference images (CT or 

SPAIR bSSFP for MRI-only); b) The measurements done using MR images (the centers of “bright spot” 

artifacts, identified using the real/imaginary images of dynamics number 5, 6) acquired using phase-

cycled bSSFP sequence are compared with the measurements done using the reference images (CT or 

SPAIR bSSFP for MRI-only). 
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Bland-Altman plot: MRI (center of the bright spots) vs Ref CT/MRI-only 
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5.4  Discussion 

In this work, we introduced a new method for FMs visualization in the prostate for MRI-only 

radiotherapy. There are other techniques for visualization of markers with positive contrast 

(35–38), however, they rely on non-standard acquisition modifications or dedicated post-

processing software. We opted for the use of bSSFP sequence for this purpose, since it is 

available on most clinical scanners, works without the need for dedicated processing 

software, provides the highest SNR efficiency with respect to other existing MR sequences, 

and allows for good visualization of the prostate. The bSSFP sequence employs a relatively 

short TR, leading to acceptable acquisition time and high bandwidth, ensuring geometric 

fidelity.  

The presented method is based on acquiring complex phase-cycled bSSFP data with 

different RF phase increment settings such that the manifestation of the artifacts around 

FMs in the acquired complex images is different for each dynamic acquisition and depends 

on the RF phase increment used.  

By inspecting the acquired dynamic complex images, a certain dynamic can be 

chosen and used by RT technicians for FMs localization. We found that the imaginary/real 

images of dynamics number 5 and number 6 provide optimal positive contrast for direct 

localization of the FM’s centers (applicable at 3T, TR 6.7 ms, TE 3.3 ms, 6 dynamics with 

RF phase increment       
 

 
 
  

 
   

  

 
 
  

 
  ). The simulations and phantom results indicate 

that the centers of bright spots within a dark prostate background coincide with the FM’s 

centers. Hence, the proposed method facilitates FMs visualization with a positive contrast 

directly at the MR console, allowing RT technicians to localize FMs during the scan session. 

However, a bright appearance of the FMs on real or imaginary images of dynamics 

number 5 and number 6 depends on the actual background B0 field. Spatial variations of the 

B0 field induce differences in the artifacts around FMs in MR images. As we showed in the 

simulations, different background B0 field causes a shift in the artifact pattern. In the 

prostate, the B0 field is usually quite homogeneous with the differences in                 in 

the range [-10 Hz; 10 Hz] or maximum absolute differences in                 within the 

prostate of around 20 Hz. Due to imperfect shimming or B0 drift, the off-resonance 

                can vary even more, in such a case the bright appearance of the FMs can 

be observed on different dynamics, shifted relative to the original one, for example, number 

4 and number 5, or number 6 and number 1.  

In general, for a similar experimental setup (field strength 3T, TR 6.7 ms, TE 3.3 ms, 

6 dynamics with RF phase increment       
 

 
 
  

 
   

  

 
 
  

 
  , we believe that for most 

patients with the same gold FMs, the positive contrast will be visible in dynamics number 5 
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(   
  

 
 ) and number 6 (   

  

 
 ). At different magnetic field strengths and/or different MR 

acquisition parameter settings, the appearance of FMs might be different, and the RF phase 

increment for which positive contrast is seen may vary. Nevertheless, FMs will always show 

positive contrast with the background at certain specific RF phase increment.  

The simulations were performed for a single FM. In reality four FMs will be implanted 

in the prostate, however, we do not expect them to influence each other’s appearance. The 

changes in the local magnetic field due to the presence of a neighboring FM are very small 

compared to the local magnetic field. Therefore, the magnetic moment of a FM will not be 

affected by the magnetic moment of others FMs. 

The simulations were only performed when a FM was parallel to the main magnetic 

field. We observed similar artifact patterns in cases with slight angulations of FMs, which 

occurred in some patients. We did not see any significant artifact deviations in all 10 patients 

included in this study. 

In 1 out of 10 patients we observed calcification. FMs, in this case, showed a distinct 

behavior in all acquired dynamic images, whereas calcification remained almost the same in 

all acquired images. We expect that calcification cannot replicate the FM’s artifact pattern 

and therefore they can be distinguished from one another.  

The main drawback of using bSSFP imaging is the presence of banding artifacts on 

the acquired magnitude images due to B0 inhomogeneity. The use of shorter TR might help 

to shift the banding artifacts towards outer FOV. B0 distortions are often caused by the rectal 

gas, which leads to banding artifacts located very close to the rectal wall or inside the 

prostate. Based on an example of one patient with rectal gas, we expect FMs to be distinctly 

visualized in all acquired images with artifact pattern similar to the one predicted by 

simulations. An additional advantage of the use of phase-cycling is that the banding artifacts 

spatially shift for different RF phase increments allowing always an observation where the 

banding artifacts do not coincide with the FMs. 

For this pulse sequence, TE is always chosen equal to TR/2. As we showed, the 

choice of TR has a very minor effect on the appearance of the artifacts, which allows for 

adjustment of TR (and correspondingly TE) for any specific purpose, such as to save 

scanning time by decreasing TR or to acquire fat-water in-phase or out-of-phase images by 

adjusting TE. 

The acquisition time is proportional to the number of dynamics used. In our 

experiments, we used the RF phase-cycling scheme with 6 RF phase increment settings, 

which resulted in the acquisition time of about 2 min. However, the number of RF phase 

increment settings can be further reduced to 4 or even less to save scanning time. 
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The manifestations of the artifacts around FMs in phase-cycled bSSFP images 

depend on the RF phase increment and are different for each dynamic acquisition, which 

creates a specific pattern of artifacts. This knowledge can be further used for template 

matching algorithms, which may increase the accuracy of automatic FMs localization 

methods, at the cost of needing post-processing software. 

The results show accurate (within 1 mm) matching of FMs localization between CT 

and MR images on 5 patients, proving the feasibility of in vivo FMs detection on MR images 

only. 

Our results show that in the real/imaginary images of the dynamics number 5 and 

number 6, the prostate manifests itself as a strongly hypo-intense structure with very good 

contrast with neighboring tissues. In the future, we will investigate whether this technique 

could be used for prostate contouring as well. A multi-purpose sequence for contouring and 

FMs localization is desirable as for separate scans there is always the risk of inter-scan 

motion that will propagate as a systematic error in the position of the prostate. Additionally, 

the use of a multi-purpose sequence would reduce the overall examination time, which is 

clinically beneficial. 

 

5.5 Conclusion 

We have presented a new method for direct visualization of fiducial markers in the prostate 

for MRI-only radiotherapy. The method is based on phase-cycled bSSFP imaging, providing 

different contrast of FMs with background dependent on RF phase increment used. The 

method does not require any additional post-processing or software. Thereby, detection of 

FMs can be easily done directly at the MR console,  allowing RT technicians to obtain 

immediate feedback on the anticipated feasibility of accurate FM localization while the 

patient is being scanned.  
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In recent years, there has been considerable interest in quantitative MRI, and particularly in 

quantitative relaxometry, which refers to the measurement of the magnetic relaxation times 

of tissues (T1, T2, T2*). The contrasts in conventional MRI are often based on the relaxation 

times. Different tissues have different values for the relaxation times, and in case of disease, 

these values often change. For example, brain pathology is often associated with prolonged 

values of the relaxation times T1, T2, and T2* (1–3). For this reason, quantitative relaxometry 

could be a useful tool for detecting the changes in tissues associated with diseases or other 

biological processes and based on this, for improvement of tissue characterization and 

differentiation (3–5).  

Quantitative relaxometry has been widely used in research studies and clinical 

applications in the brain and in the body (3,6,7). Relaxometry analysis has been applied in 

the brain in the context of the assessment of multiple sclerosis, demyelination, stroke, 

epilepsy, edema, tumors, etc (6,8–14). Furthermore, 3D maps of the relaxation times can be 

used for automatic brain tissue segmentation and volume measurements for many 

neuroradiological applications (15–17). In the body, quantitative relaxometry has been 

applied for the assessment of disorders of different organs, e.g. prostate, kidneys, pancreas, 

liver, heart (18–22).   

Many different techniques and approaches have been developed to measure 

relaxation times. However, obtaining precise and accurate maps of the relaxation times in a 

reproducible manner within an acceptable time frame remains challenging. In addition to the 

fact that the relaxation times depend on temperature and on the magnetic field strength, 

considerable variations can be observed in literature. This can be caused by biological 

variations of the relaxation times over population (4,23–26), but may be also related to the 

fact that different scanners were used or different implementations of the methods were 

used to obtain the maps of the relaxation times. (27–33).  

In this thesis, research with respect to a new method for quantitative MRI was 

presented. A method named PLANET was developed, which is capable of volumetric 

reconstruction of five parameter maps, such as the relaxation times T1 and T2, the local off-

resonance, the RF phase (related to the combination of RF transmit and receive phases), 

and the banding free bSSFP signal magnitude.  

As was described in Chapter 2, the method is based on the phase-cycled bSSFP 

sequence, which is available on most clinical scanners and allows for rapid imaging with the 

highest SNR efficiency among all known sequences (34). The complex-valued bSSFP signal 

acquired over different RF phase increments produces an elliptical trajectory in the 

transverse signal plane. Prior knowledge of this elliptical trajectory was used to reformulate 

the fitting problem into a convex one, which was solved directly using a linear least-squares 

https://translate.academic.ru/in%20addition%20to%20the%20fact%20that/ru/en/
https://translate.academic.ru/in%20addition%20to%20the%20fact%20that/ru/en/
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method under an ellipse-specific constraint, resulting in the unique solution of the fitting 

problem. Next, analytical solutions to extract the relaxation parameters T1, T2, and the 

banding-free signal magnitude from the fitting results were derived, and the off-resonance 

and the RF phase were calculated from the same dataset. 

The PLANET approach is simple, robust and fast. The typical PLANET acquisition 

consists of 8-10 phase-cycled acquisitions and takes around 10-12 min for full brain 

coverage with FOV 220x220x100 mm
3
 and voxel size 1x1x4 mm

3 
(without using any 

acceleration technique). The reconstruction time is very short due to the use of non-iterative 

linear least-squares fitting and takes approximately 6-7 seconds per slice of matrix size 

224x224. The feasibility of using the PLANET method for QMRI at realistic SNR levels was 

demonstrated in Chapter 2. Note, that throughout this chapter, a single-component 

relaxation model assuming a single-peak (Lorentzian) frequency distribution for signal in 

each image voxel was used in the PLANET reconstruction. 

A detailed study of the precision and accuracy of the method in relation to the SNR 

was described in Chapter 3. When applied to a phantom (a single-peak frequency 

distribution with mono-exponential relaxation model), the method allowed for accurate and 

precise parameter mapping at realistic SNR levels when the sequence parameter settings 

for the repetition time (TR), and the flip angle (FA) were properly chosen. In our simulations, 

made for a single-component signal model, a broad “sweet spot” of TR and FA combinations 

was found, for which high accuracy and precision in the parameter estimates can be 

achieved over a wide range of relaxation times at realistic SNR levels. This is a clear 

advantage of the PLANET method compared to conventional methods, where fine tuning of 

parameter settings is required for each specific range of T1 and T2 values. The combination 

of FA of 20˚- 30˚ and TR of 10 ms was chosen for a single-component signal model to 

estimate T1 in the range of 200 ms to 3000 ms, and T2 in the range of 50 ms to 500 ms, with 

high accuracy and precision at realistic SNRs within acceptable scan time. 

However, when the PLANET method was applied in vivo in a tissue where multiple 

components with different relaxation times and frequency distributions were present in a 

voxel, systematic errors in the estimated quantitative parameters were observed. The 

currently implemented PLANET model is based on a single-component relaxation model, 

which results in a symmetric bSSFP magnitude profile. However, in some biological tissues 

like white matter in the human brain, fat tissue, or bone marrow, multiple relaxation 

components with different frequency distributions are present, which has an impact on the 

performance of the PLANET method. For example, white matter tissue is often modeled to 

be a two-component system consisting of a dominant component with long T1 and T2, and a 

smaller component with short T1 and T2, related to the presence of myelin (35–38). The 
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frequency shift between the components in combination with their relative abundance and 

individual relaxation behavior causes asymmetries in the bSSFP profile (39,40). Then the 

signal coming from such tissue is a complex weighted sum of signals from the individual 

components. As was shown in Chapter 3, the ellipse of the dominant component is 

disturbed by the presence of the second component. Their weighted complex sum generally 

does not form a perfect ellipse. However, the myelin component has shorter relaxation times 

and a smaller volume fraction than the main component has, and their complex weighted 

sum can still be fitted reasonably well as an ellipse, but with “observed” T1 and T2 values 

shorter than the corresponding values for the dominant WM component. This fact explains 

the observed underestimation of the relaxation times in white matter tissue compared with 

the reference values. Numerical simulations showed that the underestimation in T1 and T2 

depends on the choice of FA and TR, as well as on the individual relaxation times of the 

components, on the frequency shift between them, and on their volume fractions. 

Furthermore, as was shown in Chapters 2 and 3, the underestimation in T1 and T2 depends 

on the main magnetic field strength. By adjusting the protocol parameter settings, the effects 

of the presence of multiple components can be minimized or on the contrary exaggerated. 

This suggests that the PLANET method has a sensitivity for detecting the presence of 

multiple components, which, for example, might be used to detect demyelination in the 

human brain and deserves to be further investigated and optimized.  

The center of an ellipse that is fitted to the acquired multiple-peaks data and rotated 

to its conic vertical form, is shifted from the imaginary axis (Yc = 0), and the absolute value of 

the shift increases with increasing fraction of the second component, as can be seen in the 

simulation results shown in Figure 6.1. This feature allows to identify the presence of 

multiple peaks. Based on our preliminary results (41), the PLANET method can potentially 

be used to map the spatial distribution of voxels in which multiple spectral peaks are 

present, like fat, and to create a fat-only map. A new method for fat-water separation based 

on PLANET reconstruction can be possibly developed. 

For all these reasons, the multiple-component issue requires more attention, and the 

possibility to develop an advanced multiple-component model-based PLANET method 

should be further investigated. 

The PLANET method is sensitive to B0 drift, as was shown in Chapter 4. Drift-

induced errors in the estimated parameters were found to depend on the T1 and T2 values, 

as well as on the sequence parameter settings for TR and FA. For example, in the phantom 

(T1 = 430 ms, T2 = 50 ms), the B0 drift of 10 Hz over the 11-minute duration of the PLANET 

acquisition was measured, and it caused errors of about 4% and 8% in the estimated T1 and 

T2 values. However, in the brain, where multiple components are present, the same amount 
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of drift only had a minor effect, as the presence of multiple components is the main reason 

for the “non-elliptical” distribution of the data points. The observed difference in the results in 

the phantom and in the brain is not very intuitively understood and deserves further 

attention.  

The severity of drift depends on the field strength, history of gradient activity and 

heating of metallic components of the scanner, PLANET acquisition time, the used gradient 

mode, shimming, and other factors, which vary among different systems and over time. 

Even though the errors in estimated quantitative parameters caused by drift in the human 

brain were small (1%‐5%) compared with the errors caused by the presence of multiple 

components (about 30% underestimation), they cannot be predicted and can potentially 

affect reproducibility of the results, as drift effects are generally not reproducible. As was 

shown in Chapter 4, drift-induced errors can be successfully corrected by applying a linear 

drift correction algorithm. Acquiring two fast low-resolution reference B0 mapping scans 

before and after the PLANET acquisition is generally a simple direct way to correct for drift. 

However, the method would benefit from a rapid drift self-correction algorithm, which could 

be based on estimating the B0 drift from acquired phase-cycled bSSFP data itself without 

performing additional scans. The linear model for the temporal evolution of the drift over the 

typical duration of a PLANET acquisition (10-12 min) has been shown to be a fair 

approximation of the exponential drift observed in the experiments reported in this chapter. If 

the drift is not linear, a more sophisticated drift correction algorithm might be necessary. 

As was shown in Chapter 5, the complex-valued phase-cycled bSSFP images can be 

used for accurate visualization of gold fiducial markers in the prostate with a positive 

contrast for MRI-only radiotherapy. As was shown, the manifestations of the susceptibility 

artifacts around FMs in the acquired complex images depend on the RF phase increment 

used. By inspecting the acquired complex images, a certain dynamic can be chosen and 

routinely used by RT technicians for FMs localization during the scan session. In the 

reported experimental setup (3T, TR 6.7 ms, TE 3.3 ms, 6 dynamics with RF phase 

increment       
 

 
 
  

 
   

  

 
 

  

 
  ), the imaginary/real images of dynamics number 5 and 

number 6 provided optimal positive contrast for direct localization of the FM’s centers. 

However, at different magnetic field strengths and/or different MR acquisition parameter 

settings, or under high offsets of the background B0 field, the appearance of FMs might be 

different, and the RF phase increment for which positive contrast is seen may vary. 

Nevertheless, FMs will always show positive contrast with the background at a certain 

specific RF phase increment.  
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FIGURE 6.1. Simulation results for a two-component tissue depending on the fraction of the second 

component: 0%, 20%, 50%. Frequency shift between the components (first component: T1,1 = 2000 ms, 

T2,1 = 500 ms; second component T1,2 = 300 ms, T2,2 = 80 ms) for all cases ∆f = 220 Hz. The simulated 

data points are shown with corresponding elliptical fits. The vertical conic form of the ellipse is shown for 

each case, as well as the value of parameter Yc. 
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In the experiments reported in this chapter, the RF phase-cycling scheme with 6 RF 

phase increment settings was used and resulted in an acquisition time of around 2 min. 

However, the number of RF phase increment settings can be further reduced to 4 or even 

less to save scanning time. The advantage of this method is that it does not require any 

additional post-processing or software. Thereby, detection of FMs can be easily done 

directly at the MR console, allowing RT technicians to obtain immediate feedback on the 

anticipated feasibility of accurate FM localization while the patient is being scanned.  

The method is now included in the clinical MRI-only prostate protocol in the 

Radiotherapy department of the UMC Utrecht. In general, the method allows to visualize any 

object which gives B0 distortions, like low dose rate (LDR) brachytherapy seeds, or needles 

for high dose rate (HDR) brachytherapy.  

 

 

7.1 Future perspectives 

 

The PLANET method is based on the bSSFP sequence, an important advantage of which is 

that it offers rapid imaging with very high SNR per unit time.  

The feasibility of using PLANET for QMRI in vivo was shown in the human brain, 

which is more or less a static object. As mentioned above, the typical PLANET acquisition 

takes around 10-12 min for full brain coverage using a common 3D cartesian sampling of k-

space without using any acceleration technique. By applying a certain acceleration method, 

such as parallel imaging (42) or compressed sensing (43), the duration of a PLANET 

acquisition can be considerably reduced. Evaluation of the impact of acceleration in terms of 

SNR, accuracy, and precision is subject of further research. 

The PLANET method has the potential to become a robust method for QMRI in the 

brain. Applications of the method in the body, where respiratory motion is present, pose 

additional challenges. First, the effect of motion-induced signal artifacts upon elliptical signal 

trajectories has to be investigated. Based on the this, the implementation of the PLANET 

method should be adapted. The most obvious ways to minimize the impact of motion in the 

abdomen are to reduce the duration of a single phase-cycled PLANET acquisition to one 

breath hold, or to use a respiratory-gated acquisition. Switching to more advanced motion-

correction algorithms, such as using radial readouts sequences (dynamically phase-cycled 

radial bSSFP (44)), offers an opportunity for self-navigation, which is of interest for the 

specific purpose of abdominal imaging (45,46).  

When volumetric coverage is not required, switching to the multiple 2D acquisition 

mode would considerably decrease the acquisition time, and motion would have less impact, 
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which would be of interest for abdominal imaging. However, based on our preliminary results 

(47), the non-ideal FA profile over the slice, associated with 2D slice selection, compromises 

the required elliptical behavior of the complex transverse magnetization, as can be seen in 

the simulation results presented in Figure 6.2. The optimization of the RF excitation pulse 

should be performed for a better slice profile. Further investigation and optimization of the 

2D method is the subject of future research.   

Although T1 and T2 probably are the most interesting parameters for clinical 

applications, the fact that PLANET can also reconstruct other parameters deserves further 

attention. The banding free bSSFP signal magnitude imaging has diagnostic value for 

clinical applications in cardiac imaging, angiography, abdominal and pelvic imaging, fetal 

imaging (48–53). PLANET method may be applied for investigating the susceptibility effects 

and the electrical tissue properties: the off-resonance maps can be used for quantitative 

susceptibility mapping (QSM) (54). RF phase maps could potentially be used for electric 

properties tomography (55) and conductivity mapping in the brain (56). 

In conclusion, PLANET is a competitive method for QMRI in terms of acquisition time, 

number of estimated quantitative parameters, adaptation of the MR protocol parameters to 

the range of relaxation times expected, and easy implementation on a standard clinical 

scanner, that deserves further attention. 

Next steps should be performed to investigate and validate the reproducibility, 

portability, and independence of the measurements of the institution, the MR scanner used, 

and MR protocol parameter settings. 
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FIGURE 6.2. The results of Bloch simulation for the default and for the improved RF excitation pulses: 

the RF excitation pulse, the flip angle profile in comparison with ideal profile, the complex steady-state 

signal distributions for the default and for the improved RF pulses, slice profiles and an example of the 

ellipses fitted to data points. 
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Recent years have witnessed a considerable interest in quantitative MRI (QMRI), which 

aims to map quantitative imaging biomarkers (QIBs) representing underlying biological and 

physiological tissue characteristics or processes.  

The relaxation times (T1, T2, T2*) are intrinsic tissue parameters, on which the 

contrasts in conventional MR images are often based, as was described in details in 

Chapter 1. Different tissues have different values for the relaxation times, and in case of 

disease, the values often change. This makes the relaxation times relevant QIBs. Measuring 

relaxation times has been a goal of research for a long time and many techniques and 

approaches have been developed to measure these parameters. However, reproducibly 

obtaining precise and accurate maps of relaxation times within an acceptable time frame 

remains challenging. Measurement results are known to depend on the methods used for 

quantification, on the implementation of the pulse sequences used, on MR protocol 

parameter settings, and even on the type and brand of the MR scanner on which the patient 

was scanned. 

This thesis is about a new method for quantitative MRI. First, the methodology of the 

method was described. Next, its performance was further investigated, and the method was 

optimized for different applications.  

In Chapter 2, the PLANET method: an elliPse fitting approach for simuLtaneous T1 

and T2 mApping using phase-cycled balaNced stEady-sTate free precession was 

introduced. The fitting of the elliptical model to the acquired complex phased-cycled bSSFP 

data is performed under an “ellipse-specific” constraint, directly by a linear least-squares 

method, which resulted in simple and fast post-processing. Following this approach, the 

maps of relaxation times T1 and T2, the banding free magnitude image, the off-resonance 

map, and the RF phase map are simultaneously reconstructed from the fitting results.  

The feasibility of the method was demonstrated in a dedicated phantom and in the 

brain of healthy volunteers on a standard clinical MR scanner with a regular coil setup. The 

results for T1 and T2 values in the phantom were in good agreement with the reference 

values. However, in the brain, an underestimation in both T1 and T2 values was observed 

compared with both the reference values and the values published in the literature. Unlike T2 

estimates, T1 estimates showed sensitivity to the actual Flip Angle (FA) errors, and a 

correction for B1 field inhomogeneity was required as part of PLANET post-processing. 

Magnetization Transfer (MT) effects were shown to influence T1 quantification as well, 

particularly in WM, and a partial mitigation strategy to minimize the impact of MT effects was 

employed. Still, an underestimation in T1 values of about 15-20% and in T2 values of about 

10% was observed in the brain at 1.5T. 
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In Chapter 3, the influence of sequence parameter settings for the repetition time TR, 

the flip angle FA, and the number of RF phase increments N, on the accuracy and precision 

of quantitative parameter maps reconstructed using the PLANET method was investigated. 

First, numerical simulations and experiments were performed to assess the errors in 

quantitative parameter maps reconstructed using the PLANET method for a single-

component signal, i.e. a single resonance MR signal resulting from one tissue component 

exhibiting mono-exponential longitudinal and transverse relaxation). Next, it was 

investigated which SNR is required for accurate and precise parameter estimation, and the 

results showed, that for a single-component signal model there is a broad “sweet spot” of 

sequence parameter value combinations for which high accuracy and precision in the 

parameter estimates are achieved over a wide range of relaxation times at realistic SNR 

levels.  

However, in practice voxels at boundaries of different tissue types will contain mixed 

signals, with multiple relaxation times. In addition, in many biological tissues, like white 

matter in the human brain, adipose tissue, and bone marrow, multiple components with 

different relaxation times and different resonance frequencies are present. In such cases, a 

single-component model-based PLANET reconstruction might fail. For this reason, the 

performance of the PLANET method for a two-component signal model was investigated. 

For this, white matter tissue containing a second myelin-related component was used as a 

model for numerical simulations and volunteer experiments. The results showed that the 

presence of a second component does influence the performance of the method. An 

underestimation in T1 and T2 values of about 30% was observed in the brain at 3T and was 

confirmed by numerical simulations for a similar experimental setup. Furthermore, the 

simulation results showed that the errors in the estimated parameters caused by the 

presence of the second component depend on the choice of FA and TR, on the relaxation 

times of the components, on the frequency shift between them and on their volume 

fractions. 

The effects of Gibbs ringing were also investigated, because the RF phase-cycling 

spatially shifts the banding artifacts, causing the Gibbs ringing to be different for each 

phase-cycled image. The results showed that using a high resolution in combination with a 

suitable method for removal of Gibbs ringing artifacts improves the precision and accuracy 

of the parameter estimates when PLANET is applied to an object with sharp signal intensity 

edges. For in vivo use, using a relatively high resolution (in-plane voxel size of 0.98x0.98 

mm
2
) was enough to minimize Gibbs ringing artifacts. 

An important prerequisite for the PLANET model is a static main magnetic field (B0) 

throughout the phase-cycled bSSFP acquisition, which can take up to 10-15 min depending 
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on the resolution and the required field-of-view (FOV). Due to intensive gradient activity, B0 

drift can occur, which might result in errors in the PLANET-estimated quantitative 

parameters. In Chapter 4, the results of the investigation of the influence of B0 drift on the 

performance of the PLANET method for single-component and two-component signal 

models are presented. The influence of B0 drift on the quantitative parameter estimates was 

assessed experimentally in a phantom and in the brain of healthy volunteers. The results 

were consequently verified by numerical simulations. A simple drift correction algorithm was 

proposed by acquiring two fast low-resolution reference B0 mapping scans before and after 

the PLANET acquisition. The results showed that B0 drift over the duration of PLANET 

acquisition causes errors in the estimated quantitative parameters. For both single-

component and two-component signal models, drift-induced errors were successfully 

corrected by applying the proposed drift correction algorithm. 

While applying the PLANET method in patients undergoing prostate radiotherapy, it 

was observed that the acquired phase-cycled bSSFP images are useful for qualitative 

assessment of fiducial markers (FMs) in the prostate, which are implanted there as 

landmarks for localization of the prostate during radiotherapy. Chapter 5 describes a clinical 

application of the phase-cycled bSSFP imaging in the prostate. A new method for 

visualization of FMs in the prostate with positive contrast for MRI-only radiotherapy was 

presented.  

First, numerical simulations were performed to investigate the complex-valued 

phase-cycled bSSFP signal in the presence of a gold FM, and the relation of the true 

physical location of the FM with the geometrical manifestation of the artifacts was 

investigated. Next, phantoms and in vivo studies were performed to validate the simulations. 

The experimentally obtained artifacts were compared with those predicted in simulations, 

and the accuracy of the localization of FMs was assessed in both a phantom and in vivo. 

The experiments showed that the FMs have a positive contrast with respect to the prostate 

background on real/imaginary phase-cycled bSSFP images in all ten patients. The same 

positive contrast of FMs with respect to the prostate background on real/imaginary phase-

cycled bSSFP images was observed in the phantoms and was confirmed by simulations. 

For all ten patients, the results showed accurate (within 1 mm) matching of FMs localization 

done using MR images acquired with phase-cycled bSSFP sequence compared with FMs 

localization done using the reference images (CT or SPAIR bSSFP for MRI-only), which 

proves the feasibility of in vivo FMs detection on MR images only. Thereby, detection of FMs 

can be easily done directly at the MR console, allowing RT technicians to obtain immediate 

feedback on the anticipated feasibility of accurate FM localization while the patient is being 

examined.  
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In de afgelopen jaren is er veel aandacht geweest voor kwantitatieve MRI (QMRI). 

Hieronder wordt verstaan het met behulp van MRI afbeelden van kwantitatieve imaging 

biomarkers (QIB's), die de kwantitatieve parameters vertegenwoordigen die verband houden 

met biologische en fysiologische eigenschappen van weefsels.  

De relaxatietijden (T1, T2, T2*) zijn intrinsieke weefselparameters, die de contrasten in 

conventionele MR-beelden, zoals die gebruikt worden in de radiologische praktijk, bepalen. 

Tevens zijn deze parameters relevante QIB's, zoals in detail wordt beschreven in 

Hoofdstuk 1. Verschillende weefsels hebben verschillende waarden voor de relaxatietijden, 

en het meten daarvan (relaxometrie) is reeds lang een onderzoeksfocus. Er zijn veel 

verschillende QMRI-technieken voor relaxometrie voorgesteld. Het reproduceerbaar 

verkrijgen van precieze en nauwkeurige maps van relaxatietijden binnen een acceptabel 

tijdsbestek blijft echter een uitdaging. Het is bekend dat meetresultaten afhangen van de 

methoden die worden gebruikt voor kwantificering, van de implementatie van de gebruikte 

pulssequenties, van parameterinstellingen van het MR-protocol en zelfs van het type en 

merk van de MR-scanner waarop de patiënt werd gescand. 

Dit proefschrift gaat over een nieuwe methode voor kwantitatieve MRI. Eerst werd de 

methodologie van de methode beschreven. Vervolgens werden de prestaties ervan verder 

onderzocht en werd de methode geoptimaliseerd voor verschillende toepassingen. 

In Hoofdstuk 2 wordt de PLANET-methode geïntroduceerd: an elliPse fitting 

approach for simuLtaneous T1 and T2 mApping using phase-cycled balaNced stEady-sTate 

free precession. De methode is gebaseerd op de lineaire kleinste-kwadraten-aanpassing 

van een ellips aan meetpunten van het complexe MRI-signaal gemeten met een 

zogenaamde phase-cycled bSSFP sequentie. De aanpassing van het elliptische model aan 

de verkregen meetpunten werd geherformuleerd als een lineair convex probleem, dat 

rechtstreeks werd opgelost met een kleinste-kwadratenmethode specifiek voor ellipsen, die 

resulteerde in een eenvoudige en snelle nabewerking. De relaxatietijden T1 en T2, de 

signaalmagnitude zonder banding artefacten, de off-resonance ∆f0 en de RF-fase φRF, 

kunnen gelijktijdig worden gereconstrueerd.  

De haalbaarheid van de methode werd aangetoond in een speciaal fantoom en in de 

hersenen van gezonde vrijwilligers op een klinische MR-scanner met een reguliere 

spoelopstelling en met reguliere scanparameterinstellingen. De resultaten voor T1- en T2-

waarden in het fantoom kwamen goed overeen met de referentiewaarden. In de hersenen 

werd echter een onderschatting in zowel T1- als T2-waarden waargenomen in vergelijking 

met de referentiewaarden. In tegenstelling tot T2-schattingen bleken T1-schattingen gevoelig 

voor afwijkingen in de fliphoek, waardoor een correctie voor B1-veldinhomogeniteit vereist 

was als onderdeel van de PLANET-nabewerking. Magnetization Transfer (MT)-effecten 
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bleken ook de T1-kwantificatie te beïnvloeden, met name in witte stof, en een gedeeltelijke 

mitigatiestrategie om de impact van MT-effecten te minimaliseren werd toegepast. Toch 

werd een systematische onderschatting in T1-waarden van ongeveer 15-20% en in T2-

waarden van ongeveer 10% waargenomen in de hersenen vergeleken met de 

referentiewaarden. 

In Hoofdstuk 3 werd de invloed van sequentieparameterinstellingen (de repetitietijd 

TR, de fliphoek FA en het aantal RF-fase-stappen N) op de nauwkeurigheid en precisie in 

door PLANET geschatte kwantitatieve parameters onderzocht. Door numerieke simulaties 

en experimenten uit te voeren, werden de fouten in kwantitatieve parameterschattingen 

onderzocht voor de PLANET-reconstructie van een signaal met één component (afkomstig 

van weefsel met mono-exponentiële T1 en T2 relaxatie). Verder werd de minimale SNR 

berekend die vereist is voor nauwkeurige en precieze parameterschatting. De resultaten 

toonden aan dat er voor een signaalmodel met slechts één component een brede "sweet 

spot" van sequentieparametercombinaties bestaat waarvoor een hoge nauwkeurigheid en 

een hoge precisie in de parameterschattingen worden bereikt over een breed bereik aan 

relaxatietijden bij realistische SNR’s. 

In de praktijk zullen voxels bij grenzen van verschillende weefseltypen echter 

gemengde signalen bevatten, met meerdere relaxatietijden. Bovendien zijn in veel 

biologische weefsels, zoals witte stof in het brein, vetweefsel en beenmerg, meerdere 

componenten met verschillende relaxatietijden en verschillende resonantiefrequenties 

aanwezig. In dergelijke gevallen kan een modelgebaseerde PLANET-reconstructie met één 

component mislukken. Om deze reden werd de werking van de PLANET-methode voor een 

tweecomponentensignaalmodel onderzocht. Hiervoor werd witte-stofweefsel met een 

tweede myeline-gerelateerde component gebruikt als model voor numerieke simulaties en 

vrijwilligersexperimenten. De resultaten toonden aan dat de aanwezigheid van een tweede 

component de prestaties van de methode beïnvloedt. Een onderschatting in T1- en T2-

waarden van ongeveer 30% werd waargenomen in de hersenen bij 3T en werd bevestigd 

door numerieke simulaties voor een vergelijkbare experimentele opstelling. Verder toonden 

de simulatieresultaten aan dat de fouten in de geschatte parameters veroorzaakt door de 

aanwezigheid van de tweede component afhangen van de keuze van FA en TR, van de 

relaxatietijden van de componenten, van het frequentieverschil tussen de twee 

componenten en van hun volumefracties. 

Er is ook onderzoek gedaan naar de effecten van Gibbs-ringing, gemotiveerd door 

het besef dat tijdens de RF-fasecyclus de bandartefacten ruimtelijk verschuiven, waardoor 

de Gibbs-ringing in principe verschilt per beeld. De resultaten toonden aan dat een hoge 

acquisitiematrix in combinatie met een geschikte methode voor het verwijderen van Gibbs-
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ringing artefacten de precisie en nauwkeurigheid van de parameterschattingen verbetert, 

wanneer PLANET wordt toegepast op een object met scherpe signaalintensiteitsranden. 

Voor in vivo gebruik was een relatief hoge acquisitiematrix voldoende om de effecten van 

Gibbs-ringing artefacten te minimaliseren. 

De belangrijkste vereiste voor het PLANET-model is een statisch hoofdmagneetveld 

(B0) gedurende de fase-cyclus van de bSSFP-acquisitie, die 10-15 minuten kan duren, 

afhankelijk van de resolutie en het vereiste gezichtsveld (FOV). Vanwege intensieve 

gradiëntactiviteit en verwarming van metalen componenten van de scanner kunnen B0-

afwijkingen optreden, wat ook kan leiden tot fouten in de geschatte parameters. In 

Hoofdstuk 4 worden de resultaten van het onderzoek naar de invloed van een verloop in B0 

(drift) op de prestaties van de PLANET-methode voor signaalmodellen met één component 

en twee componenten gepresenteerd. De invloed van B0-drift op de kwantitatieve 

parameterschattingen werd experimenteel beoordeeld in een fantoom en in de hersenen 

van gezonde vrijwilligers en werd geverifieerd door numerieke simulaties. Een eenvoudig 

driftcorrectie-algoritme werd voorgesteld gebaseerd op twee snelle referentiescans om de 

B0 veldverdeling in kaart te brengen met lage resolutie voor en na de PLANET-acquisitie. 

Het algoritme werd getest op een fantoom en in vivo. In het fantoom (een één-component 

signaalmodel) veroorzaakte drift fouten van 4% en 8% in de geschatte T1- en T2-waarden. In 

de hersenen, waar meerdere componenten aanwezig zijn, had drift slechts een gering 

effect. Voor zowel eencomponent- als tweecomponentensignaalmodellen werden door drift 

veroorzaakte fouten met succes gecorrigeerd door het voorgestelde driftcorrectie-algoritme 

toe te passen. 

Hoofdstuk 5 beschrijft een geval van "serendipiteit". Bij het toepassen van PLANET-

scans in het klinische protocol bij patiënten die prostaatradiotherapie ondergaan, werd bij 

toeval ontdekt dat de fase-cyclische bSSFP-sequentie ook kan worden gebruikt voor 

kwalitatieve beoordeling van fiducial markers (FM’s) in de prostaat. Het hoofdstuk is gewijd 

aan een klinische toepassing van de fase-cyclische bSSFP-beeldvorming in de prostaat. 

Een nieuwe methode voor visualisatie van FM's in de prostaat met positief contrast voor 

MRI-only radiotherapie werd gepresenteerd.  

Eerst werden numerieke simulaties uitgevoerd om het complexe fase-cyclische 

bSSFP-signaal in aanwezigheid van een gouden FM te onderzoeken. De relatie tussen de 

werkelijke fysieke locatie van de FM en de geometrische manifestatie van de artefacten 

werd onderzocht. Vervolgens werden fantomen en in vivo studies uitgevoerd om de 

simulaties te valideren. De experimenteel verkregen artefacten werden vergeleken met de 

artefacten die in de simulaties werden voorspeld. De nauwkeurigheid van de lokalisatie van 

FM's werd zowel in een fantoom als in vivo beoordeeld. De experimenten lieten zien dat de 



Chapter 8 
 

170 
 

FM's een positief contrast hebben met de prostaat. Op reële/ imaginaire fase-cyclische 

bSSFP-beelden bij alle tien patiënten. Hetzelfde positieve contrast werd waargenomen in de 

fantomen en bevestigd door simulaties. Voor alle tien de patiënten toonden de resultaten 

nauwkeurige (binnen 1 mm) overeenkomst van de FM lokalisatie op basis van de fase-

cyclische bSSFP-sequentie met de lokalisatie op basis van de referentiebeelden (CT of 

SPAIR bSSFP voor MRI-only). Met deze methode kan de detectie van FM's eenvoudig 

rechtstreeks op de MR-console worden gedaan, waardoor radiotherapeutische laboranten 

onmiddellijk feedback kunnen krijgen over de verwachte haalbaarheid van nauwkeurige FM-

lokalisatie terwijl de patiënt wordt onderzocht. 
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