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A framework to resolve spatio-temporal misalignment

in component-based modelling

Oliver Schmitz, Elga Salvadore, Lien Poelmans, Johannes van der Kwast

and Derek Karssenberg
ABSTRACT
Process-based spatio-temporal component models simulate real world processes, using encapsulated

process representations that operate at individual spatial and temporal discretisations. These

component models act as building blocks in the construction of multi-disciplinary, multi-scale

integrated models. Coupling these independent component models, however, involves aggregation or

disaggregation of the exchanged variables at model runtime, since each of the component models

exposes potentially different spatial and temporal discretisations. Although conceptual methodologies

for spatial and temporal scaling are available, dedicated tools that assist modellers to implement

dynamic spatial and temporal scaling operations are rare. We present the accumulator, a

programmable general-purpose model building block executing custom scaling operations at model

runtime. We therefore characterise runtime information of input and output variables required for

the implementation of scaling operations between component models with different discretisations.

The accumulator is a component of an integrated modelling framework and can be completed

by the modeller with custom operations for spatial and temporal scaling. To illustrate the applicability

of the accumulators an integrated model is developed that couples an existing land use change model

and hydrological component models at different spatial and temporal scales. The accumulators as

building blocks allow modellers to construct multi-scale integrated models in a flexible manner.
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INTRODUCTION
Integrated models simulating spatio-temporal changes are

important tools for exploring characteristics and inter-

actions of human–natural systems. These models represent

real world processes by spatial state transition functions,

and provide insight into processes and interactions between

system components, which may lead to an improved scienti-

fic understanding (e.g., Rotmans ; Liu et al. ). In

hydrology, integrated models are widely used for river

basin management and risk assessment (e.g., Abbott et al.

a, b; Jakeman & Letcher ; Ahrends et al.

; Argent et al. ; de Kok et al. ; Karaouzas

et al. ; de Roo et al. ). These models combine
knowledge from various domains, such as hydrology, ecol-

ogy and agricultural sciences (e.g., van Ittersum et al.

; de Kok et al. ; Roberts et al. ; Janssen et al.

; Harvey et al. ). The construction of integrated

models requires a scientific, semantic and technical inte-

gration of individual models (Argent ; Hinkel ;

Janssen et al. ; Knapen et al. ; Elag & Goodall

). Modular construction approaches are valuable in the

development cycle of integrated models, as shown by several

authors (e.g., Liu et al. ; Voinov et al. ; Argent ;

McIntosh et al. ; Papajorgji ; Rizzoli et al. ;

Castronova &Goodall ; Holzworth et al. ; Peckham

mailto:o.schmitz@uu.nl
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et al. ; Granell et al. a). These studies recommend

that environmental modellers describe particular environ-

mental, social or economic processes in confined

component models, and that these component models are

coupled to interdisciplinary, integrated models.

Programming languages and several software packages

exist that support a modeller in the construction of com-

ponent models and their integration (see e.g., Steiniger &

Hay ; Jagers ; Granell et al. b). Traditional

system programming languages such as Fortran, C or

Cþþ allow for the implementation of virtually any inte-

grated model application from scratch or by combining

software libraries. Alternatively, component models can be

built by using domain specific modelling languages such as

SimuMap (Pullar ), PCRaster (Wesseling et al. ),

Ocelet (Degenne et al. ) or SITE (Schweitzer et al.

). These languages are specifically designed for the devel-

opment of spatio-temporal models in hydrology or other

domains. They provide high-level operations on spatio-

temporal data types that implement algorithms for

common environmental processes, for example, the kin-

ematic wave equation (Chow et al. ). Moreover, they

provide domain specialists with a comprehensible syntax

for model building. Some domain specific languages such

as Simile (Muetzelfeldt & Massheder ), STELLA

() or ExtendSim () come with graphical modelling

languages. Software tools with an emphasis on model coup-

ling such as the Open Modelling Interface (OpenMI, e.g.,

Moore & Tindall ; Gregersen et al. ), the Typed

Data Transfer library (TDT, Hinkel ), the Bespoke Fra-

mework Generator (Armstrong et al. ) or the Model

Coupling Toolkit (Warner et al. ) provide communi-

cation protocols that standardise component interactions.

Environmental modelling frameworks such as the Earth

System Modelling Framework (e.g., Hill et al. ), the

Community Surface Dynamics Modeling System (e.g., Peck-

ham et al. ), E2 (Argent et al. ) or OMS3 (David

et al. ) provide data types and operations for the con-

struction of model constructs and functionality for their

coupling. Finally, software packages that support additional

tasks such as data retrieval, data analysis or visualisation

(e.g., Hunter ; Kiehle et al. ; Huang et al. ;

R Development Core Team ; Werner et al. ) might

need to be integrated in the model development as well.
s://iwaponline.com/jh/article-pdf/16/4/850/387422/850.pdf
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These software packages can assist modellers both in

the technical development phase of individual component

models and in their integration. In addition to the problem

of choosing the appropriate software tools and the technical

challenge of model implementation itself, modellers face a

conceptual challenge at the coupling phase as well: given

that each individual model has its own specific spatial and

temporal discretisations, also called resolution or support

size, coupling will result in complex multi-scale integrated

models. Modellers are therefore required to adjust the vari-

ables that are exchanged between component models such

that these variables conform to both the component model

providing the variable and the one receiving the variable.

These adjustments can be related to either the spatial discre-

tisation, the temporal discretisation, or both. Adjusting the

spatial discretisation is required, for example, when coup-

ling a continental scale coarse grid climate model to a

hydrological catchment model that uses smaller grid cells.

Similarly, adjusting the temporal discretisation is required

when coupling component models that use different time

steps. This adjustment of temporal discretisations between

component models is a common task in hydrology, where

for example highly dynamic processes such as surface

runoff are coupled to slower processes such as groundwater

flow. An appropriate coupling therefore needs spatial and

temporal aggregation or disaggregation of the exchanged

variables.

Conceptual methodologies to bridge discrepancies

between component models are available as in, for example,

common spatial scaling techniques, or methodologies

describing temporal aggregation or disaggregation (e.g.,

Blöschl & Sivapalan ; Bierkens et al. ; Rastetter

et al. ; Skøien et al. ; López et al. ; Vermaat

et al. ; Karssenberg ; Barnes et al. ; Malone

et al. ). However, using multiple software packages for

the construction of individual component models, and

their coupling at various spatial and temporal scales,

remains a tedious task for a model builder. A modeller, how-

ever, can use preliminary alternatives to implement scaling

operations. Implementing scaling concepts for dynamic

models often remains a manual exercise when using

system programming languages. The TDT (Hinkel ),

for example, provides support for the transfer of data struc-

tures between different programming languages but it does
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not provide building blocks for upscaling or downscaling

these data structures. OpenMI (Moore & Tindall ) pro-

vides the model developer with a construct to buffer

component outputs and to use these further on with differ-

ent interpolation techniques (e.g., Elag et al. ). The

OpenMI framework, however, was designed to couple exist-

ing models, and support for the construction of new

component models from scratch is thus limited. Other fra-

meworks tailored to the development of integrated models,

such as the CSDMS (e.g., Peckham et al. ) or ESMF

(e.g., Hill et al. ) provide coupler components for spatial

and temporal interpolation or extrapolation. The implemen-

tation of these scaling operations is done on the level of

system programming languages. Visual modelling languages

such as STELLA () or ExtendSim () provide built-in

building blocks for upscaling or downscaling. However,

these scaling operations can only be used for lumped

models since these software packages have limited intrinsic

support for spatial modelling. Spatial explicit operations

need to be added using other packages, as was shown by

van Deursen & Maes () and Voinov et al. ().

Stasch et al. () focused on the development of aggrega-

tion services for observed data but do not explicitly

support runtime aspects of dynamic models. Mennis ()

proposed a multidimensional map algebra but provided a

limited set of built-in operations for spatio-temporal aggrega-

tion. Integrated modelling frameworks providing support for

both the construction of individual component models and

for the implementation of scaling techniques in a suitable

way for domain specialists, such as hydrologists or ecolo-

gists, are rare.

This paper describes such a programmable building

block for the description of scaling operations, performing

aggregation or disaggregation on spatial and temporal dis-

cretisations required in component-based model setups.

This is done by including an accumulator building block

in a process-based spatio-temporal modelling framework

prototype (Schmitz et al. ). This accumulator enables

a model builder to describe algorithms on two-dimensional

raster data with conventional map algebra operations

(Tomlin ), and to describe generic or custom aggrega-

tion or disaggregation operations on the temporal

discretisation. First, the concepts of the component-based

software development practice and its application in
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hydrological and environmental modelling are briefly

introduced. At the same time, the issue of spatio-temporal

misalignment between model building blocks occurring at

model runtime is raised. Next, the accumulator concept

to adjust couplings is shown, and its technical implemen-

tation within the modelling framework is outlined.

Finally, the application of the accumulator in bridging

spatio-temporal discrepancies in hydrological models is

illustrated. We report on a first phase of a flood-risk assess-

ment case study for a catchment in Flanders, Belgium. An

existing, external land use change model is coupled to a

reimplemented spatially distributed hydrological model.

The purpose of this case study is to demonstrate the techni-

cal implementation of the integrated model, and not to

provide model analysis. We conclude with a discussion

on noteworthy items in the coupling of multi-scale com-

ponent models.
BRIDGING SPATIO-TEMPORAL DISCREPANCIES IN
MODULAR MODEL SETUPS

The software engineering and integrated modelling disci-

plines face comparable tasks in the construction of their

applications. Both domains involve the construction of com-

plex systems, and they approach this task by assembling

modular, reusable and reliable components into larger sys-

tems. This construction process is guided by software

engineering practices that organise the structured develop-

ment of complex software products. Examples are the

spiral development method (e.g., Boehm ), extreme pro-

gramming (e.g., Beck & Andres ), or the more recent

agile development strategies (e.g., Cohen et al. ; Kniberg

; Rubin ). The objective of these practices is to

improve the software development process and product

quality. This is achieved by defining tasks and sequencing

of software specification, design, implementation and appli-

cation. The need to adopt structured development practices

in the construction of integrated models is increasingly

recognised (e.g., Scheller et al. ; Schmolke et al. ;

Verweij et al. ). We now briefly introduce the com-

ponent-based software engineering practice for the

construction of modular hydrological and environmental

components. Afterwards, we show its limitations in the
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coupling of spatio-temporal component models and provide

an approach to resolve these limitations.
Figure 1 | Structural and dynamic characteristics of integrated models following com-

ponent-based development approaches. (a) Seamless construction of

integrated models enabled by standardised interfaces and a standardised

communication protocol. (b) Online coupling of component models with

different time steps require additional measures to adjust exchanged vari-

ables. ti denote time steps, dashed lines denote exchange periods.
Component-based construction of integrated models

Component-based software engineering promotes the con-

struction of larger systems out of reusable, independently

developed components of confined functionality (e.g.,

Szyperski ). Independent components can be obtained

by the concept of encapsulation where associated functional-

ity is grouped within each component. Components also

need to be developed in a decoupled fashion. This implies

that no references to other components should be specified

in a component to avoid external dependencies. Com-

ponent-based practices reduce the complexity of larger

systems, and enhance maintenance and reliability of mod-

ules. Adopting these practices in environmental modelling

can lead to the development of generic, reusable com-

ponents that are deployable in various model applications

(e.g., Mineter et al. ; Argent et al. ; Hinkel ;

Donchyts & Jagers ; Voinov & Cerco ). By defining

standardised interfaces for the components, and by standar-

dising the exchange of variables, developers can use these

components to assemble larger systems in a flexible way.

Figure 1(a) shows a conceptual component-based setup of

an integrated model. The process representations are encap-

sulated and different for each component model. The

interactions between the component models and the

exchange of variables follow a standardised protocol.

Component-based development practices provide

approaches for the technical integration of environmental

models. Modellers following these practices can map con-

ceptual subsystems into corresponding software

components, and they can couple these component

models to integrated systems. However, individual com-

ponent models holding dynamic environmental processes

are often associated with characteristic spatial and temporal

discretisations (see e.g., Blöschl & Sivapalan ; Skøien

et al. ). When coupling component models with differ-

ent temporal or spatial characteristics, modellers are

confronted to resolve the misalignment (Figure 1(b)). A

direct exchange of the variables is not feasible. Modellers

therefore need to specify methods for temporal upscaling
s://iwaponline.com/jh/article-pdf/16/4/850/387422/850.pdf
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or downscaling of model variables or parameters to couple

the component models.

A potential approach to resolve spatial and temporal dis-

crepancies between component models is to modify the

internal process representation. For example, the time step

of one model could be adapted such that it matches the tem-

poral discretisation of the coupled counterpart (e.g.,

Monninkhoff&Kernbach ). This approach is not favour-

able because of several reasons. First of all, a modification of

encapsulated process descriptions places external dependen-

cies on theworking of a componentmodel. Adding particular

dependencies is against the principle of individual executable

components, and results in a less generic applicability of

models. Second, a process description can be restricted by

spatio-temporal constraints of the used numerical solution

scheme, or by physically meaningful characteristic spatio-

temporal scales. Amodification of such processes is therefore



Figure 2 | Input and output variables considered at an exchange period by an accumu-

lator A. (a) Temporal aggregation and (b) temporal disaggregation. Each

execution of A is associated with an exchange period consisting of all time

indices for input variables It and output variables Ot restrained by Δt2.
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undesired. Finally, a modification of process descriptions

may not be possible if these are compiled into executable

applications. Consequently, aggregation or disaggregation

of model variables appears to be the best approach.

Software engineering suggests the adapter or wrapper

pattern (e.g., Gamma et al. ) to bridge misaligned com-

ponents without changing the internals of the modules.

Thereby, additional code is added that transforms character-

istics of output interfaces into input interfaces. The adapter

pattern is a commonly used approach in the development of

environmental models and in modelling frameworks (e.g.,

Joppich & Kürschner ; Gregersen et al. ; Villa

; Schmitz et al. ; Castronova & Goodall ;

Becker & Schüttrumpf ; Bulatewicz et al. ;

OpenMI  SDK ). We extend the adapter pattern to an

accumulator building block suitable to bridge component

models regarding the spatial and temporal discretisation.

Adjusting spatio-temporal discrepancies

The accumulator is used to spatially or temporally aggregate

(upscaling) or disaggregate (downscaling) exchanged variables

at model runtime. The accumulator accesses the interfaces of

the coupled component models to obtain outputs and to pro-

vide adjusted variables, and performs a specific scaling

operation implemented by the modeller. To be applicable as

a generic model building block, an accumulator needs to

implement functionality for different coupling situations.

First, the accumulator needs to be able to adjust the spatial dis-

cretisation of the exchanged variables. Second, the

accumulator should support the exchange of variables between

coupled models in both directions. For a coupling of com-

ponents with smaller time steps to components with larger

time steps, a temporal aggregation of variables is required.

The contrary direction requires a disaggregation of variables.

Figure 2 shows the situation of temporal misalignment

between two component models, and introduces the nota-

tion that is used in the remainder of the paper. A

component model Ci holds descriptions representing

dynamic environmental processes. These dynamic processes

are simulated by iterating a state transition function over a

set of discrete time steps Δti (Beck et al. ; Burrough

; Karssenberg & de Jong a). Interactions between

two components within a time step, as for example in
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solving differential equations, cannot be represented. The

component models are therefore coupled externally

(Morita & Yen ).

The exchanged variables represent spatially distributed

attributes such as land use classes or hydrological character-

istics. The framework uses two-dimensional raster maps

with a regular grid as spatial discretisation. The component

models provide these maps as output variables for each of

these time steps.

Figure 2(a) shows the exchange from component model

C1 with a smaller time step Δt1 to component model C2 with

larger time step Δt2. This direction of the exchange requires

an aggregation of the variables from C1 before they are in an

acceptable input format for C2. The accumulator needs to

obtain a set of I1,… ,In maps of a variable from C1, and

should provide one output map O to C2. The modelling fra-

mework determines the interval that needs to be considered

for the input maps by means of the time step Δt2 of the com-

ponent model C2. The number n of obtained input maps is

determined by the time step Δt1 of C1.

Figure 2(b) shows the opposite direction of exchange. In

this case, a disaggregation of a variable from component

model C2 with time step Δt2 to component model C1 with

smaller time step Δt1 is required. The accumulator needs to

obtain one input map I from C2, and to provide a set O1,

… .,On output maps in accordance to the time step Δt1 of C1.

The accumulator for aggregation

We now formalise the accumulator function such that aggre-

gation and disaggregation can be specified in order to couple
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component models that run at a different spatial or temporal

discretisation. As we focus on the development of integrated

models for dynamic environmental systems, we will illus-

trate the construction of the accumulators based on maps

with two-dimensional raster data. Comparable concepts

will apply to other variable types such as one- or three-

dimensional data types.

We first consider an accumulator coupling a component

model C1 with a smaller time step Δt1 to a component model

C2 with a larger time step (see Figure 3). For example, a sur-

face runoff component with a daily time step needs to be

coupled to a groundwater flow process component with a

monthly time step. Spatially distributed recharge values

are output variables of the component model C1 and are

required as input by C2. To guarantee a flawless data

exchange between the building blocks, the modeller needs

to be able to adjust the spatial discretisations of maps as

well as the temporal discretisation. Adjusting the temporal

discretisation requires an aggregation of the recharge

values for each month.

To obtain the functional description of an accumulator,

we first define f (see Figure 3) describing the scaling
Figure 3 | Accumulator A (see Figure 2(a)) aggregating two-dimensional variables obtained fro

spatially ( f ) and then aggregated temporally (g) to obtain the output O, which is furth

done for each time step Δt2 of C2.

s://iwaponline.com/jh/article-pdf/16/4/850/387422/850.pdf
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operation on the spatial discretisation:

f: f I1, . . . , Inð Þ ↦ O1, . . . , On (1)

In Equation (1), f describes the spatial aggregation or

disaggregation of the exchanged maps, for example, by cal-

culating total or average values for each subcatchment, or

by rescaling the spatial discretisation of a raster map. The

transformation is performed on each of the individual

input map It and results in n temporary output maps. For

a time step of the groundwater component, for example, in

the month of January, n corresponds to 31 daily recharge

values.

Furthermore, we define a temporal operation g as

g: g I1, . . . , Inð Þ ↦ O (2)

The operation g takes a set of n input maps It and

aggregates these into one output map O. For temporal

operations on raster maps, g is executed for each cell

location. Examples for aggregating operations g are logical

operations indicating whether a location was affected by
m a component model C1 with time step Δt1. (a) The input maps I1,… ,In are first treated

er used by C2. (b) First executes g, then f. Note that the aggregation (i.e., calculation of O) is
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phenomena such as flooding or fire, or statistical oper-

ations calculating mean discharge values.

With f describing the spatial scaling operations and g

describing the temporal scaling operations, the aggregating

operation of an accumulator can be described. The accu-

mulator obtains a set of spatio-temporal input maps

I1,… ,In from component model Ci, and provides one

aggregated map O to Cj according to the execution of the

operation A

A ¼ gWf: g(f(I1, . . . , In)) ↦ O
fWg: f(g(I1, . . . , In)) ↦ O

�
(3)

The aggregated output map O is obtained as a result of

a composition of the spatial operation f and the temporal

operation g. The modeller can specify the aggregation of

input map by two different paths. In the first case described

in Equation (3), the operations on the spatial discretisation

are performed first and then the maps are aggregated over

time (Figure 3(a)). In the second case, the aggregation over

time is performed first, and afterwards the spatial operation

is executed (Figure 3(b)).
Figure 4 | Accumulator A disaggregating one input map I from component C2 to a set of output

temporal operation h, then the spatial operation f. (b) First executes f, then h. The

om https://iwaponline.com/jh/article-pdf/16/4/850/387422/850.pdf
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The accumulator for disaggregation

The second purpose of the accumulator is to disaggregate

variables from larger time steps to smaller time steps. An

example of such an application in hydrology is the disaggre-

gation of precipitation data that are only available in a lower

resolution than required for high-resolution processes such

as surface runoff. A disaggregation is therefore required to

cover short-term intensity effects (e.g., Güntner et al. ).

The corresponding accumulator is shown in Figure 4,

where maps are transferred from component model C2

with larger time step Δt2 to a component model C1 with a

smaller time step Δt1. When disaggregating an output map

from a component with a monthly time step to a component

with daily time step, for example for the month January,

maps for 31 time steps need to be calculated.

Comparable to the aggregation of maps, the modeller

can select from two paths to disaggregate a map from C2

to a set of output maps for C1. The first option is to

expand the temporal discretisation to match the smaller

time step by copying the input variable, and then to perform

a spatial operation to modify each map of the expanded set
maps Oi in agreement with the time steps Δt1 of C1 (see Figure 2(b)). (a) First executes the

disaggregation is done for each time step Δt2 of C2.
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(Figure 4(a)). The second option is to first execute the spatial

operation, and then to copy this modified map an adequate

number of times appropriate for the temporal discretisation

of C1 (Figure 4(b)).

For the operation f modifying the spatial discretisation,

we use the same description as given in Equation (1). We

define an operation h on the temporal dimension expanding

one input map I to a set of n output maps Oi according to

h: h(I) ↦ O1, . . . , On (4)

We now can define the function A of an accumulator for

disaggregation as

A ¼ hWf: h(f(I)) ↦ O1, . . . , On

fWh: f(h(I)) ↦ O1, . . . , On

�
(5)
IMPLEMENTING THE ACCUMULATORS

The concept of a generic accumulator is implemented in a

prototype version of an integrated modelling framework.

We briefly introduce the framework, and show how a mod-

eller can use the provided accumulator templates to

implement operations for spatio-temporal aggregation or

disaggregation, respectively.
A modelling framework for component model

construction and coupling

The environmental modelling framework introduced in

Schmitz et al. () is used to demonstrate the accumulator

concept. The framework provides one environment for the

construction of process-based spatio-temporal component

models and their coupling. The modelling framework fol-

lows component-based software development practices

(e.g., Szyperski ; Rizzoli et al. ; Argent et al. )

and provides component templates with standardised

input and output interfaces. The modeller can complete

component model templates with descriptions representing

natural processes at individual spatial and temporal discreti-

sations. These process representations can be specified by
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operations building upon the map algebra concept (e.g.,

Tomlin ; Karssenberg et al. ). Accumulator tem-

plates can be completed with map algebra operations

specifying spatial and temporal scaling. The modelling fra-

mework will call the update methods of components and

accumulators and hence execute the operations specified

by the modeller. The framework includes a management

layer that schedules the execution of component models

and accumulators. A central instance of the modelling fra-

mework maintains a shared time line between all

components and derives the execution order based on the

current time steps of the model components. The execution

of the accumulators is scheduled immediately before a com-

ponent proceeds to the next time step.

The modelling framework is tailored to domain special-

ists such as hydrologists or ecologists, who do not

necessarily have explicit knowledge in traditional systempro-

gramming languages. It uses the general-purpose scripting

language Python () as model implementation environ-

ment. Spatio-temporal operations and data types following

themap algebra concept (Karssenberg et al. ) and the fra-

mework for integrated modelling can be imported as Python

modules. If necessary, additional modules for modelling pur-

poses such as libraries for numerical arrays or geospatial data

formats can be imported as well (e.g., Langtangen ; Van

Der Walt et al. ; GDAL Development Team ). By

extending the standard Python language with support for

spatio-temporal modelling, amodeller can use a flexiblemod-

elling environment for the construction of integrated models.

Technical implementation

The accumulator base class

The accumulator is a generic building block that modellers

can use to describe spatial or temporal aggregation or disag-

gregation operations. For this purpose, the framework

provides a base class shown in the Unified Modelling

Language (Booch et al. ) diagram in Figure 5. The

base class provides public methods that correspond to

the functionality introduced in the previous section. The

model builder can complete the following two methods.

The time_aggregate method corresponds to g (Equation

(2)) and performs the aggregating operations. The



Figure 5 | UML diagram of the accumulator class provided by the modelling framework.

Figure 6 | Python script showing an accumulator stub. The custom code is implemented

by a modeller and describes an aggregating operation.
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time_disaggregate method corresponds to h (Equation (4))

and holds disaggregating operations. The interval method

enables a modeller to loop over a sequence of spatial vari-

ables, and therefore to modify each of the inputs I1,… .,In
or outputs O1,… ,On respectively. The order of the spatial

and temporal operations can be specified in the update

method, corresponding to A (Equations (3) and (5)). The

remaining methods shown in Figure 5 are used by the mod-

elling framework to obtain the time step information of the

component models and the corresponding spatial variables

at model runtime.

Obtaining spatial variables at model runtime

At model construction, a modeller specifies in the accumu-

lator how spatial and temporal discretisation differences

will be bridged. By calculating the sum or average, for

example, a daily variable could be aggregated to a monthly

value. The modelling framework executes this accumulator

repeatedly at model runtime. It updates the input and

output time steps that need to be considered (see Figure 2)

and therefore organises the correct progress of the accumu-

lator in time.

The accumulator is instantiated with the init method.

The two arguments are references to the providing com-

ponent model and the receiving component model,

respectively. At model runtime, the accumulator receives

the current time step t from the modelling framework and

determines the input and output intervals of the coupled

component models. In the case of aggregation, the accumu-

lator queries the receiving component model with the

getTimeSteps method, and obtains the current time step t

and the previous time step t� 1. These time steps are used
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as interval boundaries to query the providing component

model about all available time steps in this interval. For

these time steps, the getInputs method obtains the spatial

variables from the providing component model, and the

modeller can write custom code to loop through the spatial

variables with the intervalmethod. In the case of disaggrega-

tion, the time steps t and t� 1 of the providing component

determine the output interval.

Implementing aggregating operations

To illustrate how a modeller can implement the accumula-

tors, we assume a coupling of a rainfall–runoff model with

a daily time step to a groundwater model with a monthly

time step. Infiltration values need to be transferred from

the rainfall–runoff model to the groundwater model. The

accumulator provides access to the incoming maps

I1,… ,In, and needs to provide one outgoing map O (see

Figure 2(a)). The number of time steps n equals in this scen-

ario the number of days in each month.

To describe aggregating operations, the modeller needs

to implement the time_aggregate and update methods.

Figure 6 shows the implementation of the aggregating accu-

mulator. In the time_aggregate method, the modeller

specifies the operation g (Equation (2)) as custom code.

Here, the sum of the infiltration values over 1 month is

calculated for each cell. Line 7 describes the iteration over

the daily input maps I1,… ,In. Lines 8 and 9 describe the

operations that are performed on each individual map Ii.

First, a spatial operation scale ( f in Equation (1)) is rescaling

the infiltration map of the current time step to match the



859 O. Schmitz et al. | A framework to resolve spatio-temporal misalignment in component-based modelling Journal of Hydroinformatics | 16.4 | 2014

Downloaded from http
by UTRECHT UNIV LI
on 29 July 2019
spatial discretisation of the groundwater model (line 8).

Next, the result is added to a map holding the monthly

sum. The modeller specifies the accumulator as aggregating

accumulator in the update method (line 13).

Implementing disaggregating operations

A further application case of the accumulator is to perform

disaggregating operations, which are required when coup-

ling component models with larger time step to

components with smaller time steps (see Figure 2(b)). The

accumulator enables a modeller to access the incoming

map I, and needs to provide a set of output maps O1,… ,On.

Figure 7 shows the implementation of the disaggregating

accumulator. The modeller needs to implement the time_dis-

aggregate (line 5, h in Equation (4)) and the update method.

Again, the interval method (line 6) enables a modeller to

loop over the time steps, in this case modifying the output

time steps. The normal operation adds random noise to

each cell of the incoming map, which is taken here as an

example of a simple downscaling technique. Additional

interpolation techniques that can be implemented by a mod-

eller in the time_disaggregate method can be found, for

example, in Bierkens et al. () and Elag et al. (). The

class returns the set of output maps with the call of time_dis-

aggregate in the update method.
APPLICATION OF THE MODELLING FRAMEWORK

To illustrate the usability of the accumulators in the com-

ponent-based development process of integrated models,

we present an instructive proof-of-concept model appli-

cation for a Belgian catchment. The study focuses on the
Figure 7 | Python script showing an accumulator performing a disaggregating operation.
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technical aspects in the coupling of multi-scale component

models. The correct execution order of the components

and the data exchange at appropriate time steps have been

verified (see e.g., Oreskes et al. ; Sargent ). Model

evaluation procedures such as calibration and uncertainty

analysis (e.g., Refsgaard et al. ; Hall & Solomatine

) have not yet been carried out.

A land use change model was coupled to a hydrologi-

cal model using an existing land use change model for

Flanders, based on the MOLAND modelling framework

(Barredo et al. ; Engelen et al. ), and a set of

hydrological component models based on the distributed

rainfall–runoff model WetSpa (e.g., Wang et al. ; Liu

et al. ).

The integrated model was applied to the Kleine Nete

catchment, a 581 km2 sub-catchment of the Scheldt basin.

The catchment is located in the northeastern part of Flan-

ders, Belgium (see Figure 8). Elevation ranges between 3

and 48 metres, and the climate is temperate with an average

precipitation of 830 mm. The catchment is classified as 60%

agricultural area, 20% as forests and 10% as urbanised area.

The average population density is around 380 inhabitants

per km2 (Dams et al. , ).

Model structure

The conceptual setup of the model with the main building

blocks and interactions is shown in Figure 9. Component

models are used to model the land use change domain

and the hydrological domain. Land use change and

hydrology are coupled to data providers supplying popu-

lation data as time series input, and climate data

represented by a set of maps with spatially distributed pre-

cipitation and potential evapotranspiration values,

respectively.

We choose these two domains for our application, as

the evaluation of feedback mechanisms between land use

change systems and hydrological systems is relevant and

can be used to better analyse and forecast the interactions

between land use change and hydrology, in particular to

predict and assess impacts of flooding. Feedback mechan-

isms between land use change and hydrology may lead to

an amplification or attenuation of changes. An explicit

inclusion of feedback mechanisms is, however, still one



Figure 8 | Location, topography, river network and land use of the Kleine Nete catchment.

Figure 9 | Conceptual diagram showing the interactions between the land use change and hydrological component models.
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of the major challenges in studying land use systems (Claes-

sens et al. ). In this application, feedback between the

component models is modelled by an exchange of land use

maps and flood zone maps. In this way, we evaluate how

an increase in sealed surface areas simulated by the land

use change model influences surface runoff, and how this

affects the risk of flooding. Consecutively, this change in

flood risk is used as an input to the land use change

model calculating land use change for the next time step

taking into account the updated flood risk map.

The land use change component

In this study, a simplified version of the ‘RuimteModel’ land

use model for Flanders is used. RuimteModel is an advanced

application of the MOLAND modelling framework (Bar-

redo et al. , ; Hagen-Zanker et al. ; Engelen

et al. ) and has been developed to support spatial plan-

ners and policy-makers in Flanders (Engelen et al. , ;

de Kok et al. ). It is a constrained cellular automata land

use model that simulates the likely future development of 37

land use types with a temporal discretisation of 1 year and a

spatial discretisation of one hectare, given alternative plan-

ning and policy scenarios and socio-economic trends.

The model input consists of five geographic information

system (GIS) datasets: the actual land use types, the accessi-

bility to the transport network, the physical suitability for

different land use types, the zoning status of the land, and

a number of socio-economic characteristics such as popu-

lation growth and employment in the area. Based on the

local interactions with neighbouring land use types, accessi-

bility, physical suitability and administrative zoning, a

transition potential is calculated for each land use type.

The land use type with the highest potential is assigned to

each of the cells in the study area until the regionally

imposed land use demands are met.

For the test case of the Kleine Nete, all socio-economic

trends, model parameters and GIS layers, except for the

physical suitability, were adopted from the Business-As-

Usual (BAU) scenario of the RuimteModel (Engelen et al.

). The BAU scenario describes the land use dynamics

in Flanders between 2010 and 2050 under the prevailing

policies and socio-economic trends. The physical suitability

for land use types, on the other hand, is based on the output
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of the hydrological model and will be updated for each

1-year time step of the land use model.

The hydrological components

The WetSpa model, reimplemented in Python by the

authors, is used to represent the hydrological processes in

the Kleine Nete catchment. The WetSpa model is a spatially

distributed rainfall–runoff model for simulations at the

catchment scale (e.g., Batelaan et al. ; De Smedt et al.

; Liu et al. ; Safari et al. ). The model simulates

several physical processes at the level of individual raster

cells, such as interception, depression storage, evapotran-

spiration, runoff, interflow and groundwater recharge (see

Figure 9). The main physically based equations of the

model are described in more detail by Liu & De Smedt

(). Surface runoff is produced using a modified coeffi-

cient method based on physical characteristics of each

raster cell, i.e., topography, soil type, land use, soil moisture

and rainfall intensity. This method calculates a cell potential

rainfall excess coefficient or potential runoff coefficient,

having a value between 0 and 1. The coefficient acts as a

multiplier of the net precipitation to separate the surface

runoff component from the infiltration component. Values

of this coefficient are interpolated from the literature and

adapted to the real physical characteristics of the basin.

The calculated runoff is then routed as overland flow and

channel flow using the linear diffusive wave approximation

method. Interflow is computed based on Darcy’s law and

the kinematic wave approximation as a function of the effec-

tive hydraulic conductivity and the hydraulic gradient. The

groundwater flow is estimated with the linear reservoir

method on small subcatchment scale as a function of

groundwater storage and a recession coefficient. A modeller

can select the time step discretisation of inputs and outputs

from a range of 1 hour, days, months or years.

The inputs of the model are: precipitation and potential

evapotranspiration time series, which are distributed over

the catchment with the Thiessen polygons method if not

available in a distributed way such as radar data. Spatially

distributed parameters are derived from three base maps

using GIS software: topography, soil texture and land use.

Outputs of the model are flow hydrographs at the catchment

and subcatchment outlets, and maps of evapotranspiration,



Figure 10 | Python script specifying components and interactions of the integrated

model for flood risk assessment. Not all instantiations of component models

and interactions are shown.
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soil moisture, interception, surface runoff, groundwater

recharge and interflow for each time step or selected

periods.

The Python version of the WetSpa model maintains the

same capabilities as the original Fortran implementation.

However, a different model structure was developed and

different GIS software (PCRaster ) was used. The new

structure is modular, allows land use to be received as a

dynamic input variable, and every physically based process

is coded in a separate component model. These component

models are coupled and exchange data at runtime through

the modelling framework prototype (see Figure 9). Existing

case studies were used to verify the correctness of the

reimplementation.

For the test case of the Kleine Nete, the topography,

resampled to 50 m from the original 25 m resolution digital

elevation model of Flanders (OC GIS-Vlaanderen ), is

used as GIS input map. Meteorological data of rainfall and

potential evapotranspiration were obtained from the Royal

Meteorological Institute of Belgium. The temporal discreti-

sation was set to a 1-day time step.

Flood risk assessment

To model the feedback from the hydrological component

models, we incorporate the effects of the stream discharge

in the physical suitability for urban land use classes. We

modified the input variable holding the physical suitability

for urban land use classes and decreased the suitability for

housing because of an increased flood risk in a certain cell.

Water levels are derived from the discharge values with

a stage–discharge relation. The water levels are translated to

a two-dimensional water surface, and cells were identified as

being flooded when the difference between the water sur-

face and the elevation map exceeds a certain flooding

threshold. The flood zones are used to determine the suit-

ability for urban areas. Flooded cells are assigned as not

suitable for housing to have a clear view on the effects of

the bidirectional coupling.

The calculation of the flood zones follows the

approaches described, for example, by Ward et al. () or

Haasnoot et al. (). In the first stage of the model con-

struction, we tentatively assigned a binary value to

determine the suitability for housing. This implementation
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could be improved by adopting a more rigorous approach,

assigning for example the suitability based on damage cost

functions (e.g., ICPR ; de Kok & Grossmann ).

Model implementation

Land use change is modelled by wrapping the RuimteModel

into a component model of the modelling framework. The

hydrological component models are implemented in

Python and therefore integrate seamlessly into the model-

ling framework. More examples of component models can

be found in Schmitz et al. ().

Figure 10 shows an excerpt of the model algebra script

specifying the components and interactions of the integrated

model for flood risk assessment. First, the individual com-

ponents are instantiated with their simulation period and

time steps (lines 2–4). The script shows two component

models Luc and Hyd modelling land use change and rain-

fall–runoff, respectively, and a component Demog

providing population data. All components are then added

to an instance of the integrated model (lines 7–9). Next,

the modeller specifies the exchange of variables between

the component models. A direct transfer of variables with-

out temporal aggregation is shown in line 12 where the

population output variable of the demographic data

provider is coupled to the corresponding input variable

of the land use change component. An accumulator
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ReclassResample needs to interconnect the two component

models because the characteristics of the outgoing variables

are not consistent with the characteristics of the incoming

variables (line 13).

Integration of external functionality into a modelling

framework

Several use cases can require the embedding of an external

application into a modelling framework. The embedding is

advantageous if the domain to be integrated is outside of the

profession of the modeller, and required if the source code

of an application cannot be modified. In addition, a time-

consuming reimplementation and testing of a new model

code can be avoided by integrating a previously applied

model application. We use the wrapper approach to integrate

the existing land use model, thereby obtaining a reusable land

use change component complying with the modelling frame-

work. Wrapping allows the component model to be used in

other case studies, for example to investigate the influence

of land use change on the economic quantification of ecosys-

tem services (e.g., Kragt et al. ; Broekx et al. ).

A component model therefore acts as a proxy for the

embedded model application (Hahn et al. ). However,
Figure 11 | Python implementation of the component that models land use change. The extern
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a model application needs to fulfil certain requirements to

be embedded into a modelling framework. First of all, the

application must be able to proceed a number of time

steps stipulated by the modelling framework. Second, all

required inputs and outputs of the external application

must be accessible for a modelling framework, for example

by file exchange via hard disk or through a command line

interface. Finally, the application must not require user

interaction such that the framework can execute the appli-

cation automatically.

The land use model used in this case study complies with

these requirements, and its land use change processes are

mapped to the component model LucModel. The Python

script implemented by the modeller shows the wrapping of

the RuimteModel (Figure 11). The init section specifies the

temporal characteristics such as start and end time as well

as the time step of the component (line 3). In addition, the

state variables such as the land use map are initialised, and

the input and output variables and therefore the component

interface are specified. The land use model requires a specific

folder structure, such as folders for required libraries, input

and output files. Lines 9–10 construct path locations refer-

ring to these static elements such as the executable model,

or the scenario input files.
al RuimteModel is executed by a system call. The initialisation of some variables is omitted.



Figure 13 | Python implementation of the accumulator interconnecting the hydrological

components and the land use change component. The symbol | represents

the spatial Boolean OR.

Figure 12 | Python script showing the accumulator with operations converting the

number of land use classes and operations rescaling the grid cell size of the

land use variable.
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The runTimestep section is executed for each time step.

First, the land use change model is initialised with the

updated inputs of the LucModel component. Therefore,

the incoming spatial suitability map is written to the input

folder of the RuimteModel (line 14). Second, the external

application needs to be executed for a 1-year time step.

Lines 16–20 describe the construction of the command

line string carrying out the execution of the land use

model. The input file location of the current land use for

time step t and the output file location for time step tþ 1

are constructed. The command line string is composed of

the executable and its input arguments, specifying input

and output file locations and the simulation period. Finally,

the new land uses calculated by the land use model need to

be provided as output variables of the LucModel com-

ponent. Lines 22–24 show this conversion using the

GDAL library (2013).

Implementing accumulators with spatio-temporal

scaling operations

Since the land use model and the hydrological component

models use different spatial and temporal discretisations, a

direct exchange of maps between these domains is not

feasible.

The land use model uses 37 land use classes, a 100 m

grid cell size and yearly time steps. The hydrological com-

ponents use 17 land use classes, a 50 m grid cell size and

daily time steps. Accumulators are therefore required in

both directions for an appropriate coupling of the two

domains.

Figure 12 shows the accumulator ReclassResample

adjusting the land use output map for each year to an ade-

quate input map for the hydrological model (see Figure 9).

The accumulator is initalised with the references to the pro-

viding and receiving components (see Figure 10) including

the exchanged variable, in this case the land use classes

(line 3). The temporal operation g (Equation (2)) is not

implemented in the accumulator (pass in line 6). The

update method only performs operations on the spatial dis-

cretisation. The spatial scaling ( f in Equation (1)) of the land

use variable is implemented with operations from the

PCRaster Python module (Karssenberg et al. ). The 17

new land use classes are assigned by the lookupnominal
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operation based on the conversion table given in the file luc-

Conversion (line 10). The cell size is modified by rescale

with a scaling factor of 0.5, directly assigning the land use

classes to the 50 m grid used by WetSpa (line 11). The

update operation returns a land use map matching the dis-

cretisations of the hydrological components.

The transfer of the output maps from the hydrological

components to the land use change component model

requires an aggregation of the daily discharge values to a

yearly value in addition to the spatial scaling. Figure 13

shows the implementation of the corresponding accumula-

tor. The calculation of flood zones for each year is

implemented in the time_aggregate method (g in Equation

(2)). For each day of the expired year, the discharge value

is converted to a water level and subsequently to a water sur-

face map (line 8). The difference with the elevation map
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determines the inundation depth for each cell (line 9). The

clump operation groups all affected cells into a flood zone.

The result is a map holding Boolean True values in cells

that were inundated in the current time step. The Boolean

OR operation (line 11) combines the flooded cells of the cur-

rent time step with the yearly total flood zones. The result is

scaled to a 100 m discretisation before it is transferred to the

land use change component.

Figure 14 shows output maps from the component

models and accumulators. Note that these outputs are pre-

liminary results obtained with a technically verified but

uncalibrated model. The results are only included to demon-

strate possible outputs of the integrated model. Figure 14(a)

shows the inundation depths occurring at 1 day. Figure 14(b)

shows a suitability map as a result of the aggregated flood

zones of the last year. Cells affected by flooding are

marked as not suitable for urban development. Figure 14(c)

shows the differences in the newly allocated urban land use

classes for a 10-year simulation. When simulating using a
Figure 14 | Results of the integrated model at different time steps. (a) Inundation depths, der

zones over 1 year. (c) Allocation of urban areas after two 10-year simulations wit

s://iwaponline.com/jh/article-pdf/16/4/850/387422/850.pdf
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unidirectional coupling, in which only the land use in the

hydrological component model is updated, only a few cells

in the southwest of the study area are transformed to

urban area. Incorporating a bidirectional exchange between

the land use and the hydrological component models leads

to a disappearance of cells classified as urban in the area

susceptible to flooding.
DISCUSSION AND CONCLUSION

Component-based development practices applied to

environmental modelling can lead to a more straightforward

construction of generic and reusable component models.

Coupling multi-scale component models and runtime inter-

actions at model execution, however, demand the

modeller to adjust exchanged variables for a sound setup

of integrated models. The presented accumulator is a gen-

eric model building block suitable to hold these
ived from a daily discharge value. (b) Urban suitability, derived from accumulated flooding

h different interactions between land use change and hydrology.
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adjustments. The accumulator provides a tool to implement

aggregation or disaggregation operations on spatial and tem-

poral discretisations, which can be completed by the model

builder using map algebra operations. The usage of the accu-

mulator was illustrated in a case study by constructing an

integrated model for flood risk assessment consisting of sev-

eral component models running at different spatial and

temporal discretisations.

The component-based development practices and mod-

ular development approaches help to limit the complexity

of large systems by representing natural processes with con-

fined process representations. The design and development

can be carried out without affecting other component

models, a facet becoming more important in maintaining

a longer lifecycle of component models (e.g., Scholten

et al. ; Hahn et al. ). The need to implement

spatial and temporal scaling operations in the construction

of multidisciplinary models will increase when component-

based model development practices are used. However,

approaches that provide generic model building blocks

for scaling operations that are programmable by modellers

just like component models are rare. Modellers using

system programming languages for model development or

scripting languages as glue for component model inte-

gration (e.g., Roberts et al. ; Huang et al. )

receive no built-in support for time management, distri-

bution of exchanged variables and implementation of

scaling operations themselves. Frameworks with emphasis

on the component coupling such as TDT (Hinkel )

or OpenMI 1.4 (e.g., Gregersen et al. ) focus on the

specification on the component interfaces and can require

a modification of the component interfaces or require a

requested component to perform conversions (Moore &

Tindall ). Additional dependencies can therefore be

imposed on individual component models, making them

less reusable in other model applications. Hence, the

latest version of the OpenMI standard (e.g., Donchyts

et al. ) introduces the IAdaptedOutput interface suit-

able for spatial scaling or unit conversions to overcome

this requirement. Building blocks for numerical integration

or extrapolation that are provided in graphical modelling

systems such as ExtendSim () lack support for spatial

explicit operations. Environmental modelling frameworks

such as the ESMF (e.g., Hill et al. ) or CSDMS (e.g.,
om https://iwaponline.com/jh/article-pdf/16/4/850/387422/850.pdf
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Peckham et al. ) allow modellers to implement scaling

operations but rather on the level of programming

languages than on domain concepts. The modelling frame-

work presented in this study is an important addition to

these existing frameworks, particularly because it provides

a single research environment containing building blocks

to implement component models, couplings and scaling

operations. Calibration and data assimilation techniques

can be added to the same framework comparable to Kars-

senberg et al. (). The result is a single software

environment that supports almost all steps in integrated

model construction. Modellers can therefore stay within

the same software environment during model construction,

which minimises the time required to invest in learning

how to use the tools (Killcoyne & Boyle ).

A modeller can use the introduced accumulators to

implement spatial and temporal aggregation or disaggrega-

tion operations, allowing for a runtime coupling of

component models associated with their characteristic

scales. The accumulators offer the modeller only a technical

means to straightforwardly access variables required for

implementing the scaling operations of coupled component

models. Model builders, however, still need to regard

characteristics of component models and the designated

scaling operations while establishing a coupling. Obtaining

knowledge about the component models is required as

those may have internal space–time constraints that restrict

couplings and scaling operations. The influence of par-

ameters – obtained by calibrating the component models –

on the integrated model needs to be evaluated as well. The

MOLAND-based land use model and WetSpa were used

as individual models in several scientific studies (e.g.,

White et al. ; Liu & De Smedt ; Engelen et al.

; Hurkens et al. ; Poelmans et al. ; Safari

et al. ) but an appropriate assessment of the parameter

values on the coupled model still needs to be carried out.

In addition, the methodology used in an accumulator

strongly influences the outcomes of the integrated models.

Scaling operations might introduce errors. Aggregation, for

example, inevitably causes the loss of information (e.g.,

van Beurden & Douven ). In addition, the order of oper-

ations on space and time given by the modeller will produce

different results in non-linear scaling schemes. Mass balance

properties need to be maintained during disaggregation, for
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instance when disaggregating monthly precipitation values

into daily values. Moreover, conceptual problems may

arise in the coupling of component models from domains

with a strong spatial modelling background such as hydrol-

ogy to domains without a traditional explicit treatment of

space such as economics. Finally, the introduced accumula-

tors do not yet provide a set of standard operations

calculating statistics over time on raster-based maps, for

example, operations such as time average (Karssenberg &

de Jong b). However, this limitation is a result of the

prototype implementation status of the modelling frame-

work rather than a conceptual limitation.

The framework implementation requires a component

model to store the complete history of state variables to the

hard disk. Therefore, arbitrary data requests can be fulfilled

from any other component. Storing the state variables of all

component models for each time step, however, can require

significant amounts of disk space when large spatial datasets

are involved. Potential storage reduction could be explored

by in-memory storage of state variables, similar to the Smart-

Buffer in OpenMI (see e.g., Elag et al. ).

So far, only a few studies quantify the effects involved in

the coupling of multi-scale integrated models (e.g., Claes-

sens et al. ; Moreira et al. ; Elag et al. ).

Further research is needed to assess the influence of the

time step of individual component models, and the choice

of aggregation and disaggregation over space and time on

feedback effects. We believe that the programmable accu-

mulator provided with our modelling framework can help

a modeller in the assessment of alternative couplings of

integrated models.
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