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A B S T R A C T

Purpose: A pixel-based range telescope for tracking particles during proton imaging is described. The detector
applies a 3D matrix of stacked Monolithic Active Pixel Sensors with fast readout speeds. This study evaluates
different design alternatives of the range telescope on basis of the protons’ range accuracy and the track re-
construction efficiency.
Method: Detector designs with different thicknesses of the energy-absorbing plates between each sensor layer are
simulated using the GATE/Geant4 Monte Carlo software. Proton tracks traversing the detector layers are in-
dividually reconstructed, and a Bragg curve fitting procedure is applied for the calculation of each proton’s
range.
Results: Simulations show that the setups with 4 mm and thinner absorber layers of aluminum have a low range
uncertainty compared to the physical range straggling, systematic errors below 0.3 mm water equivalent
thickness and a track reconstruction capability exceeding ten million protons per second.
Conclusions: In order to restrict the total number of layers and to yield the required tracking and range resolution
properties, a design recommendation is reached where the proposed range telescope applies 3.5 mm thick
aluminum absorber slabs between each sensor layer.

1. Introduction

Proton Computed Tomography (proton CT) is an imaging modality
able to measure the proton stopping power of the patient prior to
treatment planning and treatment in proton therapy [1]. The goal of

proton CT is to increase the accuracy of the proton range estimation,
compared to conversion from the X-ray mass attenuation using X-ray CT
[2]. Several design approaches for proton CT have been proposed.
Usually, tracker planes in front of and behind the patient measure each
proton’s position and direction so that their path through the patient
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can be estimated [3,4]. The residual range (or energy) of each proton is
then measured using range telescopes or scintillator calorimeters. Po-
sition-sensitive range telescopes have been proposed in Esposito et al.
[5] with silicon strip detectors and in Pettersen et al. [6] with pixel
detectors: these systems are able to measure a high number of protons
in a single readout cycle, thereby increasing the proton intensity ca-
pacity.

The aim for this study is to optimize the various properties of the
design of a pixel-based range telescope for proton CT. The simultaneous
optimization of the following metrics is performed: accuracy and pre-
cision of the range determination; high track reconstruction efficiency,
i.e. the ability to disentangle and reconstruct all incident protons in a
single readout frame; and other constraints such as cost (the number of
layers), cooling and mechanical stability. We apply the experience from
a proof-of-concept detector [6] in order to propose a design for a next
prototype currently under development [7].

The range accuracy will have impact on the degree to which the
proton stopping power of the patient can be correctly calculated. A low
range uncertainty and an efficient track reconstruction enable lower
required proton intensities during the scan, i.e. a lower dose to the
patient, shorter scan times and a higher SNR.

The design optimization of this study is performed through the
determination of an optimized thickness of the energy absorber mate-
rial between the sensor layers, as well as the choice of the absorber
material. Several different values for the thicknesses are evaluated by
means of Monte Carlo (MC) simulations, using the GATE 8.1.p01
[8–10]/Geant4 10.4.p02 software [11,12].

1.1. The ALPIDE pixel chip

The sensor chip for the range telescope is the ALice PIxel DEtector
(ALPIDE) chip [13], which is a Monolithic Active Pixel Sensor (MAPS)
with a 1-bit digital “hit-or-no-hit” readout based on a pre-set threshold.
The planned upgrade of the ALICE Inner Tracking System (ITS) at
CERN-LHC is based on the ALPIDE chip, which has been developed for
that specific purpose [14]. Each chip has an active area of approxi-
mately 3 × 1.5 cm2: from a 1024 × 512 pixel array of
29.24 × 26.88 μm2 pixels. The chip has a fast programmable integra-
tion time of ∼5–10 μs (corresponding to 100,000 frames per second)
and is capable of handling a continuous readout at that rate. The
readout rate is achieved by data reduction through regional pixel
readout via a priority encoder, a multi-event memory and a zero-sup-
pression technique where only activated pixels send a signal. More de-
tails on the integration of the ALPIDE chips into the proton CT system
can be found in Grøttvik [15].

Since the ALPIDE chips have a 1-bit digital readout per pixel, it is
not possible to directly measure the energy deposited in each pixel. This
is in contrast to e g. . the Timepix pixel sensor [16], where the deposited
energy of traversing charged particles can be accurately calculated
[17]. However, Maczewski [18] and Pettersen [7] propose models for
determining the energy deposited by means of counting the number of
activated pixels in the area surrounding a proton track. These models,
when adapted to the ALPIDE chips, are expected to aid in the re-
construction of proton tracks and the filtering of secondary particles (if
the energy deposition signatures of the particles are sufficiently sepa-
rated for discrimination by cluster size). A method of generating rea-
listic pixel clusters in the MC simulations is described in Section 3.4.

2. Detector design guidelines

The proton CT system is to consist of 25–65 layers stacked long-
itudinally (the number of layers is determined by their design). Each
layer is an assembly of small-area ALPIDEs yielding a large sensitive
area, which is glued to a flexible PCB cable, again glued to an energy-
absorbing slab of a suitable material. It is possible to define a large
number of potential designs for the detector, and therefore some con-
straints must be put on the degrees of freedom in this work. A baseline
design based on the original prototype from Nooren et al. [19], and
adapted to proton CT in Pettersen et al. [6], is shown in Fig. 1. The
geometry of the sensor chips and the electronic components are kept
from the original design, while the energy absorbers between the sensor
layers are varied in the range between 2 mm and 6 mm aluminum (this
material choice is discussed in the following).

In order to achieve a high accuracy in the measurement of the initial
proton vectors, the two first sensor-absorber layers in the range tele-
scope should contain as little mass as possible [20]. To this end, the first
absorber layer is replaced with a low-mass stabilizer.

The purpose of this study is to determine the optimal absorber
thickness in terms of range accuracy and proton track reconstruction.
This result determines the total number of detector layers needed in the
final prototype. Details such as chip bonding, aspects related to the
mechanical structure, heat sink design and the readout electronics are
out of scope of this work and, also, not yet finally decided upon. As a
result of this, the exact results of the simulations will not reflect the
detailed final prototype. Several simplifications are made during in the
design configurations for the MC simulations, such as using homo-
geneous slabs of materials rather than implementing accurate designs
with details such as the ALPIDE chips bonded to the PCB, glued to a
backing together with absorbers and heat sinks, all mounted to a
scaffolding. Nevertheless, the longitudinal distribution of materials will

Fig. 1. The design to be optimized: Different thicknesses (2–6 mm) for the energy absorbers are evaluated through MC simulations. To fully slow down and stop a
230 MeV proton beam, 25–65 layers are needed depending on the thickness of the absorbers. Only the “active” sensor volumes are used as sensitive volumes in the
MC simulations [7].
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be modeled and included to the level of available knowledge.

2.1. The absorber material

Properties such as proton stopping- and scattering power, dur-
ability, ease of machining and mounting, thermal conductivity, thermal
expansion of the absorber material and secondary neutron production
must be considered for the absorber material, as well as the interface
between the absorber and the aluminum carrier board for the sensor
chips (e.g. having similar thermal expansion coefficients). See Table 1
for a list of different properties: the water equivalent thickness (WET) is
found by finding the thickness which yields the same energy loss as
4 mm water. The angular dispersion in a thin layer due to MCS can be
calculated using the Rossi-Greisen equation [21]:

=
p

x
X

x
X

21.1
2

1 0.1 ,MCS
0 0 (1)

where p are the kinematic variables for momentum and velocity, X0 is
the radiation length and x is the layer thickness. The last approximation
in the equation holds for the energies of interest [22]. The scattering
angle is calculated for a therapeutic proton through a 4 mm WET slab.

The neutron yield is the number of neutrons produced per incoming
proton (150 MeV beam in a slab of 4 mm WET, found in the GATE si-
mulations by using the QGSP_BIC_HP physics builder list and 105 pri-
maries. The Poisson error from this procedure is 4%–6%).

Based on these, and in particular that the flexible PCB cables con-
nected to the ALPIDE sensors are mounted to an aluminum backing,
and when considering the ease of machining, the material of choice for
the absorber is aluminum.

In terms of the stabilization of the first low-mass tracker layers,
carbon fiber is a natural choice due to its thermal properties, low mass
and structural stability. Carbon fiber stabilization is also being explored
in the context of the ALPIDE sensors in the ALICE-ITS upgrade [14,23].
The effect of scattering in the first low-mass layers on the proton tra-
jectory estimation error is theoretically demonstrated in Section 6.4.

3. Monte Carlo simulations

3.1. Geometry setup

To perform the data analysis in order to calculate the desired per-
formance metrics, the MC simulations must contain the following: a
proton beam with realistic spatial and (adjustable) spectral character-
istics, and a sufficiently accurate geometrical implementation of a stack
of the ALPIDE chips and the absorber layers of adjustable thicknesses.

A water phantom of variable thickness is used to slow down a
250 MeV proton beam, in order to represent realistic energy spectra
with residual proton ranges that span the complete detector in depth.
The water phantom thicknesses vary from zero to the maximum water
equivalent range of the beam, approximately 38 cm, in steps of 1 mm,
as shown in Fig. 2. A pencil beam is here modeled as a Gaussian with
standard deviation 3 mm, placed 10 cm in front of the energy degrading
water phantom. Its divergence is 2 mrad, and the emittance is 15 mm
mrad [28]. The environment around the setup is modeled as air.

3.2. Simulation parameters

The simulations have been performed using GATE 8.1.p01 [8–10]
together with Geant4 10.4.p02 [11,12]. The physics builder list
QGSP_BIC_EMZ is used, adjusted with a mean ionization potential for
water of 75 eV for agreement with the PSTAR database [29], which is
used to calculate and compare the energy loss of protons through the
energy modulating water phantom. This builder list includes the Geant4
Bertini intranuclear Cascade model for production of secondary protons
and neutrons through inelastic nuclear collisions, and the “option 4”
electromagnetic physics list designed for simulations requiring high
accuracy, as recommended by Grevillot et al. [30]. The default value for
the secondary production threshold of 0.7 mm is kept. The global step
size is set at 0.5 mm together with the parameter =dOverRange 0.2,
which limits the step size relative to the remaining range [12].

A sensitivity analysis of the applied physics models has been carried
out, this to validate that the pertinent metrics such as proton range,
relevant secondary particle production (and detection) and energy de-
position in the epitaxial layers do not change when the particle step size
and production thresholds are reduced by an order of magnitude (using
a global step size of 50 μm, and a production range threshold of 50 μm).
The charge diffusion of low-energy electrons inside the epitaxial layer
of the ALPIDE sensor is not simulated, and is instead modeled using
experimental data as described in Section 3.4.

The simulations have been carried out using 100,000 primary pro-
tons for each water phantom thickness, for each of the aluminum ab-
sorber thickness designs. This number represents a balance between the
total CPU requirements (5 geometries × 360 energies × 105 primaries)
and the statistical quality of the distributions to be fitted (see Fig. 4).
The simulations require approximately 320 total CPU-hours on an Intel
® Xeon ® Gold 6136 (3.0 GHz). Additionally, the track reconstruction
process (excluding the pixel clustering model) requires approximately
1.2 ms per track per CPU on the same system.

3.3. Proton range from “MC truth”

In the “MC truth” simulations, the complete detector geometry
(including the aluminum absorbers) is setup as sensitive volumes to
achieve a high accuracy of the residual proton ranges. In this case, for
computational requirements, the number of primaries is reduced to
15,000 per water phantom degrader thickness and per absorber thick-
ness. A look-up-table (LUT) containing phantom thicknesses, proton
energies incident on the detector and residual ranges is created, to be
retrieved using a cubic spline interpolation. The LUT was used during
analysis to evaluate the accuracy of the range calculations. This LUT-
based approach has been shown to yield a high proton range accuracy
[31].

3.4. Pixel clustering model

The monolithic design of the ALPIDE sensors allows charge carriers
in the epitaxial layer to diffuse freely between the pixels. Thus, a tra-
versing proton with a relatively high energy loss will create a charge
cloud that activates 1–30 pixels around the track. This process involves
electrons of thermal energies and is not directly simulated in this study.
If a reverse-substrate bias voltage is applied across the epitaxial layer,

Table 1
Properties of the potential absorber materials [24–26,7,27]. The scattering angle is calculated using Eq. (1).

Material PMMA Carbon Fiber Aluminum Copper Tungsten

4 mm WET [mm] 3.46 2.24 1.9 0.66 0.4
4 mm WET scattering angle [mrad] 9.0 10.9 14.6 21.4 33.8
4 mm WET neutron yield [10 4] 69.2 71.9 80.9 74.1 26.9
Thermal conductivity [W/mK] 0.25 800 205 401 174
Thermal expansion [10−6 K−1] 70 2–4 21–24 16 4.5
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the charge carriers are collected quicker and the number of activated
pixels is reduced significantly [32].

In a recent experimental beam test at the Heidelberg Ion Therapy
facility1, a three-layer telescope made up of three single ALPIDE chips
was irradiated by protons of energies 48.12 MeV, 200.11 MeV and
221.06 MeV, and helium ions of energies 50.57 MeV/u, 150.11 MeV/u,
100.19 MeV/u, 200.38 MeV/u and 220.5 MeV/u (results to be pub-
lished).

Subsequent analysis using the PSTAR database [29] yielded a cor-
relation between the calculated deposited energy inside the epitaxial
layers, ED [keV/μm], and the (average) number of activated pixels, n,
around the proton track. Here, a power fit to the data is used as

=n E4.23· D
0.65.

A library containing the observed cluster shapes and their occur-
rence probability was created from the same experimental data. In the
following, the MC data is convoluted with the following clustering
model: First, the ED i, from MC is used to determine the cluster size ni
using the power fit. Then, a random cluster of cluster size ni is retrieved
from the library and it is painted around the MC hit position.

The de-clustering of the resulting data is done as described in
Pettersen et al. [6], where directly connected activated pixels (along the
pixel sides and not diagonally) are assumed to belong to the same track
crossing the sensor layer.

Unless explicitly specified otherwise, the pixel clustering model has
been applied during the MC simulations in all results shown below.

4. Track reconstruction

One of the strengths of the high-granularity pixel-based detector
design is the ability to disentangle and reconstruct a large number of
concurrent proton tracks. To this end, a track reconstruction method
has been developed, with more details in Pettersen et al. [33]. As an
improvement to that algorithm, here we start the reconstruction process
by choosing seeds from the distal end of the detector, such that the
depths of both the starting and stopping position of each proton are
known prior to reconstruction: this is, respectively, the first sensor layer
and the distal sensor layer where the seed is located. The reconstruction
is first started from the last layer containing data, then the seed layer is
moved sequentially towards the first sensor layer until all identifiable
tracks have been accounted for.

A seed is chosen from the last traversed detector layer. Track can-
didates are grown towards the detector front face, each track segment
chosen to minimize the distance between the extrapolated position and
actual position of the candidate hit in the next layer. A track weight

=S ( )n
n
layer layer

2 is calculated, based on the accumulated angular
change throughout the track, up to layer n. If >S Sn max the track
(segment) is discarded. If several track segment candidates are

available, the best two are kept if they are sufficiently similar (both are
kept if the next-to-best candidate’s Sn value is at most 15% higher,
otherwise, only the best is kept). This procedure has been implemented
in order to avoid an exponentially growing number of track candidate
splittings (one per layer). To account for close hits with merged clus-
ters, the algorithm skips a layer if no clusters have been found at the
extrapolated track’s position.

The choice of Smax is based on the expected scattering in the de-
tector, and on the track density: higher track densities require a smaller
Smax in order to avoid confusion. The procedure to find the optimal Smax
value is based on a parameter scan of different Smax values applied on
the track reconstruction of pencil beams—in Pettersen et al. [33] values
of 150–300 mrad are identified, depending on the particle density.

4.1. Secondary tracks

The protons have a certain probability of undergoing elastic and
inelastic nuclear interactions throughout both the imaged object and
inside the detector itself. Secondary tracks and tracks that eventually
undergo inelastic nuclear interactions potentially degrade the range
accuracy. These tracks are tagged in the MC simulations, and are here
collectively called secondaries.

After the reconstruction process, filters on the resulting tracks are
applied. To remove tracks from non-multiple Coulomb scattering pro-
cesses in the phantom, 3 filters on the incoming angles and residual
ranges are used [1]. In addition, a filter is put on the deposited energy
( >E 2.5 keV/µmD ) in the last traversed layer in order to remove tracks
undergoing inelastic collisions in the detector, and tracks that are
otherwise incompletely reconstructed [7].

4.2. The correctly reconstructed track

In order to benchmark the precision and efficiency of the track re-
construction algorithm, a definition of a correctly reconstructed track
must be made: The first and last entry in a track must originate from the
same proton history (identified by the eventID tag in GATE); and the
last traversed (stopping) layer must be included in the reconstructed
track. By following this definition, these tracks have the correct in-
coming vector and the correct residual range, which are the required
values for volumetric reconstruction of the stopping power map for
proton CT purposes.

The efficiency of the track reconstruction is defined to be the ratio of
correctly reconstructed tracks to the total number of tracks surviving
the applied data filters.

5. Range calculation

After the track reconstruction process, each track contains a number
of cluster objects: ideally one cluster for each sensor layer in the pro-
ton’s trajectory. The cluster objects contain their position and cluster

Fig. 2. Schematic setup of the range calculation geometry. In order to obtain proton beams of different energy spectra from a 250 MeV beam, the thickness of the
energy degrading water phantom is modulated from 0 cm to the maximum range of a 250 MeV beam, which corresponds to a water phantom length of approximately
38 cm [7].

1 Conducted in July 2018.
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size/deposited energy.
A Bragg curve fitting methodology is applied to find the re-

constructed range R of a reconstructed proton track [6]. The mean
range R and the corresponding mean range uncertainty R are found
for each beam energy using Eq. (3). Any fluctuations of the range ac-
curacy relative to the proton range are also identified.

5.1. Range calculation

The pristine Bragg curve, describing a single proton’s depth-de-
pendent energy loss, can be characterized using its depth z and true
range R, together with the differentiated Bragg-Kleeman equation of
Bortfeld [34]:

=E
z

p
R z

d
d ( )

,
p

p

1/

1/ 1 (2)

where p and are model parameters fitted to the “MC truth” range-
energy data. For the 4 mm aluminum absorber geometry, the para-
meters are = =p0.0211, 1.639. This energy-range model was shown
to yield a high accuracy in Pettersen et al. [31].

Least-squares fits of the reconstructed track’s energy loss in each
sensor layer to Eq. (2) is performed to obtain R . The energy loss used is
the one calculated from the cluster sizes. Examples of the model fits
overlaid on the reconstructed tracks from different geometries are
shown in Fig. 3. Note that the R values found using thinner absorber
designs yields a higher range determination accuracy of individual
proton tracks ( R).

The “MC truth” range distribution of protons at the same initial
energy is approximately Gaussian. However, the range distribution
originating from the Bragg curve fitting is not Gaussian, and it is not
trivial to describe the variations analytically due to the nature of the
sparse measurements from each sensor layer: see Fig. 4. However, a
simple histogram calculation of the empirical mean value and standard
deviation yields accurate results for the residual range R and range
uncertainty R , respectively. The ranges of all protons in a beam (or in
a voxel bin when performing the image reconstruction) contribute to a
histogram with bin values zi and bin heights wi. The lower and upper
limits for the range distribution z1 and z2, respectively, are defined as
the ±µ 4 values of an initial Gaussian fit. Then, we have

= ==

=

=

=

R
w z

w

w z R

w

,
( )

1

i z

z

i i

i z

z

i

R
i z

z

i i

i z

z

i

2

1

2

1

2
1

2

1

2

(3)

The above procedure is similar to the analysis of the proof-of-concept
prototype [6], with the difference being the method of initially fitting
the Gaussian distributions to the histogram values. In the geometries
described here, a higher number of sensor layers are contained within a
range distribution relative to the proof-of-concept prototype, and a
higher accuracy of R is expected.

5.2. Range accuracy and range uncertainty

The range accuracy and range uncertainty resulting from a specific
absorber design can be found by comparing the mean “MC truth”
proton range R to the mean of the reconstructed proton range dis-
tribution R . The range accuracy, R R , is found by comparing the
systematic error of the mean value of the range distribution throughout
the full dynamic range of the detector (in terms of proton range). The
range uncertainty is found by comparing the widths of the two dis-
tributions, respectively, R and R . Any additional width of the re-
constructed range distribution is due to the degrading effects of the
sparse sampling and to the analysis routine.

Since the range uncertainty due to range straggling is known from
theory [34] and from the MC simulations, the intrinsic range un-
certainty from the analysis can be calculated by subtracting in quad-
rature the expected range straggling from the measured range un-
certainty.

It is not expected that the uncertainty and accuracy for a given
geometry are the same at different incident proton energies, as the
values are dependent on the relative position between the proton range
position versus the sensor layer position: This effect was clearly seen in
Pettersen et al. [6] where the absorbers consisted of 4.3 mm tungsten
(having the same water equivalent thickness as 20.4 mm aluminum at
150 MeV).

6. Results

6.1. Required number of sensor layers

The number of layers required to contain the complete proton beam
has been found for the different designs studied here. Two additional
proton beam energies are included here: 200 MeV and 230 MeV. The
necessary dynamic range is defined as the range plus 3 times the range
straggling (to accurately measure the tails of the beam): this leads to the
required number of layers, listed in Table 2.

Fig. 3. The deposited energies of individual proton tracks (in three different geometries), overlaid with a Bragg curve fit. The displayed “±” accuracy is the output
from the least-squares method applied on an individual proton, and it is not representative for a proton beam of that energy. MC data taken with a 250 MeV beam
degraded using a 10 cm water phantom, using the pixel clustering model. Some of the hits have a significantly higher deposited energy—these values can be
explained by the Landau distributed energy loss process or by merged clusters.
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6.2. Efficiency of the track reconstruction

The efficiency of the track reconstruction is shown in Fig. 5 for the
different designs under consideration. It has been calculated by re-
peatedly performing the track reconstruction with np concurrent pro-
tons, finding the resulting fraction of correctly reconstructed tracks to
the total number of tracks (see Section 4.2 for the definition of a cor-
rectly reconstructed track).

In the 3 mm design, a 90% efficiency is achieved with a pencil beam
intensity of 50.1 protons per readout frame (5.0 million protons per
second with 10 μs integration time), and an 80% efficiency is achieved
with an intensity of 132.8 protons per readout frame (13.3 million
protons per second).

As an example of tracks that are incorrectly reconstructed, 500,000
protons were simulated through a 16 cm phantom in the 3 mm absorber
geometry, and reconstructed in batches of =n 100p . After applying the
data filters, 286,925 protons tracks remain, of which 11.5% are sec-
ondaries (see Section 6.2.1 for more details on the effect of the data
cuts). 84.1% of the tracks are correctly reconstructed. The remaining
15.9% are divided into confused tracks (9.4%) which are mainly due to
the degrading effects of the pixel clustering model; incompletely re-
constructed tracks (5.7%); and tracks both confused and incorrectly
reconstructed (0.8%).

6.2.1. Secondary particle discrimination
The efficiency of the different data filters as defined in Section 4.1

were calculated in 500,000 protons simulated through a 16 cm water
phantom in the 3 mm absorber geometry. Table 3 shows the fraction of
secondaries (including tracks ending in nuclear interactions) after
successive application of each of the different data filters. In summary,
the reconstructed tracks originally contain 28.0% secondaries, and after
filtration this fraction is reduced to 11.6%: the remaining secondaries
are similar to the primary tracks in terms of angular distribution, energy
deposition in the last layer and range distribution.

6.2.2. Pixel clustering and track reconstruction
In Fig. 6 the central region in a single layer of the detector is shown.

Here, the clustering model as described in Section 3.4 has been applied,
and the positions of the original hits are reconstructed. During this
process, 0–2% of the hits in a layer merge together, and it is not
straight-forward to apply data filters to separate them. The merged
clusters degrade the quality of the track reconstruction.

If the cluster diffusion effects can be mitigated, we expect that the
reconstruction efficiency will increase. A separate analysis was per-
formed where the pixel clustering model was not applied, and the track
reconstruction was performed on single-pixel hits. Then, the increase in
the proton rate needed to obtain a 90% efficiency can be doubled, from
5.0 million protons per second to 10.2 million protons per second in a
pencil beam.

6.3. Accuracy of the range calculation

InFig. 7 the range accuracy is shown throughout the detector’s dy-
namic range for the different designs. The systematic errors are kept
within 0.5 mm WET throughout the detector, for the designs having a
5 mm aluminum absorber or less. In the following, a track density of

=n 100p protons per readout is applied, and the pixel clustering effects
have been taken into account.

Note that a calibration constant in the order of 0–2 mm has been
added to all ranges within a given geometry in the figure. The added
numbers are shown in the figure for the respective geometries.

6.3.1. Oscillating error of the range accuracy
There is an oscillation artifact in the range accuracy. It is especially

pronounced for the designs with 4 mm and thicker absorbers, and in the
2 mm and 3 mm designs it is negligibly small. The artifact is char-
acterized by a sinusoidal shaped perturbation of the range accuracy.
The oscillation has been measured using sinusoidal model fits and
Fourier analyses of the range accuracy distributions of Fig. 7. The wa-
velengths of the oscillations correspond within 1% to the water

Fig. 4. Distribution of the individual estimated ranges. From this distribution the residual range R and range straggling R of a proton beam is calculated, shown in
the text box as “ ±R R”, for the nominal “MC truth” values, for the calculated values and for their difference (as “ ±R R”). The characteristic pattern of the
distribution, with regular sudden rises, can be seen in the figure. Each rise in the distribution is in coincidence with the beam reaching a new sensor layer. MC data
taken with a 250 MeV monoenergetic proton beam degraded using a 10 cm water phantom [7].

Table 2
The number of layers needed to contain a proton beam of 200 MeV and 230 MeV, in the different geometries, when a necessary extra margin corresponding to a
distance of three times the range straggling is added [7].

Absorber thickness [mm] 2 2.5 3 3.5 4 4.5 5 5.5 6
Layers needed (250 MeV) 74.9 62.4 53.8 46.8 42.0 37.8 34.5 31.8 29.4
Layers needed (230 MeV) 65.9 54.7 47.0 41.1 36.8 33.1 30.3 27.9 25.8
Layers needed (200 MeV) 52.4 43.7 37.7 32.9 29.5 26.6 24.3 22.5 20.7
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equivalent spacing between the sensor layers, given by

+d f( 0.435 mm)· ,abs WET (4)

using a WET conversion factor of f 2.16WET . Here, dabs is the physical
thickness of the absorber and +d 0.435 mmabs is the physical spacing
between two sensor layers.

The amplitudes of the oscillation are expected to be limited above
by +d f( 0.435 mm)· / 12abs WET , where the factor 12 is the discretiza-
tion error of a range telescope [22]. In general the amplitudes of the
oscillation are well below this limit, and also below 0.5 mm WET if the
absorber is thinner than 4.5 mm aluminum, and below 0.2 mm WET for
the 3.5 mm aluminum absorber geometry. See Fig. 8 for the relationship
between the absorber thickness and the oscillation amplitude.

6.3.2. Uncertainty of the range calculation
The uncertainty of the range calculation is calculated as the stan-

dard deviation of the fitted range distribution, R . It is highly de-
pendent on its lower physical limit, which is the statistical range
straggling of the proton beam in the detector.

The mean measured range uncertainty R varies from 4.4 mm WET
measured in the 2 mm aluminum absorber geometry, to 5.2 mm WET
measured in the 6 mm aluminum absorber geometry. This is the ex-
pected overall uncertainty of the system. However, we need to consider
that only a fraction of this number actually is due to the properties of
the detection and reconstruction process. The range straggling as found
during the MC simulations where interactions in all volumes have been
scored ( R) varies from 3.9 mm WET in the 2 mm aluminum absorber

Fig. 5. The fraction of correctly reconstructed tracks, as a function of the particle density, in the different geometries. The definitions of a correctly reconstructed
track is given in Section 4.2, and an integration time of 10 μs is assumed. Two scenarios are shown, without (left) and with (right) the application of the pixel
clustering model.

Table 3
The efficiency of the different data filters on 500,000 particles propagated
through a 16 cm water phantom and into the 3 mm aluminum absorber geo-
metry. The number of tracks after each step is shown, as well as the fraction of
secondary tracks: removed during the step, and remaining after the step, re-
spectively (secondaries include tracks ending in nuclear interactions).

Number of
tracks

2nd removed 2nd remaining

Reconstructed tracks 483,287 – 28.0%
After removing high angle

tracks
421,810 64.5% 22.7%

After removing short tracks 324,793 53.4% 13.5%
After removing low ED tracks 281,925 25.7% 11.6%

Fig. 6. The pixel clustering model, shown in a central region of 100 × 100 pixels from MC data. Left: The single-pixel hits from MC. Middle: The pixel diffusion
model is applied, where each hit is spread across an area with a shape and size corresponding to its deposited energy. Right: The identified cluster positions after
analysis. Note the two merged clusters in the center of the image.
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geometry to 3.8 mm WET in the 6 mm aluminum absorber geometry.2

Three curves are shown in Fig. 9: the straggling as expected from a
250 MeV beam stopping in pure water; the “MC truth” straggling R
calculated from the simulations where the interactions from the full
geometry has been scored; and the measured uncertainty R . The
observed fluctuations in the “MC truth” curve can be explained by the
longitudinal variations in the range telescope, and by the lower number
of primaries used in these simulations. Due to the heterogeneity and
denser materials of the detector, we expect the (water equivalent) range
straggling in the detector to be above that of water and this is observed.

The added intrinsic uncertainty of the reconstruction process and
simulation of the detector can be calculated as a quadratic subtraction
between the two:

=R R R,Intrinsic
2 2 (5)

The values for the average intrinsic uncertainty are 2.1 mm WET in
the 2 mm aluminum absorber geometry; 2.7 mm WET in the 4 mm
aluminum absorber geometry; and 3.5 mm WET in the 6 mm aluminum
absorber geometry. These values are shown in Fig. 10 for the different
designs.

6.4. Impact on the tracking resolution in the patient due to scattering

One of the required measurements during the proton CT image
acquisition is that of the direction of the incoming proton, by using
measurements from the first two sensor layers. Any material in the first

Fig. 7. The range determination accuracy shown as the deviation between the “MC truth” range, and the reconstructed range R . For visualization purposes, a
calibration constant of 0–2 mm has been added to all ranges within a given geometry in the figure.

Fig. 8. Measurements of the amplitude of the depth-dependent oscillation of
the systematic range uncertainty.

Fig. 9. The measured range straggling R , together with the actual straggling
and the baseline straggling in water, for the 4 mm aluminum absorber geo-
metry.

2 The increased fraction of aluminum relative to the copper contents in the
PCB reduces the straggling in the thicker absorber geometries.
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two sensor layers (i.e. the sensor chips, the flexible PCB and the carrier
backing material) will scatter the incoming protons. The angular dis-
persion is calculated using the Rossi-Greisen equation of Eq. (1).

Carbon fiber (CF), such as the Mitsubishi DIALED K13D2U [27], has
been proposed as a carrier backing material in the low-mass tracker
layers due to its thermal properties and mechanical strength. A design
applying CF, the flexible PCB board and the ALPIDE chips has been
suggested: its material budget is 120 μm aluminum, 160 μm polyimide,
100 μm silicon, 300 μm CF and 30 μm epoxy glue. The resulting radia-
tion length [24] is =X 14 cm0 .

We assume a single scatter event near the first sensor layer, and that
the first sensor layer is positioned =L 10 cm after the patient as in Bopp
et al. [20]. The degraded resolution due to scattering in the first two
sensor layers is most precisely calculated by performing a full image
reconstruction study, however an approximation is found by projecting

MCS onto the phantom—given as L MCS by Poludniowski et al. [22].
This lateral deflection should be kept as low as possible and below
1 mm.

The resulting value of MCS is 7.1 mrad. Hence, the lateral deflection
on the object is given by =L 0.7 mmMCS . To keep this error within
1 mm, we need to apply a distance L of below 14 cm, a task that seems
feasible when compared to other systems [5,35].

6.5. Sensitivity analysis of the applied physics models

An additional simulation was performed on the geometry with
3 mm absorbers, with a proton beam degraded by a 16 cm water
phantom. In this simulation, the same physics builder list
QGSP_BIC_EMZ was applied, however the secondary production range
cuts and step limitations were reduced to 50 μm. This was done in order
to check whether any of the results in this work deviated from the
values in the high accuracy simulations.

The former definition of a tagged secondary is used here, i.e., in-
cident secondary particles and also primary particles later undergoing
any nuclear interactions. From 500,000 particles generated and tracked
in the range telescope, 135,175 secondaries out of 483,287 particles
incident on the detector were tagged in the regular simulations
(27.97%), while 133,160 secondaries out of 483,552 particles were
tagged in the high accuracy simulations (27.54%). The relative differ-
ence between the fractions of generated secondaries is ±1.54% 0.43%,
where the uncertainty has been calculated by propagating the re-
spective Poisson uncertainties.

Regarding the effect on the data cuts, it was observed that 12.72%
of the incoming tracks had an incoming angle of > 75 mrad in the
regular simulations, compared to 12.81% in the high accuracy simu-
lations (relative difference ±0.71% 0.61%). Furthermore, 8.87% of the
tracks had a last-layer energy loss of < 2.5 keV/μm in the regular si-
mulations, compared to 8.83% in the high accuracy simulations (re-
lative difference ±0.45% 0.71%). In terms of the effect on the range
accuracy, =R WET212.28 mm in the high accuracy simulations
compared to =R WET212.13 mm in the regular simulations (relative
difference 0.07%).

Except for the secondary production, the relative differences in the
compared quantities between the two simulations are < 1%.

7. Discussion

7.1. Design of the range telescope

The design of the pixel-based range telescope should fulfill the fol-
lowing requirements: High accuracy of the range determination; low
uncertainty (standard deviation) of the range determination, limited by
the inherent proton range straggling; high track reconstruction effi-
ciency, i.e. the ability to disentangle and reconstruct a high number of
protons in a single readout frame; and other constraints such as
economy (number of layers), cooling and mechanical stability.

Based on these requirements and constraints, we find that the de-
tector should be designed with aluminum energy absorption layers
between the sensor layers.

In terms of the reconstruction efficiency, a thinner absorber im-
proves the efficiency by a large amount. Hence, the thickness should be
as low as possible, and not much above 3 mm.

The range accuracy improvement achieved by using absorbers of
thicknesses 3 mm or less is negligible due to the inherent range strag-
gling limit. Thicker absorbers, however, yield a systematic oscillating
error in accuracy of the range determination, and at thicknesses of
5 mm and higher this effect will significantly degrade the accuracy.

When considering the overall system complexity, a 4 mm absorber
requires fewer sensor layers (37 layers) compared to the 3 mm (corre-
sponding to 47 layers) design, and thus the 3.5 mm could represent an
optimal trade-off between efficiency/accuracy and construction con-
straints. This thickness requires around 41 layers in order to fully
contain a 230 MeV proton beam inside the detector (including a 3
range straggling longitudinal extension).

7.2. Monte Carlo simulations

In this study, several simplifications regarding the detector design
have been made. The detector layers have been modeled using slabs of
homogeneous materials. Structures in the sensor chips and electronics
might introduce systematic errors in the range calculations. In addition,
the final material budget of the sensor chips and electronics for a layer
might deviate from the design assumed in this study (see Fig. 1). Hence,
the results presented in this study are preliminary and should be
compared to results from the final experimental system when they are
available.

The diffusion of charge carriers have been taken into account by
incorporating experimentally measured clusters of appropriate sizes in
a pixel clustering model. The pixel clustering model increases the va-
lidity of the simulated data, however it also increases the complexity of
the reconstruction due to close hits that merge into a single cluster.
While tracks are allowed to skip a layer where no expected clusters are
found in the position of the extrapolated track, the reconstruction
process often continues along the wrong track after a merged cluster.
The result is that track reconstructed using this model have a higher
fraction of confused track: 9.1%, as compared to 5.9% when the pixel
clustering model is not applied; this is in a 16 cm water phantom/3 mm

Fig. 10. The range uncertainties of the proposed designs. Shown in the figure is
the total uncertainty, the range straggling from the MC truth as well as the
added uncertainty which is the quadratic difference between the two. See
Table 2 for the number of required layers for the shown designs.
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absorber geometry.
A sensitivity analysis of the applied physics models was performed.

The particle transport range threshold was reduced from 0.7 mm to
50 μm, while the maximum step size was reduced from 0.5 mm to
50 μm. The largest deviation was from the secondary production, where
a small (< 0.5%) but statistically significant reduction of secondaries
was seen in the high-accuracy simulations. No significant changes were
observed in the track reconstruction efficiency nor in the range re-
solution. Furthermore, the short-range secondary production of interest
is that happening inside and close to ALPIDE’s epitaxial layers. This
effect is handled through the pixel clustering model, where the diffu-
sion of the ejected charge carriers is modeled phenomenologically.
From this, and in regards to the computational demands of the high
accuracy simulations, the simulations were performed using the ori-
ginal parameters.

7.3. Efficiency of the track reconstruction

An incorrectly reconstructed track is expected to have a degrading
effect on the reconstructed image. What the degrading effects are, de-
pends on whether the track is incompletely reconstructed or if it is
confused with another track. An incompletely reconstructed track is
shorter (but within 3 of the mean range due to the data cut), and will
reduce the reconstructed range. Two confused tracks will yield an in-
correct initial vector for image reconstruction, and will thus contribute
to the noise in the final image: further studies are needed to quantify
this effect. In this study, since the scanned object was a homogeneous
water phantom, confused tracks did not degrade the range accuracy.

The track reconstruction efficiency increases rapidly with de-
creasing absorber thickness, and from this perspective, the absorber
thickness should be kept below 4 mm and as low as possible. This effect
of a thin absorber is reduced somewhat when considering that the de-
grading effect of merged clusters on the efficiency is proportional to the
number of layers (since there is a certain probability of a merging in
each layer).

The effects of the clustering might be mitigated through improved
algorithms or hardware optimization (such as applying a small reverse-
substrate bias voltage). If that is possible, in a pencil beam of 200
protons per readout, when using the 2 mm (4 mm) 6 mm aluminum
absorber geometry the fraction of correctly reconstructed tracks is 90%
(79%) 68%.

Further optimization of the track reconstruction algorithm and re-
duction of degrading effects from the pixel clustering will ensure that
the reconstruction can be performed at higher beam intensities at high
efficiencies.

7.4. Accuracy of the range calculation

Using the proposed geometry, the intrinsic range uncertainty is
expected to be 2.6 mm WET, compared to the range straggling of
3.8 mm WET that is added to this number in quadrature.

The dynamic range of the range telescope, given by the region with
uniform range uncertainty and uniform range accuracy, is between
10 mm WET and 360 mm WET in the detector, or in terms of proton
energy, between 35 MeV and 245 MeV. The reduced accuracy in the
first 10–20 mm is expected due to the low residual range of the protons,
only traversing a few detector layers. A slight large-scale systematic
variation is also seen (as in the 3 mm absorber geometry). This effect is
not fully understood, but is expected to be due to a non-constant track
reconstruction efficiency or due to energy/range/water equivalent
range conversions.

A systematic oscillating error is introduced to the range determi-
nation accuracy due to the layer structure of the detector. The origin of
the artifact is that the range straggling distribution of a proton beam
spans several sensor layers (see Fig. 4). The range accuracy depends on
the number of sensor layers covered, and on the position of the mean

value of the range distribution relative to the position of the adjacent
sensor layers. The more sensor layers that are covered by the range
straggling distribution (e.g. thinner energy absorbers), the smaller the
oscillation artifact. This was also seen in the proof-of-concept prototype
detector [6], where range distributions that covered two sensor layers
had a significantly higher range accuracy compared to range distribu-
tions that only covered a single sensor layer.

By applying 3.5 mm thin aluminum absorbers, the oscillation is kept
below 0.2 mm WET. This is a systematic uncertainty, hence it is not
possible to reduce it by increasing the number of protons per projection.

7.5. Impact of the tracking resolution in the patient due to scattering

The first tracker layers are used to calculate the incoming proton
trajectory. To keep these first layers low-mass, a thin layer of carbon
fiber for stabilization is proposed. The planned total mass of the low-
mass layers is 0.5% X0, ensuring that the scattering angle of a proton in
the energy range of interest is ∼7 mrad (from the Rossi-Greisen
equation). Poludniowski et al. [22] propose a limit of 1 mm on the
uncertainty of this scattering angle projected onto the imaged object:
this corresponds here to keeping the distance between the imaged ob-
ject and the tracker layers to <14 cm. This distance is also expected to
have an effect on the performance of the track reconstruction—the
more spread out the pencil beam is (increased distance), the easier it is
to correctly reconstruct the tracks (less particle density).

8. Conclusion

In this study we have investigated the performance of different
conceptual designs of a pixel-based range telescope using MC simula-
tions together with the analysis framework developed for a proof-of-
concept prototype investigated earlier [6]. Specifically, the analysis was
performed by combining tracking of individual protons and Bragg curve
modeling of each proton’s energy loss. The goal was to find the accu-
racy of the range calculations and evaluate the track reconstruction
algorithms in designs applying energy degrading absorbers of 2–6 mm
aluminum.

A charge clustering model has been implemented using data from a
2018 experimental beam test at Heidelberg Ion Therapy facility ac-
quired using the ALPIDE pixel sensor chips to be applied in the range
telescope. This model increases the validity of the simulations, and we
observe a reduction of the tracking efficiency due to this effect.

The proposed first low-mass tracker layers are expected to introduce
a positional uncertainty on the proton’s position at the object exit in the
order of 0.7 mm, below the limit of 1 mm from Poludniowski et al. [22].

The detector is expected to have the capability of tracking 5–20
million protons per second, assuming realistic electronics- and design
proposals. The range uncertainties are close to the range straggling
limit, and any systematic errors in the range determination are kept
below 0.3 mm WET throughout the detector. By considering the pre-
sented results, the optimal material choice for the energy-absorbing
layers is 3.5 mm aluminum.
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