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Chapter 1

Life is unpredictable. To cope with the unknown, we rely on our ability to learn and adapt.
Often taken for granted, this essential ability is powered by the most complex organ in our
body, the brain. The complexity lies in the extensive neural networks that make the human
brain, shaped by the billions of neurons that each form thousands of synaptic connections.
These synapses form the basis of neuronal communication, allowing us to store information
inside the neural networks. Synaptic connections are dynamic and can change in strength
and number, and by doing so reshape the neural network and changing the information it
holds. It is thus vital that these synaptic changes are tightly regulated as their consequences
can be large.

Inhibitory synapses may adhere to even stricter rules as they are tasked with keeping neuronal
activity in check, despite being far less numerous than their excitatory counterparts. My
interest is drawn to understanding how plasticity of inhibitory synapses is regulated and
| focus in this thesis on dendritic inhibitory synapses. In this introduction, | first describe
synaptic plasticity in general and inhibitory synapse formation before discussing the role of
dendritic inhibitory synapses in information processing by neurons.

Synapses

Neurons communicate by transmitting signals that initiate and terminate at specialized
structures, the synapses. The signaling efficacy of individual synapses varies greatly and the
amplitude of the synaptic signal is determined by both pre- and postsynaptic factors. At
the presynaptic terminal, the amount of neurotransmitter packaged inside a single vesicle
influences synaptic strength, as neurotransmitter release from a single vesicle does not
saturate the postsynaptic receptors (Edwards 2007). The size of the presynaptic terminals
correlates with the number of neurotransmitter vesicles (Schikorski and Stevens 1997). In
turn, the number of docked vesicles correlates with the neurotransmitter release probability
for both excitatory and inhibitory synapses, indicating a direct link between presynaptic
terminal size and strength (Holderith et al. 2012, Pulido et al. 2015, Grillo et al. 2018).
Furthermore, the probability of neurotransmitter release differs between synapses, even
along presynaptic terminals of the same axon. This release probability is anti-correlated
with the number of synapses the axon makes on the same dendritic branch, implying a
homeostatic regulation (Branco et al. 2008).

At the postsynaptic side, signal strength is determined by the number of neurotransmitter
receptors as well as their subunit composition (Nusser et al. 1997, Luscher et al. 2011,
Vithlani et al. 2011, Ferando and Mody 2014). Furthermore, their density and location
affect signal strength as it is dependent on the receptor clustering (MacGillavry et al. 2013,
Pennacchietti et al. 2017). Postsynaptic strength and size are also correlated. The number
of glutamatergic AMPA (a-amino-3- hydroxy-5-methyl-4-isoxazole propionic acid) receptors
correlates with the morphological size of the spine head at excitatory synapses. Interestingly,
the other major class of ionotropic glutamatergic receptors, the NMDA (N-methyl-D-
aspartate) receptors, does not follow this relationship (Liao et al. 1995, Takumi et al. 1999).
Small synapses may be devoid of AMPA receptors yet still express NMDA receptors, which
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are known as silent synapses. The postsynaptic density often matches in size with that of the
presynaptic active zone, despite the considerable variation in size (Lisman and Harris 1993),
implying strict coordination of the strength of pre- and post-synapse at excitatory synapses
(Kay et al. 2011). For inhibitory synapses, the number of postsynaptic GABA (y-aminobutyric
acid) receptors is also likely correlated with the size of the postsynaptic gephyrin scaffold
(Specht et al. 2013, Petrini and Barberis 2014, Tyagarajan and Fritschy 2014). However,
as inhibitory synapses form directly on the dendritic shaft and not on protrusions, no
morphological correlate exists between postsynaptic size and strength for inhibition.

Synapse plasticity: LTP and LTD

Synapses are plastic and their strength, size, and number vary over time in an activity-
dependent manner. By potentiating synapses that contribute to the firing of a neuron,
the link between input and output is strengthened. The synaptic changes that follow this
activity-dependent plasticity, called long-term potentiation (LTP), can last several months or
longer. Together with its activity-dependent counter-part long-term depression (LTD), LTP is
believed to be the basis of learning and memory formation.
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Figure 1. Excitatory and inhibitory synaptic plasticity

LTP is often mediated by NMDA receptors, a primary source for synaptic calcium. NMDA
receptors bind glutamate with high affinity but remain inactive through a voltage-
sensitive magnesium block (Patneau and Mayer 1990). This block is released during strong
depolarization, for instance when an action potential propagates back into the dendritic
tree. In this way, postsynaptic NMDA receptors act as coincidence detectors by coupling pre-
and postsynaptic activity. Calcium flux through activated NMDA receptors leads to increased
intracellular calcium levels. As a result, calcium/calmodulin-dependent protein kinase Il
(CaMKIl) is activated and facilitates potentiation of the synapse by modulating or inserting
AMPA receptors that increases the excitatory synaptic strength (Malinow and Malenka
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Chapter 1

2002). The increase in calcium only lasts for less than a second, but CaMKII can prolong its
enzymatic activity for several minutes through autophosphorylation (Lengyel et al. 2004).
Activated CaMKII binds to NMDA receptors, positioning itself close to AMPA receptors and
its regulatory protein stargazin. CaMKII activity increases AMPA receptor conductance by
phosphorylating the GIuR1 subunit of the receptor (Derkach et al. 1999). In parallel, CaMKII
phosphorylates stargazin, which anchors and stabilizes AMPA receptors by reducing surface
diffusion (Bats et al. 2007).

Synapses that rarely contribute to the cell output are prone for depression. LTD is mediated
by calcineurin, a calcium sensitive phosphatase. The dephosphorylation of AMPA receptors
by calcineurin is an important component of LTD, which lowers AMPA receptor conductance
and triggers its internalization (Man et al. 2007). In addition, calcineurin dephosphorylates
inhibitors of protein phosphatase 1 (PP1, Halpain et al. 1990). In turn, PP1 can also
dephosphorylate AMPA receptors as well as CaMKII, terminating its autophosphorylated
state (Bradshaw et al. 2003).

Both CaMKIl and calcineurin have high affinity for calcium binding, yet interestingly it seems
that in excitatory synapses calcineurin is activated by relatively small calcium influxes, while
CaMKIl activation follows larger calcium influxes (Cummings et al. 1996, Li et al. 2012). The
positioning of calcineurin and CaMKIl is believed to be a key factor (Penny and Gold 2018).
In naive, non-stimulated spines calcineurin is anchored to the postsynaptic density (PSD),
while CaMKII is located deeper, more towards the spine neck (Wyszynski et al. 1998). Weak
activation of NMDA receptorsis expected release calciumin arestricted microdomain, sensed
only by calcineurin. A larger calcium influx activates the CaMKII, which then repositions and
anchors to the NMDA receptors, while concurrently disrupts synaptic calcineurin anchoring
(Strack and Colbran 1998, Sanderson et al. 2012).

LTP and LTD also occur at inhibitory synapses and the number of postsynaptic GABAA
receptors is tightly regulated (Muir et al. 2010, Luscher et al. 2011, Petrini et al. 2014,
Lamsa and Lau 2019). However, as inhibitory synapses do not contain NMDA receptors,
GABAergic plasticity is often heterosynaptic and many different plasticity mechanisms have
been described for inhibitory synapses (Kullmann and Lamsa 2011, Wenner 2011, Maffei et
al. 2017).

Homeostatic plasticity

The activity-dependent plasticity of synapses described above (LTP and LTD) has the potential
to destabilize neuronal activity. In the absence of constraints, activity would potentiate
synapses indefinitely, resulting in strong synchronization and unstable signal transmission
(Turrigiano 1999). This theoretical situation is prevented as the growth of synapses is
weight dependent and inversely correlated with its size. This means that potentiation of
weaker synapses is favored, but potentiation of synapses that are already strong is limited
(Hardingham et al. 2007). In addition, synaptic strength is normalized over time through a
process called synaptic scaling. This form of homeostatic plasticity serves to maintain relative
strength differences among synapses, while restoring the capacity for further potentiation
(Turrigiano and Nelson 2004).
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When the activity is too low, neurons become incapable of forwarding the signal and when
the activity is too high, the signal will be lost amongst the non-synapse driven spontaneous
action potentials. Neurons can compensate for a prolonged increase in activity by scaling
their excitatory synapses down and their inhibitory synapses up. By scaling all synapticinputs,
the neurons keep their output within a certain physiological range. Homeostatic plasticity
was first demonstrated in neuronal cultures (Turrigiano et al. 1998, Turrigiano 2008), but
has since then been demonstrated in vivo in multiple systems (Keck et al. 2013, Hengen
et al. 2016). In another form of homeostatic plasticity, neurons compensate for changes in
activity levels by changing their intrinsic excitability, the ability of the neuron to generate
spikes (Cudmore and Turrigiano 2004, Grubb and Burrone 2010). When neurons were
hyperpolarized by overexpressing an inward-rectifier potassium channel they compensated
by increasing their firing threshold (Burrone et al. 2003). Interestingly, the same procedure
did not influence inhibitory synapses, which suggests that not postsynaptic firing, but rather
surrounding presynaptic activity is responsible for scaling inhibitory synapses (Hartman et
al. 2006).

Heterosynaptic plasticity

Plasticity at activated synapses can spread towards neighboring non-active synapses on same
dendrite. For instance, the induction of LTP in a single spine lowers the threshold to induce
LTP in neighboring spines (Harvey and Svoboda 2007, Harward et al. 2016). Furthermore,
induction of LTD also increases the chance of elimination of neighboring non-stimulated
spines (Wiegert and Oertner 2013). This often occurs via the exchange of synaptic plasticity
proteins along the dendrite (Harvey et al. 2008).

Heterosynaptic plasticity can also manifest in an opposite direction of the initial synaptic
plasticity. By inducing CaMKIl (calmodulin-dependent protein kinase Il)-dependent LTP
in several spines at the same branch, it was shown that non-stimulated spines on the
same branch underwent calcineurin-dependent spine shrinkage, indicating that synapses
compete for limited resources (Oh et al. 2015). Interestingly, this form of heterosynaptic
plasticity involves calcium from two distinct sources, i.e. CaMKII activation occurs through
NMDA receptor-dependent calcium, while concurrent calcineurin activates through calcium
released from internal stores through the mGIluR-IP3R pathway. Heterosynaptic plasticity
may affect excitatory and inhibitory synapses differentially as excitatory synapses are
compartmentalized through a narrow spine neck, while inhibitory synapses form directly
on the dendritic shaft.

Inhibitory synapse Formation

In addition to changes in synaptic strength, the number of synapses also varies over time
as synapses are continuously formed or lost. Synapse formation depends on proximity
between pre- and postsynaptic membranes. For excitatory synapses, formation is often
guided by transient dendritic filopodia, which probe potential axonal partners (Lohmann
and Bonhoeffer 2008). Dendritic GABAergic synapses form directly on the dendritic shaft,
without the involvement of these protrusions, which makes pre-existing axon-dendritic
contact a prerequisite for their formation (Wierenga et al. 2008).
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In our group, we found that inhibitory synapses are highly dynamic structures (Frias and
Wierenga 2013). We performed two-photon microscopy of GFP (green fluorescent protein)-
labeled inhibitory axons in hippocampal slices of GAD65 (glutamate decarboxylase 65)-GFP
mice to monitor the dynamics of individual inhibitory boutons over time. We observed
that inhibitory boutons, the presynaptic parts of inhibitory synapses, can appear, disappear
and reappear at the same location along axons over time. Stable inhibitory boutons
reflect mature inhibitory synapses, while the transient appearances of boutons reflect
locations where inhibitory synapses are being formed and disassembled (Wierenga et al.
2008, Schuemann et al. 2013). Although at first sight these bouton dynamics may appear
stochastic and continuous bouton turnover uneconomical, we actually propose that these
dynamics are an essential feature of a flexible, dynamic inhibitory system which serves to
quickly adapt to changes in activity levels and/or to molecular signals (Frias and Wierenga
2013). Activity-dependent inhibitory synapse formation may play an important role during
circuit adaptation.

These inhibitory bouton dynamics also demonstrate that formation of inhibitory synapses
is a protracted process, which contains multiple steps (Wierenga 2017). First, a presynaptic
bouton is formed along the axon and presynaptic proteins and synaptic vesicles are
recruited (Chi et al. 2003, Vasin et al. 2014). Transsynaptic signaling is then required to
assemble the postsynaptic specialization, which may be achieved by the release of signaling
molecules, such as FGF7 (fibroblast growth factor 7) or Neuregulin 1, or the accumulation of
cell adhesion molecules. The observed order of inhibitory synapse formation (presynaptic
protein recruitment occurs before postsynaptic specialization) is in line with previous
reports (Dobie and Craig 2011, Fu et al. 2012), although postsynaptic induction of inhibitory
synapse formation has also been reported (Flores et al. 2015). At this moment, not much is
known about the signaling pathways that are involved in inhibitory synapse formation and
in chapter 4 of this thesis | present how Sema4D (Semaphorin4D) signaling is involved in a
specific, early step in this process.

14



Information processing by neurons

Neurons receive thousands of synaptic inputs and translate these input signals to a
meaningful output signal (a train of action potentials). The vast majority (80-90%) of synaptic
signals comes from excitatory inputs, which promote action potential output.

Inhibitory synapses have the important task of regulating this output activity (Bar-llan et
al. 2013, Kepecs and Fishell 2014). GABA, the main inhibitory neurotransmitter, activates
ionotropic GABA, receptors, which are chloride channels. The inhibitory action of GABA,
receptors is two-fold. First the chloride influx through the receptors hyperpolarizes
the membrane, which lowers the likelihood of activating voltage gated channels. The
amplitude of this inhibition depends on the chloride gradient across the membrane (Kaila
et al. 2014). Second, the opening of GABA, receptors affects excitation through electrical
shunting, independent of hyperpolarization. The opening of ion channels increases the local
membrane conductance, which reduces the effect of the ionic currents on the membrane
potential (Koch et al. 1983).

The response of neurons to changes in membrane potential is shaped by the opening voltage
gated channels. For instance, voltage gated sodium and calcium channels in the membrane
open upon depolarization and can therefore strongly enhance the depolarization (a ‘spike’),
while opening of potassium channels leads to hyperpolarization (Johnston and Narayanan
2008, Tran-Van-Minh et al. 2015). Neuronal inhibition regulates spike generation through
hyperpolarization and shunting, by either gating or preventing spike generation (Larkum et
al. 1999, Gidon and Segev 2012, Lovett-Barron et al. 2012).

The largest spike formed by a neuron is the action potential, which is generated at the axon
initial segment (AIS) by the rapid opening of sodium and potassium channels. The action
potential is responsible for forwarding the signal onto the next neuron and propagates
through the axon, where it induces neurotransmitter release. The action potential also
propagates back into the dendrites (Larkum et al. 1999). This back-propagating action
potential serves as a coincidence signal by boosting the calcium signal at active synapses.

Dendritic computation

The first step of neuronal computation takes place in dendrites, where the majority of
incoming signals arrive (Magee 2000, London and Hausser 2005, Spruston 2008, Fletcher
and Williams 2018). lon channels along the dendrite shape the incoming signals before they
arrive at the AIS. By locally enhancing (‘boosting’) excitatory synapticinputs, dendritic voltage
gated channels and NMDA receptors can generate local spikes (Schiller et al. 1997, Antic et
al. 2010). This so-called non-linear integration of synaptic signals can facilitate transmission
over large distances and counter signal attenuation (Larkum et al. 2009, Branco et al. 2010).
It has been shown that NMDA receptor driven dendritic spikes are important for behavior,
as blocking NMDA receptors in vivo decreased input selectivity in the visual cortex (Smith et
al. 2013, Palmer et al. 2014, Ranganathan et al. 2018).

The ability to perform local computations makes the dendritic branch an independent

15



Chapter 1

processing and signaling unit (Branco et al. 2010, Kaifosh and Losonczy 2016, Beaulieu-
Laroche et al. 2018). Inputs with similar properties are often clustered in dendrites (Wilson
et al. 2016, lacaruso et al. 2017, Bloss et al. 2018), enhancing the computational capacity
of neurons (Poirazi et al. 2003). The efficacy of clustered inputs can be different between
branches and this efficacy can change in an activity-dependent manner (Losonczy et al.
2008). Furthermore, through heterosynaptic plasticity, activity-dependent changes in one
synapse can influence neighboring synapses on the same dendrite (Harvey and Svoboda
2007, Oh et al. 2015).

Figure 2.
Active neuronal signal propagation.
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Dendritic inhibition

Dendritic computation is tightly controlled by local inhibition, and dendritic inhibition is
shown to be essential for synaptic plasticity (Schulz et al. 2018), fear learning (Abs et al.
2018) and visual processing (Wilson et al. 2018). Inhibitory cells have a highly heterogenous
morphology and can target specific subcellular compartments (Kepecs and Fishell 2014,
Tremblay et al. 2016). Inhibitory synapses can regulate non-linear dendritic integration in
the dendrite, by exerting local control over opening of ion channels (Jadi et al. 2012, Lovett-
Barron et al. 2012, Mllner et al. 2015). For instance, dendritic inhibition can determine the
spread and magnitude of non-linear integration by controlling whether dendritic or somatic
burst spiking is generated (Lovett-Barron et al. 2012). It was also found that the activation
of a single inhibitory synapse is capable of attenuating a back-propagating action potential
from travelling further into the dendrite (Millner et al. 2015). While most inhibitory
synapses form directly on the shaft, dendritic inhibition can also target and regulate the
activity at individual spines (Chiu et al. 2013), and these inhibitory synapses may even be
more dynamic than those on the shaft (Chen et al. 2012, van Versendaal et al. 2012).
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Dendritic inhibition is most potent at silencing excitation when both excitatory and
inhibitory inputs arrive close in space and time on the same branch (Liu 2004). Depending
on their relative location, dendritic inhibitory synapses mostly impact somatic or dendritic
membrane potential. When measured at the soma, dendritic inhibition is most potent when
it is on-the-path of excitation (Figure 3). Computational models show that the shunting
component of inhibition is most effective if inhibition either colocalizes with excitation or is
on-the-path of more distal excitation (Hao et al. 2009).

For the local impact on the membrane potential at the dendrite, the opposite is true and
off-the-path inhibition is most potent (Gidon and Segev 2012). Off-the-path inhibition
becomes more potent towards the distal ends, as the sealed end of the dendritic branch
form an electrical resistance. The same electric current will generate a stronger change in
membrane potential in high-resistance branches, compared to larger branches. Dendritic
inhibitory synapses at these branches effectively enhance the local conductance and block
signal propagation via shunting. Off-the-path inhibition is best suited for preventing and
regulating spike initiation at distal dendritic sites (Doron et al. 2017). However, once a spike
has been generated, on-the-path inhibition is best at attenuating it before the signal reaches
the soma. These specialized tasks may underly the selective targeting of specific dendritic
locations by different types of inhibitory interneurons (Bloss et al. 2016, Favuzzi et al. 2019).

Together with the relative sparsity of inhibitory synapses, the local action of inhibition
suggests that each dendritic inhibitory synapse regulates its own local domain. With only
a limited number of inhibitory synapses, a neuron is likely to benefit from strategically
placement of these inhibitory synapses (Boivin and Nedivi 2018).

©@== off-the-path
o—
©= on-the-path

Figure 3. Dendritic inhibition, on-the-path and off-the-path.
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Central question of this thesis

The ability of dendrites to independently process synaptic inputs makes local inhibition key
to proper regulation of non-linear integration of dendritic signals. However, plasticity of
excitatory synapses is ongoing during behavior in vivo, and for proper regulation of these
changing excitatory inputs, inhibitory synapses would have to change accordingly. This brings
us to the central question of this thesis: Is plasticity of excitatory and inhibitory synapses
coordinated within the functional unit of a single dendritic branch?

Evidence for coordination between excitation and inhibition

Excitatory and inhibitory synapses are highly plastic, making mechanisms necessary to
coordinate their plasticity to prevent excitation and inhibition from diverging, which could
otherwise cause neurological disorders (Nelson and Valakh 2015, Schulte et al. 2018).
Evidence that excitation and inhibition are regulated together comes from both in vitro and
in vivo studies, where inhibition is shown to adapt to changes in activity (Froemke 2015). A
piece of evidence stems from the synaptic input variability between neurons, as the input
varies with cell morphology together with synapse number, type, and strength. Despite the
large variations in signal amplitude of excitatory inputs, pyramidal cells in the visual cortex
receiveinhibitioninsimilar proportion to their excitatory input (Xue et al. 2014). Furthermore,
by overexpressing Kir2.1, an inward rectifier potassium channel, it was shown that
pyramidal cell activity was instructive. Kir2.1 lowers the firing frequency by hyperpolarizing
the membrane potential and the presence of Kir2.1 disrupted the coordination between
excitation and inhibition. Onto neurons with lowered activity, inhibition became weaker
while excitation remained unchanged (Xue et al. 2014). It is unknown if this coordination
occurs through a change in inhibitory synapse number or synapse strength.

In the adult visual corte, it was found that the number of inhibitory synapses onto pyramidal
cells is regulated in an activity-dependent manner. After inducing monocular deprivation,
which is accompanied by increased responsiveness to the deprived eye, a rapid decline
in inhibitory synapses was found (van Versendaal et al. 2012). Interestingly, restoration of
binocular vision (after the monocular deprivation) was also associated with a reduction
in inhibitory synapses, which makes a homeostatic mechanism unlikely. After sensory
deprivation by inducing retinal lesions, a region of the visual cortex is left temporarily
unresponsive, but it regains responsiveness to visual stimuli through reorganization in the
following months (Gilbert and Wiesel 1992). Sensory deprivation causes a reduction in
the number of excitatory synapses made onto inhibitory neurons as well as in the number
of inhibitory connections that these cells make (Keck et al. 2011). These example studies
show that reduced neuronal activity due to sensory deprivation leads to a reduction of
the number of inhibitory synapses. It is believed that a (temporary) reduction in inhibition
facilitates the changes in the excitatory synapses that are necessary to adapt to the new
situation (Froemke 2015). Therefore, excitatory and inhibitory plasticity seem to be tightly
coordinated at the cellular level.

There is also evidence that coordination between excitation and inhibition occurs on
a smaller scale, within dendrites. In a dendrite, the number of excitatory and inhibitory

18



synapses are correlated (Liu 2004), which suggests that inhibitory synapses may not form
randomly on the dendrite, but their formation may somehow be coordinated with local
excitatory synapses. As mentioned before, inhibitory synapses are very dynamic and often
form and later disappear. In an in vivo imaging study in which the dynamics of spines and
inhibitory synapses were monitored together over several days, it was found that transient
inhibitory synapses tend to cluster spatially with changes in dendritic spines (Chen et al.
2012). This suggests some kind of local feedback signal between the two types of synaptic
inputs. Glutamate may directly influence inhibitory synapses independent from its role in
neuron firing. Glutamate has been shown to directly affect inhibitory synapses via NMDA
receptor activation, which can induce GABA, receptor exocytosis (Marsden et al. 2007,
Petrini et al. 2014). Recently, it was shown that this NMDA receptor-dependent potentiation
of inhibitory synapses is specific for synapses made by somatostatin-positive inhibitory cells
(Chiu et al. 2018).

Furthermore, after LTP induction, the balance between excitation and inhibition seems
to be actively regulated as the dendritic spine growth during LTP was counterbalanced by
a coordinated growth of inhibitory synapses at the same dendritic stretch (Bourne and
Harris 2011), suggesting that a local balance between excitation and inhibition is actively
maintained. In our research, we ask if such a local coordination indeed exists and examine
the possible signaling mechanism (chapter 2).
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Chapter 1

Methodical considerations

Studying neurons and synapses requires specialized techniques in order to prepare and
maintain neuron cultures, visualize synaptic plasticity, and record neuronal activity. During
experiments we often encounter unforeseen issues, forcing us to learn and revise our
approach. Here | describe the techniques | used and some of the lessons | have learned.

Organotypic hippocampal slice culture

As we were setting out to study a plasticity phenomenon that should not be specific to any
brain region, we chose the hippocampus as our model system, a brain region where plasticity
has been extensively studied and which is implicated in memory consolidation and spatial
cognition. The hippocampus contains clearly defined, and highly characteristic dense layers
of neurons of which the overall connectivity is known. In our group, we predominantly use
mouse organotypical hippocampal slice cultures (Stoppini et al. 1991). A major advantage
of these cultures over acutely prepared slices is that they can be kept for several weeks after
preparation, reducing the number of animals needed for a study.

Figure 4. Hippocampal slice culture

Extracting the hippocampus from a P6-7 mouse pup is an acquired skill that takes time and
practice as the delicate brain tissue is easily damaged. Here | briefly describe the rationale
of several crucial steps of the culturing process. Ahead of the culturing process the tools
and medium should be prepared sterile to prevent contaminations. After decapitation, the
mouse brain is extracted into a cold saline preparation solution (approx. 0 degrees Celsius).
The cold temperature slows down metabolism and delays/prevents cell death. Furthermore,
kynurenic acid, a glutamate receptor antagonist, is added to our preparation solution to
reduce excitotoxicity related cell death. The culture preparation is concluded by washing
the slices with a different solution, the culture medium. While the preparation solution is
designed to minimize excitotoxicity by lowering neuronal activity, culture medium mimics
more closely the physiological conditions, which allows the neurons to continue developing.
After the washing step, the hippocampal slices are plated on special inserts and kept in
medium at 35 degrees.

The quality of the slices can vary, even within the same preparation. The overall structure
and thickness of the slice are in general good indicators of slice health. The characteristic
hippocampal structure should be clearly visible in young slices but will fade over several
days, as the tissue flattens and attaches to the membrane. In case of fluorescently labeled
cells, such our GAD65-GFP cultures, the amount and location of the fluorescent cells can be
used to estimate the culture quality.
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Two-photon laser scanning microscopy

To visualize single synapses (~1 um) in living brain slices, conventional light microscopes are
not sufficient. Our experiments were performed on a two-photon laser scanning microscope
(Denk et al. 1990, Zipfel et al. 2003). A laser scanning microscope excites only a small part of
the sample at a time. Two-photon excitation strongly limits the out-of-focus excitation light
as the probability of two photons being absorbed simultaneously is exceedingly low and
can only occur when the photon density of the laser is very high (i.e. in the focal point). An
added benefit is that out-of-focus bleaching is also reduced. However, bleaching and photo-
damage will still occur if the sample is exposed to high power illumination for prolonged
periods. As such, it is necessary to find a good trade-off between scanning resolution and
dwell time, while keeping in mind the quadratic relationship with resolution and the number
of pixels.

Our experiments required imaging two colors with a single excitation source. To do so,
we searched for an optimal wavelength at which both fluorophores (red Alexa 596 and
green GFP) are approximately equally visible. Fluorescent labeling may vary, meaning that
the wavelength at which both fluorophores are comparable for one experiment, may be
different for another. While varying the wavelength of the laser between recordings is not
ideal, the large variation in fluorescence intensity makes it difficult to avoid. The wavelength
of the excitation laser should be chosen so that fluorescence intensity is at its highest for
the lowest amount of laser power. As the laser travels through various optical components,
how much light reaches the sample is not necessarily correlated with the initial laser power
settings.

Electrophysiology

We used electrophysiology to record electrical signals in neurons, including whole-cell
current clamp and voltage clamp. Whole-cell recordings rely on making an electrical
connection between the cell and an electrode. In current clamp the membrane potential
is directly recorded and current can be injected into the cell to study its firing behavior. In
voltage clamp, the membrane potential is held at a preset holding potential, the current
needed to do so is the readout and corresponds to the current through the membrane, e.g.
via synaptic inputs.

Contact
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Whole-cell recording

Figure 5. Patch clamp procedure
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A side effect of whole-cell patch clamp recording is wash out, due to a mixture between the
pipette solution and the cytosol. As the volume of pipette solution is many times greater
than that of a cell, the native proteins will be strongly diluted over time, which can impact
physiological functioning. For instance, it is believed that this wash-out is limits the ability of
a neuron to undergo LTP. To counter this, ATP (Adenosine triphosphate) and GTP (Guanosine
triphosphate) are included to the internal solution, which extends the time window where
LTP can be reliably induced to 30 min (Kato et al. 1993). Another component that is often
added to the internal solution is EGTA (egtazic acid), a calcium chelator. EGTA prevents
excitotoxicity by buffering the calcium that may be released from internal stores in response
to the membrane rupturing. However, as calcium is important for many aspects of cellular
signaling, buffering calcium may affect synaptic plasticity. For this reason, the chelator is
only used at low concentrations.

In addition to electrophysiological access, patch clamp also lend themselves for local
application by diffusion through the patch pipette. In our experiments, we loaded a
pyramidal cell with a red fluorescent dye, which allowed us to visualize the axon-dendritic
crossings.

Two-photon glutamate uncaging

In our experiments we use caged glutamate combined with two-photon excitation which
allows us to stimulate single synapses. Caged glutamate molecules consist of glutamate and
a caging molecule that keeps the glutamate inert (Ellis-Davies 2019). A laser pulse of the
right wavelength induces photolysis of this caged component and releases the glutamate.
The high spatial resolution of two-photon glutamate uncaging (Fig. 6) in combination with
electrophysiology allows the researcher to map glutamate sensitivity of dendritic spines
(Matsuzaki et al. 2001). Furthermore, it also enables us to selectively potentiate synapses
based on location, making it possible to study synapse plasticity in a highly controlled
environment (Matsuzaki et al. 2004, Harvey and Svoboda 2007, Govindarajan et al. 2011).

10 pA
100 ms

Figure 6. Two photon glutamate uncaging locally releases glutamate.
Uncaging amplitude increases with decreasing distance. Scalebar 1 um.
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Understanding the limitations of this powerful technique allows the researcher to fully
utilize its strengths. One aspect of uncaging in general that may pose an issue is unintended
uncaging. While several caged compounds are designed specifically for two-photon
excitation, they are still easily excited by a one-photon excitation, for instance by background
light. The unintended one-photon excitation occurs at roughly half the wavelength of two-
photon excitation, making red or yellow light the least likely to cause unwanted uncaging.
Thus, we use red light and red filters when preparing our solutions and experiments to
minimize exposure to light. However, one cannot completely avoid that caged compounds
are contaminated with small amounts of uncaged molecules. In the case of caged glutamate,
free glutamate may interfere with the experiment, especially during prolonged exposure.
This can be observed during whole-cell recordings, where the application of free glutamate
will induce depolarization and may even induce action potentials.

Another concern with caged glutamate compounds, such as MNI-caged glutamate, is that
they are agonistic to GABA, receptors due to their structural similarity with GABA (Passlick
et al. 2017, Ellis-Davies 2019). At a high concentration this can become problematic and
can lead to epileptic network activity. To prevent this, caged glutamate is often applied in
combination with TTX (tetrodotoxin), a voltage gated sodium channel blocker. TTX blocks
all action potentials, silencing neuronal activity, which in turn affect both excitatory and
inhibitory synapses. In my experiments | therefore used DNI-caged glutamate, a caged
compound with a higher quantum yield. With DNI-caged glutamate, | was able to use a
lower concentration of caged glutamate, avoiding the problems described above. In
addition, during our experiments we apply caged glutamate only briefly before and during
the stimulus by local application, further limiting unwanted side effects. However, the
disadvantage of local application is that the concentration can only be estimated as the
applied solution will mix with the bath medium.

Sample drift

Our experimental setup was designed to keep the sample in a physiological condition by
s continuously supplying nutrients and oxygen. Any disruption of this continuous supply,
however, can cause sample drift that hinders the experiment. In our experiments, we use a
peristaltic pump to perfuse the sample, which can only approximately provide a continuous
in- and outflow. The outflow of the perfusion occurs at a higher rate than the inflow, to avoid
a potential overflow, and therefore must suck up a mixture of air and solution in a continuous
flow. I achieved this by carefully shaping the opening of the outflow. A discontinuous outflow
can trigger a rapid sample drift of several microns, which is devastating in our experiments.
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Chapter 1

Scope of the thesis

Synapses are essential building blocks that connect the neurons in the central and
peripheral nervous systems. Through continuous forming and shaping, synapses allow us to
learn, adapt, adjust, and grow. This thesis focuses on investigating the local coordination of
inhibition and excitation after plasticity of excitatory synapses.

In chapter 2, | show that formation of dendritic inhibitory synapses can be directed by local
synaptic activity. We stimulated dendritic spines close to a GABAergic axon crossing by
pairing two-photon glutamate uncaging with postsynaptic depolarization in CA1 pyramidal
cells. We found that repeated spine stimulation promoted growth of a new GABAergic
bouton onto the same dendrite. Our findings reveal a dendritic signaling mechanism to
trigger growth of inhibitory boutons at dendritic locations with strong excitatory synaptic
activity, which may serve to ensure inhibitory control over clustered excitatory inputs.

The quantification and analysis of bouton growth was one of the challenges | encountered
during the studies. With a lack of available tools, | set out to develop my own analysis
tool while striving for efficiency, adaptability, and user friendliness. Using this tool, our
quantification became straight forward, less time consuming, and easier to reproduce. In
chapter 3, | describe the use and benefits of this analysis tool.

In chapter 4, we examined the signaling pathways induced by the postsynaptic signaling
molecule Sema4D during inhibitory synapse formation. Sema4D is a well-known axon
guidance molecule, which has been shown to be involved in the formation of inhibitory, but
not excitatory, synapses. We were able to show that Sema4D signaling does not induce de
novo inhibitory synapse formation, but it specifically induces stabilization of non-persistent
boutons. I made electrophysiological recordings to show that the boutons that are stabilized
by Sema4D signaling, gradually turn into functional, mature inhibitory synapses over time.

In chapter 5, | summarize the experimental findings, further discuss possible underlying
mechanisms, and offer future directions.

24



References

Abs, E., Poorthuis, R.B., Apelblat, D., Muhammad, K., Pardi, M.B., Enke, L., Kushinsky, D., Pu, D.L.,
Eizinger, M.F., Conzelmann, K.K., Spiegel, I., and Letzkus, J.J., 2018. Learning-Related Plasticity in
Dendrite-Targeting Layer 1 Interneurons. Neuron, 100 (3), 684—-699.

Antic, S.D., Zhou, W.-L., Moore, A.R., Short, S.M., and Ikonomu, K.D., 2010. The decade of the dendritic
NMDA spike. Journal of neuroscience research, 88 (14), 2991-3001.

Bar-llan, L., Gidon, A., and Segey, I., 2013. The role of dendritic inhibition in shaping the plasticity of
excitatory synapses. Frontiers in Neural Circuits, 6 (April), 1-13.

Bats, C., Groc, L., and Choquet, D., 2007. The Interaction between Stargazin and PSD-95 Regulates
AMPA Receptor Surface Trafficking. Neuron, 53 (5), 719-734.

Beaulieu-Laroche, L., Toloza, E.H.S., van der Goes, M.S., Lafourcade, M., Barnagian, D., Williams,
Z.M., Eskandar, E.N., Frosch, M.P., Cash, S.S., and Harnett, M.T., 2018. Enhanced Dendritic
Compartmentalization in Human Cortical Neurons. Cell, 175 (3), 643—651.e14.

Bloss, E.B., Cembrowski, M.S., Karsh, B., Colonell, J., Fetter, R.D., and Spruston, N., 2018. Single excitatory
axons form clustered synapses onto CA1 pyramidal cell dendrites. Nature Neuroscience, 21 (3),
353-363.

Bloss, E.B., Cembrowski, M.S., Karsh, B., Colonell, J., Fetter, R.D., Spruston, N., Richard, D., Spruston,
N., Bloss, E.B., Cembrowski, M.S., Karsh, B., Colonell, J., Fetter, R.D., and Spruston, N., 2016.
Structured Dendritic Inhibition Supports Branch-Selective Integration in CA1 Pyramidal Cells.
Neuron, 89 (5), 1016-1030.

Boivin, J.R. and Nedivi, E., 2018. Functional implications of inhibitory synapse placement on signal
processing in pyramidal neuron dendrites. Current Opinion in Neurobiology, 51, 16-22.

Bourne, J.N. and Harris, K.M., 2011. Coordination of size and number of excitatory and inhibitory
synapses results in a balanced structural plasticity along mature hippocampal CA1 dendrites
during LTP. Hippocampus, 21 (4), 354-73.

Bradshaw, J.M., Kubota, Y., Meyer, T., and Schulman, H., 2003. An ultrasensitive Ca2+/calmodulin-
dependent protein kinase IlI-protein phosphatase 1 switch facilitates specificity in postsynaptic

calcium signaling. Proceedings of the National Academy of Sciences, 100 (18), 10512-10517.

Branco, T., Beverley, A.C., and Hausser, M., 2010. Dendritic Discrimination of Temporal Input Sequences
in Cortical Neurons. Science, (September), 1671-1675.

Branco, T., Staras, K., Darcy, K.J., and Goda, Y., 2008. Local dendritic activity sets release probability at
hippocampal synapses. Neuron, 59 (3), 475-85.

Burrone, J., O'Byrne, M., and Murthy, V., 2003. Multiple forms of synaptic plasticity. Nature, 420
(November), 414-418.

Chen, J.L., Villa, K.L., Cha, JW., So, PT.C., Kubota, Y., and Nedivi, E., 2012. Clustered Dynamics of
Inhibitory Synapses and Dendritic Spines in the Adult Neocortex. Neuron, 74 (2), 361-373.

Chi, P., Greengard, P., and Ryan, T.A., 2003. Synaptic vesicle mobilization is regulated by distinct
synapsin | phosphorylation pathways at different frequencies. Neuron, 38 (1), 69-78.

25



Chapter 1

Chiu, C., Lur, G., and Morse, T., 2013. Compartmentalization of GABAergic inhibition by dendritic
spines. Science, 340 (May), 759-762.

Chiu, C.Q., Martenson, J.S., Yamazaki, M., Natsume, R., Sakimura, K., Tomita, S., Tavalin, S.J., and Higley,
M.J., 2018. Input-Specific NMDAR-Dependent Potentiation of Dendritic GABAergic Inhibition.
Neuron, 97 (2), 368-377.e3.

Cudmore, R.H. and Turrigiano, G.G., 2004. Long-Term Potentiation of Intrinsic Excitability in LV Visual
Cortical Neurons. Journal of Neurophysiology, 92 (1), 341-348.

Cummings, J.A., Mulkey, R.M., Nicoll, R.A., and Malenka, R.C., 1996. Ca2+ Signaling Requirements for
Long-Term Depression in the Hippocampus. Neuron, 16 (4), 825—-833.

Denk, W., Strickler, J., and Webb, W., 1990. Two-photon laser scanning fluorescence microscopy.
Science, 248 (4951), 73-76.

Derkach, V., Barria, A., and Soderling, T.R., 1999. Ca2+/calmodulin-kinase Il enhances channel
conductance of -amino-3-hydroxy-5-methyl-4-isoxazolepropionate type glutamate receptors.
Proceedings of the National Academy of Sciences, 96 (6), 3269-3274.

Dobie, F.A. and Craig, A.M., 2011. Inhibitory Synapse Dynamics: Coordinated Presynaptic and
Postsynaptic Mobility and the Major Contribution of Recycled Vesicles to New Synapse
Formation. Journal of Neuroscience, 31 (29), 10481-10493.

Doron, M., Chindemi, G., Muller, E., Markram, H., and Segeyv, |., 2017. Timed Synaptic Inhibition Shapes
NMDA Spikes, Influencing Local Dendritic Processing and Global 1/O Properties of Cortical
Neurons. Cell Reports, 21 (6), 1550-1561.

Edwards, R.H., 2007. The Neurotransmitter Cycle and Quantal Size. Neuron, 55 (6), 835—858.

Ellis-Davies, G.C.R., 2019. Two-Photon Uncaging of Glutamate. Frontiers in Synaptic Neuroscience, 10
(January), 48.

Favuzzi, E., Deogracias, R., Marques-Smith, A., Maeso, P., Jezequel, J., Exposito-Alonso, D., Balia, M.,
Kroon, T., Hinojosa, A.J., F. Maraver, E., and Rico, B., 2019. Distinct molecular programs regulate
synapse specificity in cortical inhibitory circuits. Science, 363 (6425), 413.

Ferando, |. and Mody, ., 2014. Interneuronal GABAAreceptors inside and outside of synapses. Current
Opinion in Neurobiology, 26, 57—63.

Fletcher, L.N. and Williams, S.R., 2018. Neocortical Topology Governs the Dendritic Integrative Capacity
of Layer 5 Pyramidal Neurons. Neuron, 101 (1), 76-90.e4.

Flores, C.E., Nikonenko, I., Mendez, P., Fritschy, J.-M., Tyagarajan, S.K., and Muller, D., 2015. Activity-
dependent inhibitory synapse remodeling through gephyrin phosphorylation. Proceedings of
the National Academy of Sciences of the United States of America, 112 (1), E65-72.

Frias, C.P. and Wierenga, C.J., 2013. Activity-dependent adaptations in inhibitory axons. Frontiers in
Cellular Neuroscience, 7 (November), 1-16.

Froemke, R.C., 2015. Plasticity of Cortical Excitatory-Inhibitory Balance. Annual Review of Neuroscience,
38 (1), 195-219.

26



Fu, Y., Wu, X,, Lu, J., and Huang, Z.J., 2012. Presynaptic GABA(B) Receptor Regulates Activity-Dependent
Maturation and Patterning of Inhibitory Synapses through Dynamic Allocation of Synaptic
Vesicles. Frontiers in cellular neuroscience, 6 (December), 57.

Gidon, A. and Segev, |., 2012. Principles Governing the Operation of Synaptic Inhibition in Dendrites.
Neuron, 75 (2), 330-341.

Gilbert, C.D. and Wiesel, T.N., 1992. Receptive field dynamics in adult primary visual cortex. Nature,
356 (6365), 150-152.

Govindarajan, A., Israely, I., Huang, S.-Y., and Tonegawa, S., 2011. The dendritic branch is the preferred
integrative unit for protein synthesis-dependent LTP. Neuron, 69 (1), 132-46.

Grillo, FW., Neves, G., Walker, A., Vizcay-Barrena, G., Fleck, R.A., Branco, T., and Burrone, J., 2018. A
Distance-Dependent Distribution of Presynaptic Boutons Tunes Frequency-Dependent Dendritic
Integration. Neuron, 99 (2), 275-282.e3.

Grubb, M.S. and Burrone, J., 2010. Activity-dependent relocation of the axon initial segment fine-
tunes neuronal excitability. Nature, 465 (7301), 1070-4.

Halpain, S., Girault, J.-A., and Greengard, P.,, 1990. Activation of NMDA receptors induces
dephosphorylation of DARPP-32 in rat striatal slices. Nature, 343 (6256), 369-372.

Hao, J., Wang, X. -d., Dan, Y., Poo, M. -m., and Zhang, X. -h., 2009. An arithmetic rule for spatial
summation of excitatory and inhibitory inputs in pyramidal neurons. Proceedings of the
National Academy of Sciences, 106 (51), 21906-21911.

Hardingham, N.R., Hardingham, G.E., Fox, K.D., and Jack, J.J.B., 2007. Presynaptic Efficacy Directs
Normalization of Synaptic Strength in Layer 2/3 Rat Neocortex After Paired Activity. Journal of
Neurophysiology, 97 (4), 2965-2975.

Hartman, K.N., Pal, S.K., Burrone, J., and Murthy, V.N., 2006. Activity-dependent regulation of inhibitory
synaptic transmission in hippocampal neurons. Nature neuroscience, 9 (5), 642-9.

Harvey, C.D. and Svoboda, K., 2007. Locally dynamic synaptic learning rules in pyramidal neuron
dendrites. Nature, 450 (7173), 1195-1200.

Harvey, C.D., Yasuda, R., Zhong, H., and Svoboda, K., 2008. The Spread of Ras Activity Triggered by
Activation of a Single Dendritic Spine. Science, 321 (5885), 136—140.

Harward, S.C., Hedrick, N.G., Hall, C.E., Parra-Bueno, P., Milner, T.A., Pan, E., Laviv, T., Hempstead, B.L.,
Yasuda, R., and McNamara, J.0., 2016. Autocrine BDNF-TrkB signalling within a single dendritic
spine. Nature, 538 (7623), 99-103.

Hengen, K.B., Torrado Pacheco, A., McGregor, J.N., Van Hooser, S.D., and Turrigiano, G.G., 2016.
Neuronal Firing Rate Homeostasis Is Inhibited by Sleep and Promoted by Wake. Cell, 165 (1),
180-191.

Holderith, N., Lorincz, A., Katona, G., Rdzsa, B., Kulik, A., Watanabe, M., and Nusser, Z., 2012. Release

probability of hippocampal glutamatergic terminals scales with the size of the active zone.
Nature neuroscience, 15 (7), 988-97.

27



Chapter 1

lacaruso, M.F., Gasler, |.T., and Hofer, S.B., 2017. Synaptic organization of visual space in primary visual
cortex. Nature, 547 (7664), 449-452.

Jadi, M., Polsky, A., Schiller, J., and Mel, B.W., 2012. Location-dependent effects of inhibition on local
spiking in pyramidal neuron dendrites. PLoS Computational Biology, 8 (6).

Johnston, D. and Narayanan, R., 2008. Active dendrites: colorful wings of the mysterious butterflies.
Trends in Neurosciences, 31 (6), 309-316.

Kaifosh, P. and Losonczy, A., 2016. Mnemonic Functions for Nonlinear Dendritic Integration in
Hippocampal Pyramidal Circuits. Neuron, 90 (3), 622—634.

Kaila, K., Price, T.J., Payne, J.A., Puskarjov, M., and Voipio, J., 2014. Cation-chloride cotransporters in
neuronal development, plasticity and disease. Nature Reviews Neuroscience, 15 (10), 637-654.

Kato, K., Clifford, D.B., and Zorumski, C.F., 1993. Long-term potentiation during whole-cell recording in
rat hippocampal slices. Neuroscience, 53 (1), 39-47.

Kay, L., Humphreys, L., Eickholt, B.J., and Burrone, J., 2011. Neuronal activity drives matching of pre-
and postsynaptic function during synapse maturation. Nature Neuroscience, 14 (6), 688—690.

Keck, T., Keller, G.B., Jacobsen, R.I., Eysel, U.T., Bonhoeffer, T., and Hibener, M., 2013. Synaptic scaling
and homeostatic plasticity in the mouse visual cortex in vivo. Neuron, 80 (2), 327-334.

Keck, T., Scheuss, V., Jacobsen, R.l., Wierenga, C.J., Eysel, U.T., Bonhoeffer, T., and Hibener, M., 2011.
Loss of sensory input causes rapid structural changes of inhibitory neurons in adult mouse
visual cortex. Neuron, 71 (5), 869-882.

Kepecs, A. and Fishell, G., 2014. Interneuron cell types are fit to function. Nature, 505 (7483), 318-26.

Koch, C., Poggio, T., and Torre, V., 1983. Nonlinear interactions in a dendritic tree: localization, timing,
and role in information processing. Proceedings of the National Academy of Sciences of the
United States of America, 80 (9), 2799-802.

Kullmann, D.M. and Lamsa, K.P., 2011. LTP and LTD in cortical GABAergic interneurons: emerging rules
and roles. Neuropharmacology, 60 (5), 712-9.

Kuzirian, M.S., Moore, A.R., Staudenmaier, E.K., Friedel, R.H., and Paradis, S., 2013. The class
4 semaphorin Sema4D promotes the rapid assembly of GABAergic synapses in rodent
hippocampus. The Journal of neuroscience : the official journal of the Society for Neuroscience,
33 (21), 8961-73.

Lamsa, K. and Lau, P., 2019. Long-term plasticity of hippocampal interneurons during in vivo memory
processes. Current Opinion in Neurobiology, 54, 20-27.

Larkum, M.E., Nevian, T., Sandler, M., Polsky, A., and Schiller, J., 2009. Synaptic integration in tuft
dendrites of layer 5 pyramidal neurons: a new unifying principle. Science (New York, N.Y.), 325
(5941), 756—60.

Larkum, M.E., Zhu, J.J., and Sakmann, B., 1999. A new cellular mechanism for coupling inputs arriving
at different cortical layers. Nature, 398 (6725), 338-41.

28



Lengyel, I., Voss, K., Cammarota, M., Bradshaw, K., Brent, V., Murphy, K.P.S.J., Giese, K.P., Rostas, J.A.P.,
and Bliss, T.V.P., 2004. Autonomous activity of CaMKIl is only transiently increased following the
induction of long-term potentiation in the rat hippocampus. European Journal of Neuroscience,
20 (11), 3063-3072.

Li, L., Stefan, M.I.,, and Le Novére, N., 2012. Calcium Input Frequency, Duration and Amplitude
Differentially Modulate the Relative Activation of Calcineurin and CaMKIl. PLoS ONE, 7 (9).

Liao, D., Hessler, N.A., and Malinow, R., 1995. Activation of postsynaptically silent synapses during
pairing-induced. Nature, 375 (6530), 400—404.

Lisman, J.E. and Harris, K.M., 1993. Quantal analysis and synaptic anatomy — integrating two views of
hippocampal plasticity. Trends in Neurosciences, 16 (4), 141-147.

Liu, G., 2004. Local structural balance and functional interaction of excitatory and inhibitory synapses
in hippocampal dendrites. Nature neuroscience, 7 (4), 373-9.

Lohmann, C. and Bonhoeffer, T., 2008. A Role for Local Calcium Signaling in Rapid Synaptic Partner
Selection by Dendritic Filopodia. Neuron, 59 (2), 253-260.

London, M. and Hausser, M., 2005. Dendritic computation. Annual review of neuroscience, 28, 503-32.

Losonczy, A., Makara, J.K., and Magee, J.C., 2008. Compartmentalized dendritic plasticity and input
feature storage in neurons. Nature, 452 (7186), 436—41.

Lovett-Barron, M., Turi, G.F.,, Kaifosh, P., Lee, P.H., Bolze, F., Sun, X.H., Nicoud, J.F., Zemelman, B. V.,
Sternson, S.M., and Losonczy, A., 2012. Regulation of neuronal input transformations by tunable
dendritic inhibition. Nature Neuroscience, 15 (3), 423—-430.

Luscher, B., Fuchs, T., and Kilpatrick, C.L., 2011. GABAAReceptor Trafficking-Mediated Plasticity of
Inhibitory Synapses. Neuron, 70 (3), 385—-409.

MacGillavry, H.D., Song, Y., Raghavachari, S., and Blanpied, T.A., 2013. Nanoscale scaffolding domains
within the postsynaptic density concentrate synaptic ampa receptors. Neuron, 78 (4), 615—622.

Maffei, A., Charrier, C., Caiati, M.D., Barberis, A., Mahadevan, V., Woodin, M.A., and Tyagarajan, S.K.,
2017. Emerging Mechanisms Underlying Dynamics of GABAergic Synapses. The Journal of
Neuroscience, 37 (45), 10792—-10799.

Magee, J.C., 2000. Dendritic integration of excitatory synaptic input. Nature Reviews Neuroscience, 1
(3), 181-190.

Malinow, R. and Malenka, R.C., 2002. AMPA Receptor Trafficking and Synaptic Plasticity. Annual Review
of Neuroscience, 25 (1), 103-126.

Man, H.-Y.,, Sekine-Aizawa, Y., and Huganir, R.L., 2007. Regulation of -amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid receptor trafficking through PKA phosphorylation of the Glu receptor 1

subunit. Proceedings of the National Academy of Sciences, 104 (9), 3579-3584.

29



Chapter 1

Marsden, K.C., Beattie, J.B., Friedenthal, J., and Carroll, R.C., 2007. NMDA Receptor Activation
Potentiates Inhibitory Transmission through GABA Receptor-Associated Protein-Dependent
Exocytosis of GABAA Receptors. Journal of Neuroscience, 27 (52), 14326-14337.

Matsuzaki, M., Ellis-Davies, G.C.R., Nemoto, T., Miyashita, Y., lino, M., and Kasai, H., 2001. Dendritic
spine geometry is critical for AMPA receptor expression in hippocampal CA1 pyramidal neurons.
Nature neuroscience, 4 (11), 1086-92.

Matsuzaki, M., Honkura, N., Ellis-Davies, G.C.R., and Kasai, H., 2004. Structural basis of long-term
potentiation in single dendritic spines. Nature, 429 (June).

Muir, J., Arancibia-Carcamo, I.L., MacAskill, A.F., Smith, K.R., Griffin, L.D., and Kittler, J.T., 2010. NMDA
receptors regulate GABAA receptor lateral mobility and clustering at inhibitory synapses
through serine 327 on the 2 subunit. Proceedings of the National Academy of Sciences, 107
(38), 16679-16684.

Millner, F.E., Wierenga, C.J., and Bonhoeffer, T., 2015. Precision of Inhibition: Dendritic Inhibition by
Individual GABAergic Synapses on Hippocampal Pyramidal Cells Is Confined in Space and Time.
Neuron, 87 (3), 576-589.

Nelson, S.B. and Valakh, V., 2015. Excitatory/Inhibitory Balance and Circuit Homeostasis in Autism
Spectrum Disorders. Neuron, 87 (4), 684—-698.

Nusser, Z., Cull-Candy, S., and Farrant, M., 1997. Differences in Synaptic GABAA Receptor Number
Underlie Variation in GABA Mini Amplitude. Neuron, 19 (3), 697-709.

Oh, W.C., Parajuli, L.K., and Zito, K., 2015. Heterosynaptic Structural Plasticity on Local Dendritic
Segments of Hippocampal CA1 Neurons. Cell Reports, 10 (2), 162—-169.

Palmer, L.M., Shai, A.S., Reeve, J.E., Anderson, H.L., Paulsen, O., and Larkum, M.E., 2014. NMDA spikes
enhance action potential generation during sensory input. Nature Neuroscience.

Paradis, S., Harrar, D.B., Lin, Y., Koon, A.C., Hauser, J.L., Griffith, E.C., Zhu, L., Brass, L.F., Chen, C., and
Greenberg, M.E., 2007. An RNAi-based approach identifies molecules required for glutamatergic
and GABAergic synapse development. Neuron, 53 (2), 217-32.

Passlick, S., Kramer, P.F., Richers, M.T., Williams, J.T., and Ellis-Davies, G.C.R., 2017. Two-color, one-
photon uncaging of glutamate and GABA. PLoS ONE, 12 (11), 1-17.

Patneau, D.K. and Mayer, M.L., 1990. Structure-activity relationships for amino acid transmitter
candidates acting at N-methyl-D-aspartate and quisqualate receptors. The Journal of
neuroscience : the official journal of the Society for Neuroscience, 10 (7), 2385-99.

Pennacchietti, F., Vascon, S., Nieus, T., Rosillo, C., Das, S., Tyagarajan, S., Diaspro, A., del Bue, A., Maria
Petrini, E., Barberis, A., and Cella Zanacchi, F., 2017. Nanoscale molecular reorganization of the
inhibitory postsynaptic density is a determinant of GABAergic synaptic potentiation. Journal of
Neuroscience, 37 (7), 1747-1756.

Penny, C.J. and Gold, M.G., 2018. Mechanisms for localising calcineurin and CaMKIl in dendritic spines.
Cellular Signalling, 49 (May), 46-58.

Petrini, E.M. and Barberis, A., 2014. Diffusion dynamics of synaptic molecules during inhibitory
postsynaptic plasticity. Frontiers in Cellular Neuroscience, 8 (September), 1-16.

30



Petrini, E.M., Ravasenga, T., Hausrat, T.J., lurilli, G., Olcese, U., Racine, V., Sibarita, J.-B., Jacob, T.C.,
Moss, S.J., Benfenati, F., Medini, P., Kneussel, M., and Barberis, A., 2014. Synaptic recruitment
of gephyrin regulates surface GABAA receptor dynamics for the expression of inhibitory LTP.
Nature communications, 5, 3921.

Poirazi, P., Brannon, T., and Mel, B.W., 2003. Pyramidal neuron as two-layer neural network. Neuron,
37 (6), 989—999.

Pulido, C., Trigo, F.F,, Llano, I., and Marty, A., 2015. Vesicular Release Statistics and Unitary Postsynaptic
Current at Single GABAergic Synapses. Neuron, 85 (1), 159-173.

Ranganathan, G.N., Apostolides, P.F., Harnett, M.T., Xu, N.L., Druckmann, S., and Magee, J.C., 2018.
Active dendritic integration and mixed neocortical network representations during an adaptive
sensing behavior. Nature Neuroscience, 21 (11), 1583—-1590.

Sanderson, J.L., Gorski, J.A., Gibson, E.S., Lam, P., Freund, R.K., Chick, W.S., and Dell’Acqua, M.L., 2012.
AKAP150-anchored calcineurin regulates synaptic plasticity by limiting synaptic incorporation
of Ca2+-permeable AMPA receptors. The Journal of neuroscience : the official journal of the
Society for Neuroscience, 32 (43), 15036-52.

Schikorski, T. and Stevens, C.F., 1997. Quantitative Ultrastructural Analysis of Hippocampal Excitatory
Synapses. The Journal of Neuroscience, 17 (15), 5858-5867.

Schiller, J., Schiller, Y., Stuart, G., and Sakmann, B., 1997. Calcium action potentials restricted to distal
apical dendrites of rat neocortical pyramidal neurons. Journal of Physiology, 505 (3), 605—616.

Schuemann, A., Klawiter, A., Bonhoeffer, T., and Wierenga, C.J., 2013. Structural plasticity of GABAergic
axons is regulated by network activity and GABAA receptor activation. Frontiers in neural
circuits, 7 (June), 113.

Schulte, J.T., Wierenga, C.J., and Bruining, H., 2018. Chloride transporters and GABA polarity in
developmental, neurological and psychiatric conditions. Neuroscience and Biobehavioral
Reviews, 90 (January), 260-271.

Schulz, J.M., Knoflach, F, Hernandez, M.C., and Bischofberger, J., 2018. Dendrite-targeting
interneurons control synaptic NMDA-receptor activation via nonlinear a5-GABAA receptors.
Nature Communications, 9 (1).

Smith, S.L., Smith, .T., Branco, T., and Hausser, M., 2013. Dendritic spikes enhance stimulus selectivity
in cortical neurons in vivo. Nature, 503 (7474), 115-120.

Specht, C.G., Izeddin, I., Rodriguez, P.C., EIBeheiry, M., Rostaing, P., Darzacq, X., Dahan, M., and Triller,
A., 2013. Quantitative nanoscopy of inhibitory synapses: Counting gephyrin molecules and
receptor binding sites. Neuron, 79 (2), 308-321.

Spruston, N., 2008. Pyramidal neurons: dendritic structure and synaptic integration. Nature Reviews
Neuroscience, 9 (3), 206-221.

Stoppini, L., Buchs, P. -a., and Muller, D., 1991. A simple method for organotypic cultures of nervous
tissue. Journal of Neuroscience Methods, 37 (2), 173-182.

31



Chapter 1

Strack, S. and Colbran, R.J., 1998. Autophosphorylation-dependent Targeting of Calcium/ Calmodulin-
dependent Protein Kinase Il by the NR2B Subunit of the N -Methyl- d-aspartate Receptor.
Journal of Biological Chemistry, 273 (33), 20689—-20692.

Takumi, Y., Ramirez-Leon, V., Laake, P., Rinvik, E., and Ottersen, O.P., 1999. Different modes of expression
of AMPA and NMDA receptors in hippocampal synapses. Nat Neurosci, 2 (7), 618-24.

Tran-Van-Minh, A., Cazé, R.D., Abrahamsson, T., Cathala, L., Gutkin, B.S., and DiGregorio, D.A., 2015.
Contribution of sublinear and supralinear dendritic integration to neuronal computations.
Frontiers in Cellular Neuroscience, 9 (March), 1-15.

Tremblay, R., Lee, S., and Rudy, B., 2016. GABAergic Interneurons in the Neocortex: From Cellular
Properties to Circuits. Neuron, 91 (2), 260-292.

Turrigiano, G.G., 1999. Homeostatic plasticity in neuronal networks: the more things change, the more
they stay the same. Trends in neurosciences, 22 (5), 221-7.

Turrigiano, G.G., 2008. The self-tuning neuron: synaptic scaling of excitatory synapses. Cell, 135 (3),
422-35.

Turrigiano, G.G., Leslie, K.R., Desai, N.S., Rutherford, L.C., and Nelson, S.B., 1998. Activity-dependent
scaling of quantal amplitude in neocortical neurons. Nature, 391 (6670), 892—6.

Turrigiano, G.G. and Nelson, S.B., 2004. Homeostatic plasticity in the developing nervous system.
Nature Reviews Neuroscience, 5 (2), 97-107.

Tyagarajan, S.K. and Fritschy, J.-M., 2014. Gephyrin: a master regulator of neuronal function? Nature
Reviews Neuroscience, 15 (3), 141-156.

Vasin, A., Zueva, L., Torrez, C., Volfson, D., Littleton, J.T., and Bykhovskaia, M., 2014. Synapsin Regulates
Activity-Dependent Outgrowth of Synaptic Boutons at the Drosophila Neuromuscular Junction.
Journal of Neuroscience, 34 (32), 10554—-10563.

van Versendaal, D., Rajendran, R., Saiepour, M.H., Klooster, J., Smit-Rigter, L., Sommeijer, J., De Zeeuw,
C.l., Hofer, S.B., Heimel, J.A., Levelt, C.N., Versendaal, V., Rajendran, R., Saiepour, M.H., Klooster,
J., Smit-Rigter, L., Sommeijer, J., Zeeuw, C.I. De, Hofer, S.B., Heimel, J.A., and Levelt, C.N., 2012.
Article Elimination of Inhibitory Synapses Is a Major Component of Adult Ocular Dominance
Plasticity. Neuron, 1 (2), 374-383.

Vithlani, M., Terunuma, M., and Moss, S.J., 2011. The Dynamic Modulation of GABAA Receptor
Trafficking and Its Role in Regulating the Plasticity of Inhibitory Synapses. Physiological Reviews,
91 (3), 1009-1022.

Wenner, P., 2011. Mechanisms of GABAergic homeostatic plasticity. Neural plasticity, 2011, 489470.

Wiegert, J.S. and Oertner, T.G., 2013. Long-term depression triggers the selective elimination of weakly
integrated synapses. Proceedings of the National Academy of Sciences, 110 (47), E4510—E4519.

Wierenga, C.J., 2017. Live imaging of inhibitory axons: Synapse formation as a dynamic trial-and-error
process. Brain Research Bulletin, 129, 43—49.

Wierenga, C.J., Becker, N., and Bonhoeffer, T., 2008. GABAergic synapses are formed without the
involvement of dendritic protrusions. Nature neuroscience, 11 (9), 1044-52.

32



Wilson, D.E., Scholl, B., and Fitzpatrick, D., 2018. Differential tuning of excitation and inhibition shapes
direction selectivity in ferret visual cortex. Nature, 560 (7716), 97-101.

Wilson, D.E., Whitney, D.E., Scholl, B., and Fitzpatrick, D., 2016. Orientation selectivity and the
functional clustering of synaptic inputs in primary visual cortex. Nature Neuroscience, 19 (8),
1003-1009.

Wyszynski, M., Kharazia, V., Shanghvi, R., Rao, A., Beggs, a H., Craig, a M., Weinberg, R., and Sheng,
M., 1998. Differential regional expression and ultastructural localization of alpha-actinin-2,
a putative NMDA receptor-anchoring protein, in rat brain. The Journal of neuroscience : the
official journal of the Society for Neuroscience, 18 (4), 1383-92.

Xue, M., Atallah, B. V., and Scanziani, M., 2014. Equalizing excitation-inhibition ratios across visual
cortical neurons. Nature, 511 (7511), 596—600.

Zipfel, W.R., Williams, R.M., and Webb, W.W., 2003. Nonlinear magic: Multiphoton microscopy in the
biosciences. Nature Biotechnology, 21 (11), 1369-1377.

33






Endocannabinoid signaling
mediates local dendritic coordination
between excitatory and inhibitory synapses

Hai Yin Hu*', Dennis L. H. Kruijssen*', Balazs R6zsaz,
Casper C. Hoogenraad', Corette J. Wierenga'

* These authors contributed equally
T Department of Biology, Faculty of Science, Utrecht University, Utrecht, the Netherlands
2|nstitute of Experimental Medicine, Hungarian Academy of Sciences, Budapest, Hungary

A revised version of this chapter has been accepted for publication in Cell Reports




Chapter 2

Summary

Dendritic inhibitory synapses are most efficient in modulating excitatory inputs localized
on the same dendrite, but it is unknown if their location is random or regulated. Here we
show that formation of inhibitory synapses is directed by local excitatory synaptic activity.
We stimulated dendritic spines close to a GABAergic axon crossing by pairing two-photon
glutamate uncaging with postsynaptic depolarization in CA1 pyramidal cells. We found
that repeated spine stimulation promoted growth of a new GABAergic bouton onto the
same dendrite. The dendritic feedback signal required postsynaptic activation of DAGL, the
enzyme that produces the endocannabinoid 2-AG, and it was mediated by CB1 receptors.
We could also induce inhibitory bouton growth by local, brief applications of 2-AG. Together,
our findings reveal a dendritic signaling mechanism to trigger growth of inhibitory boutons
at dendritic locations with strong excitatory synaptic activity, which may serve to ensure
inhibitory control over clustered excitatory inputs.

Keywords:

Two-photon microscopy, two-photon glutamate uncaging, inhibitory synapses, presynaptic
boutons, synapse formation, endocannabinoid signaling, E/I balance, dendritic
computation, activity-dependent adaptation
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Introduction

Inhibitory synapses are crucial in shaping neuronal activity in the brain. The majority of
inhibitory synapses are made onto postsynaptic dendrites (Megias et al. 2001), where they
regulate the integration of incoming synaptic signals. Dendritic inhibitory synapses are an
important component of nonlinear dendritic computations (Branco and Hausser 2010, Bloss
et al. 2016), and thereby essential for mediating complex behavior in vivo (Lovett-Barron
et al. 2014). As inhibitory synapses exert local control over calcium signals and ion channel
opening with high temporal and spatial precision (Jadi et al. 2012, Lovett-Barron et al. 2012,
Mullner et al. 2015), the precise location of inhibitory synapses within the dendrite is an
important factor in determining their functional impact.

Dendritic inhibitory synapses are formed by the emergence of new GABAergic boutons
at axonal locations with pre-established contact to the dendrite (Wierenga et al. 2008),
but it remains unclear if this process depends on dendritic location. In vivo studies have
demonstrated that sensory activity can induce changes in dendritic inhibitory synapses (Keck
et al. 2011, Froemke 2015), which are often coordinated with excitatory synapses on the
same dendrite (Chen et al. 2012, 2015). Studies have shown that excitatory synaptic activity
can affect plasticity of existing dendritic inhibitory synapses (Bourne and Harris 2011, Petrini
et al. 2014, Chiu et al. 2018), but it is not known if the formation of new dendritic inhibitory
synapses can be coordinated by the dendrite.

Here we hypothesized that excitatory and inhibitory synapses are coordinated within
dendrites to maintain a local balance of synaptic inputs. We used two-photon glutamate
uncaging to stimulate individual spines on dendrites of CA1 pyramidal neurons and observed
that strong local excitation could trigger changes in a GABAergic axon that crossed the same
dendrite. We found that the probability for GABAergic bouton growth was enhanced via
a local retrograde signal from the stimulated dendrite. Such a local signaling system will
coordinate the number of excitatory and inhibitory synapses within a dendritic branch in an
activity-dependent manner.
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Chapter 2

Results

To examine local coordination between dendritic excitatory and inhibitory synapses, we
asked if inducing strong excitatory synaptic activity could trigger the formation of new
inhibitory synapses on the same dendrite. We performed whole-cell patch clamp recordings
of CA1 pyramidal cells in organotypic hippocampal slices of GAD65-GFP mice (Lépez-Bendito
et al. 2004). In these mice, approximately 20% of the CA1 interneurons are GFP-labeled, and
they mostly express reelin or VIP and target dendrites. Parvalbumin and somatostatin cells
are not labeled (Wierenga et al., 2010). The patch pipette contained the fluorescent red
dye Alexa568 to visualize dendrites and spines of the recorded CA1 pyramidal cell (Figure
1A, B) (Wierenga et al. 2008, Mdllner et al. 2015). We searched the labeled dendrites
of the recorded neuron for a crossing with a GFP-labeled axon without an inhibitory
presynaptic bouton. After the acquisition of four baseline images (5 min intervals), four
spines close to the green axon crossing (range 1-12 um; mean+SEM = 2.7 £ 0.2 um) were
individually stimulated using two-photon glutamate uncaging, while the postsynaptic cell
was depolarized to 0 mV (Figure 1C; see methods for details). After spine stimulation, we
continued to monitor the axon-dendrite crossing for up to 1 hour (5 min intervals). We
often observed a new inhibitory bouton forming at the crossing (Figure 1D-I). In some
cases, inhibitory boutons were formed de novo (Figure 1G-I), while in other cases a small
irregularity of the axon was already present during baseline, which grew into a bouton after
spine stimulation (Figure 1D-F). When we monitored inhibitory axon crossings at dendrites
that were not stimulated, we only rarely observed spontaneous inhibitory bouton growth
during the imaging period (Figure 1J-L), in agreement with a previous report (Wierenga et al.
2008). These observations suggest that the local activation of excitatory synapses promoted
the growth of a nearby inhibitory bouton onto the same dendrite.

Figure 1. Local dendritic stimulation promotes inhibitory bouton growth.

(A) Schematic representation of the experimental setup. A CA1 pyramidal cell was filled with Alexa
568 via a path pipette. DNI-glutamate was locally applied, and glutamate uncaging was performed at 4
dendritic spines (blue dots) close to a crossing with a GFP-labeled inhibitory axon.

(B) Overview image of an example experiment. In red, a pyramidal cell is visible with a patch
pipette attached. The inset shows a dendrite with a crossing inhibitory axon (green). Blue dots indicate
uncaging locations.

Q) The spine stimulation protocol consisted of repeated (30x @0.5Hz) glutamate uncaging with
postsynaptic depolarization to 0 mV. Uncaging was performed at 4 different spines near-simultaneously
(1 ms each; At=0.1 ms).

(D-F) Example of inhibitory bouton growth in response to local spine stimulation. (D) Images of time
points indicated in E. Arrowheads point towards the axon crossing, blue dots indicate uncaging locations.
Scale bar is 1 pm. (E) Axonal segment at the crossing is displayed for all time points. The voxels above
axon threshold are indicated in red in the lower panel. (F) Quantification of bouton volume over time,
measured as the increase in number of voxels above axon threshold (A#V, red) and increase in relative
intensity (A%I, black).
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(G-I) As D-F, another example of inhibitory bouton growth after local spine stimulation.
(3-L) As in D-F, no change in the axon in the absence of stimulation.

(M,N) Heat maps showing bouton volumes over time of all experiments with (N; n=34) and without
spine stimulation (M; n=27). Each row represents a single experiment. The vertical white line indicates
the end of the baseline period (first 20 minutes). White squares indicate missing time points. Experiments
are sorted by maximal bouton growth.

(0) Bouton growth per experiment (averaged over four consecutive time points) for experiments
with (‘stim’) and without spine stimulation (‘no stim’). Dashed line indicates bouton growth in the absence
of spine stimulation. Bars indicate mean+SEM. Asterisk indicates p<0.05, Student’s t-test.

P) Bouton growth occurrence over time in experiments in stimulated and non-stimulated
conditions. Bouton growth in the stimulated condition was different compared to baseline, as tested by
Cochran’s Q test followed by McNemar’s test (time points with p<0.05 are indicated by blue line). For
non-stimulated condition, bouton growth was not different from baseline (p=0.10).
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Chapter 2

Quantification of inhibitory bouton growth and time course

We quantified the morphological changes in the inhibitory axon to directly compare
inhibitory bouton growth in experiments with and without spine stimulation. We determined
inhibitory bouton volume as the number of voxels above axon intensity (pink voxels
in Figure 1E, H, K, see methods for details; time course in Figure 1F, |, L). We plotted the
change in bouton volumes for each time point in a heat map, in which each row represents
an individual experiment (Figure 1M, N), illustrating the substantial variability in size of
individual boutons over time (Wierenga et al. 2008, Schuemann et al. 2013). Inhibitory
bouton growth was observed more often and more prolonged in experiments in which
nearby spines were stimulated compared to experiments without stimulation. Maximal
inhibitory bouton growth (averaged over 4 time points to avoid bias by single time point
fluctuations) was significantly increased after spine stimulation compared to unstimulated
controls (Figure 10). To summarize the time course of inhibitory bouton growth over all
experiments, we plotted the fraction of experiments in which bouton growth was above
threshold over time (Figure 1P). In control experiments without stimulation, bouton growth
occurrence did not deviate significantly from baseline during the entire imaging period
(p=0.10; Cochran’s Q test). However, inhibitory bouton growth was significantly enhanced
compared to baseline >25 minutes after spine stimulation (p<0.0001; Cochran’s Q test,
asterisk indicates p<0.05 McNemar’s post hoc test). We verified that our conclusions did
not depend on our quantification method or threshold (Figure S1). Together, our data
demonstrate that local stimulation of dendritic spines significantly enhanced the probability
of growing a new bouton on an inhibitory axon crossing at the same dendrite.

Inhibitory bouton growth is mediated by the postsynaptic dendrite

We next asked if the postsynaptic dendrite has an active signaling role in triggering the
inhibitory bouton growth, or if the uncaged glutamate directly affects the inhibitory axon,
for instance via presynaptic glutamate receptors. There was no correlation between
inhibitory bouton growth and the distance from the uncaging locations to the axon (Fig. S2),
suggesting that glutamate diffusion to the axon is not a determining factor. We also directly
tested whether inhibitory bouton growth could be induced by glutamate. We selected small
segments of GFP-expressing inhibitory axons that were empty of boutons and performed
two-photon glutamate uncaging at four locations close to the axon with the same stimulation
protocol as used for spine stimulation (Figure 2A). While we observed fluctuations in axon
intensity (Figure 2A-D), we never observed bouton growth at the location of the glutamate
stimulation beyond control levels (Figure 2D, E). These experiments demonstrate that local
glutamate exposure to the axon itself is not sufficient to induce bouton growth and indicates
that the signal required for inducing inhibitory bouton growth is generated by the stimulated
dendrite.

Figure 2. Glutamate uncaging directly at inhibitory axons does not induce bouton growth.
(A-C) Example of experiment in which glutamate uncaging was performed near a GFP-labeled axon.
(A) Images of time points indicated in B. Blue dots indicate uncaging locations. Scale bar is 1 ym. (B)
Axonal segment is displayed for all time points. The voxels above axon threshold are indicated in red in
the lower panel. (C) Quantification of bouton volume over time, measured as the increase in number of
voxels above axon threshold (A#V, red) and increase in relative intensity (A%I, black).
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Inhibitory bouton growth is not tightly correlated with spine growth

Local stimulation of individual spines by glutamate uncaging evoked synaptic currents, which
were recorded at the soma (Figure 3A). When the four spines were stimulated together, we
often observed a small supralinear summation (average 1.17 + 0.06), reflecting opening of
dendritic voltage-dependent ion channels (Losonczy and Magee 2006, Harnett et al. 2012,
Weber et al. 2016). We did not find any correlation between this nonlinear component and
inhibitory bouton growth (Figure 3B), suggesting that opening of voltage-gated ion channels
is not a critical factor in the dendritic signaling pathway to induce inhibitory bouton growth.

Our stimulation protocol was designed to induce strong local excitation within the dendrite.
Uncaging was performed in normal ACSF (without TTX) and paired with postsynaptic
depolarization to allow NMDA receptor activation. In accordance with previous reports
using similar stimulation protocols (Tanaka et al. 2008, Govindarajan et al. 2011), stimulated
spines gradually increased in size during the first 10 minutes after the stimulation and then
reached a plateau (Figure 3C). When averaged over all stimulated spines maximal spine
size increased to 131 + 2%, compared to 117 + 3% (p<0.001, Student’s t-test) for spines on
non-stimulated dendrites. In general agreement with previous reports (Harvey and Svoboda
2007, Oh et al. 2015), 49% of spines grew after spine stimulation, compared to 25% of
spines growing spontaneously in the absence of stimulation (p<0.005, Pearson’s x* test). To
our surprise, we found no correlation between inhibitory bouton growth and the average
growth of the four stimulated spines (Figure 3D), maximal spine growth, or the number
of growing spines (Figure S3A, B). This indicates that spine growth after local glutamate
stimulation is not directly linked to nearby inhibitory bouton growth, suggesting that local
spine stimulation activates multiple signaling pathways in parallel.
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Chapter 2

Inhibitory bouton growth requires NMDA receptor activation

As we did not find a correlation between spine growth and bouton growth, we wondered
whether inhibitory bouton growth may not require spine stimulation at all. Bouton growth
may have directly resulted from the brief bouts of postsynaptic depolarization that were
given during the spine stimulation protocol. We therefore imaged an axon-dendrite crossing
as described before, but now applied the uncaging laser and postsynaptic depolarization
protocol in absence of DNI-glutamate (‘Mock’ stimulation). Repeated depolarizations did
not induce spine growth (Figure S3C) and in the absence of glutamate receptor activation
on spines, inhibitory bouton growth did not occur beyond control levels (Figure 3E, H and
S3D-F). This indicates that repeated postsynaptic depolarization by itself is not sufficient to
induce inhibitory bouton growth. To specifically test for involvement of NMDA receptors,
we repeated the glutamate uncaging experiments at four spines near an inhibitory axon
crossing in the presence of 50 uM APV to block NMDA receptor activation. APV completely
blocked the increase in spine size (Figure S3C), and also blocked inhibitory bouton growth
(Figure 3F, H and S3G-l), indicating that NMDA receptor activation was required.

To test if NMDA receptor activation was directly mediating inhibitory bouton growth, we
repeated the uncaging experiments in Mg?*-free ACSF in the presence of TTX, allowing strong
NMDA receptor activation during the glutamate uncaging in the absence of postsynaptic
depolarization. In accordance with previous reports (Harvey and Svoboda 2007, Tanaka et
al. 2008), spines which are stimulated in low Mg?*/TTX condition show a rapid, immediate
growth within 5 minutes after stimulation. Our spine stimulation protocol (30x 1 ms pulses
@0.5 Hz, without postsynaptic depolarization) induced clear spine growth in a similar
number of spines compared to normal ACSF (55% of stimulated spines were growing), but
spine growth was mostly transient (Figure S3C). Interestingly, inhibitory bouton growth was
not induced under these conditions (Figure 3G, H and S3J-L), suggesting that postsynaptic
glutamate receptor activation is not sufficient to trigger the feedback signal. Together, these
results show that local activation of glutamate receptors is required, but that receptor
activation alone is not sufficient to trigger inhibitory bouton growth after spine local
stimulation.
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Figure 3. Inhibitory bouton growth requires NMDA receptor activation

(A) Top: postsynaptic currents induced by glutamate uncaging (UEPSC) at 4 spines stimulated
sequentially. Bottom: arithmetic sum of the four spine responses (gray) and the measured uEPSC when
stimulated near-simultaneously (black).

(B) Scatter plot of UEPSC linearity against bouton growth. Gray crosses indicate experiments where
UEPSC linearity could not be quantified. Inhibitory bouton growth was not correlated with uEPSC linearity
(p=0.92, Spearman). Distributions are shown as histograms next to the scatter plot.

(C) Top: example of stimulated spine before (left) and after (right) the stimulus. The blue dot
indicates the uncaging location. Bottom: spine growth, quantified as the increase in relative intensity
(A%TI), over time. Local spine stimulation induced a gradual increase in spine size over time (blue; n=61),
which was absent in the non-stimulated condition (black; n=104). Asterisk indicates p<0.05 (Student’s
t-test with Bonferroni’s correction).

(D) Scatter plot of average spine growth against bouton growth. Inhibitory bouton growth was
not correlated with spine growth after local stimulation (p=0.22, Spearman). Gray crosses indicate two
experiments in which we could not determine spine volume. Distributions are shown as histograms next
to the scatter plot.

(E) Heat map showing bouton volumes over time of all experiments in which we performed
the uncaging and depolarization stimulus in the absence of DNI-glutamate (*mock’; n=15). Each row
represents a single experiment. The vertical white line indicates the end of the baseline period (first 20
minutes). White squares indicate missing time points. Experiments are sorted by maximal bouton growth.

(F) As in E, for experiments in the presence of APV (n=20).

(G) As in E, for experiments in ACSF without Mg?* and in the presence of TTX (n=14).

(H) Bouton growth (averaged over four consecutive time points) for the experiments shown in
E-G. Dashed line indicates control bouton growth without spine stimulation (from Figure 10). Bars

indicate mean+SEM. p-values were 0.46, 0.87, and 0.65 (Student’s t-test) for mock, APV and Mg?*-free
experiments, compared with control.
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Chapter 2

Inhibitory bouton growth is mediated by retrograde endocannabinoid
signaling

Endocannabinoids, a well-known class of retrograde messengers, are active biolipids that
are synthesized and released from the dendrite on demand (Castillo et al. 2012, Piomelli
2014) and mediate synaptic changes via presynaptic CB1 receptors (Cui et al. 2016, Monday
and Castillo 2017). In our slices 49 + 6% of GFP-labeled axons showed clear immunostaining
for CB1 receptors (Figure S4A-C). In accordance with recent in vivo data (Dudok et al.
2015), CB1 receptors uniformly decorated the entire surface of the axons, suggesting that
CB1 signaling can occur in axonal stretches without boutons. Interestingly, we found that
local spine stimulation could no longer trigger inhibitory bouton growth in the presence of
AM251, a specific antagonist of CB1 receptors (Figure 4A, D and S4D-F), demonstrating the
involvement of CB1 receptors.

Hippocampal CA1 dendrites and spines contain the enzyme DAGL, which produces the
endocannabinoid 2-AG in an activity-dependent manner (Hashimotodani et al. 2007,
Piomelli 2014). We performed local spine stimulation experiments with THL, a lipase blocker
with high specificity for DAGL, included in the patch pipette. Blocking postsynaptic DAGL
blocked inhibitory bouton growth (Figure 4B, D and S4G-1), suggesting that inhibitory bouton
growth requires 2-AG release from the dendrite.
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Figure 4. Inhibitory bouton growth is mediated by endocannabinoid signaling

(A) Heat map showing bouton volumes over time of all experiments in which spine stimulation was
performed in the presence of the CB1 receptor antagonist AM251 (n=19). Each row represents a single
experiment. The vertical white line indicates the end of the baseline period (first 20 minutes). White
squares indicate missing time points. Experiments are sorted by maximal bouton growth.
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We also tested if we could facilitate inhibitory bouton growth by blocking the 2-AG degrading
enzyme MAGL with JZL184 (Cui et al. 2016). In the presence of JZL184, local spine stimulation
induced robust growth of nearby inhibitory boutons (Figure 4C, D and S4J-L), which was
comparable to the level of bouton growth in experiments in the absence of pharmacological
manipulation (Figure 10), although inhibitory bouton growth appeared to occur slightly
earlier (Figure 4E). This experiment indicates that 2-AG degradation by MAGL does not limit
the efficacy of the dendritic feedback signal. Together our results demonstrate that the
dendritic feedback signal to induce inhibitory bouton growth after local spine stimulation
requires CB1 receptor activation and depends on postsynaptic 2-AG production.

(B) As in A, for experiments in which THL was included in the patch pipette (n=21). THL is a lipase
blocker with high affinity for the 2-AG production enzyme DAGL.

(C) As in B, for experiments in the presence of JZL184, an antagonist of the 2-AG degrading
enzyme MAGL (n=20).

(D) Bouton growth per experiment (averaged over four consecutive time points) for the experiments
shown in A (dark gray, ‘AM251’), B (light gray, ‘'THL) and C (orange ‘]ZL184"). Dashed line indicates
control bouton growth without spine stimulation (from Figure 10). Bars indicate mean+SEM. Asterisk
indicates p=0.02 for JZL184 compared to AM251 (p=0.01 compared to control); p=0.44 THL vs AM251;
p=0.06 JZL184 vs THL (Student’s t tests).

(E) Bouton growth occurrence over time in experiments with AM251 (dark gray), THL (light gray)
and JZL184 (orange). Orange line indicates time points where bouton growth in JZL184 was different
compared to baseline, as tested by Cochran’s Q test (p<0.0005) followed by McNemar’s test (p<0.05 for
individual time points). For AM251 and THL, p=0.125 and p=0.48, respectively (Cochran’s Q test).

(F) 2-AG (and Alexa568 for visualization, red) was applied via a pipette close to inhibitory axons
(green). Example images of a local application experiment before and during (*puff’) local application.
(G) An axonal stretch (straightened) is shown for all time points. After 5 time points, 2-AG is

applied (red line, ‘2-AG puff’). Blue arrows indicate persistent boutons (present in all time points) while
the orange arrow indicates a non-persistent bouton (present in at least two, but not all, time points).

(H) Cumulative probability distributions of the growth coefficient of persistent boutons that were
exposed to control ACSF (black; n=181 boutons) or 2-AG (red; n=135 boutons).
(I) Cumulative probability distributions of the growth coefficient of non-persistent boutons that

were exposed to control ACSF (black; n=162 boutons) or 2-AG (red; n=167 boutons). (Mann-Whitney
test, p<0.05).

(€)) Cumulative probability distributions of the growth coefficient of non-persistent boutons that
were exposed to control ACSF (black; n=195 boutons) or 2-AG (red; n=204 boutons) in the presence of
CB1R antagonist AM251.

(K) Growth coefficient of non-persistent boutons with low and high baseline intensity. Bars
represent mean+SEM. Asterisks indicate p<0.001 (2-way ANOVA followed by Sidak multiple comparisons
test).

(L) Normalized bouton intensity over time for non-persistent boutons with low baseline intensity,

that were exposed to control ACSF (black, n=54) or 2-AG (red, n=66). Bars represent mean+SEM.
Asterisks indicate p<0.05 (2-way ANOVA followed by Sidak multiple comparisons test).
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To test if mimicking 2-AG release is sufficient to induce inhibitory bouton growth, we used
repeated short local applications of 2-AG or control ACSF from a pipette onto GFP-labeled
inhibitory axons (Figure 4F; ~30 um diameter, see methods for details). When we locally
applied 2-AG, we occasionally observed new boutons appearing along the inhibitory axon
(Figure 4G). Growth or shrinkage of existing inhibitory synapses (persistent boutons) was
not affected (Figure 4H). However, at axonal locations at which boutons were not always
present (non-persistent boutons), local 2-AG application induced an overall shift towards
more growth compared to control (Figure 4l). This shift was blocked by AM251 (Figure
4])). When we further distinguished between axonal locations with high and low baseline
intensity (roughly reflecting axonal stretches with and without a bouton before 2-AG
application), we found that 2-AG induced growth specifically at locations with low baseline
intensity (Figure 4K). This growth was gradual and reached a plateau ~20 minutes after local
2-AG application (Figure 4L). These observations suggest that brief and local application
of 2-AG can induce growth of inhibitory boutons via CB1 receptor activation preferably on
empty axonal stretches. Local application of BDNF, another prominent activity-dependent
dendritic retrograde signal (Gottmann et al. 2009, Harward et al. 2016), did not enhance
bouton growth in GFP-labeled inhibitory axons (Figure S4M, N). Together, our experiments
demonstrate that dendrites can trigger the growth of an inhibitory bouton at locations
of strong excitatory synaptic activation through a local endocannabinoid feedback signal.
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Discussion

Dendritic inhibitory synapses are essential for dendritic computation because they can
precisely shape local integration of excitatory synaptic inputs. Our data suggest that the
formation of inhibitory synapses in the dendrite does not occur randomly, but that it can be
directed by local excitatory synaptic activity in the dendrite. We describe a novel dendritic
feedback signal to promote growth of inhibitory synapses in a dendritic region with strong
synaptic activation. The signal from the dendrite to the axon requires local activation of
glutamate receptors, including NMDA receptors. Furthermore, we show that inhibitory
bouton growth after spine stimulation requires activation of CB1 receptors and depends
on postsynaptic DAGL, the enzyme that produces the endocannabinoid 2-AG. The dendritic
feedback signal could be mimicked by local application of 2-AG. The local signaling described
here could provide inhibitory control at dendritic locations with strong excitatory synaptic
activity and coordinate the number of excitatory and inhibitory synapses within dendrites in
an activity-dependent manner.

The formation of dendritic inhibitory synapses is a highly dynamic process, which takes
several hours (up to a day) and bouton growth is generally the first step in this process
(Wierenga et al. 2008, Dobie and Craig 2011, Villa et al. 2016). In the hours after initial
bouton formation, presynaptic vesicles and postsynaptic gephyrin and GABA, receptors
are slowly recruited (Frias et al. 2018), but not all newly formed boutons will stabilize and
form functional inhibitory synapses (Wierenga et al. 2008, Schuemann et al. 2013). The
molecular events that take place during this maturation process and the signaling pathways
regulating it are only partially known (Petrini et al. 2014, Flores et al. 2015, Krueger-Burg et
al. 2017, Frias et al. 2018). The new boutons formed in our experiments will likely require
several additional signals before becoming mature inhibitory synapses, which may well
depend on local activity. Our current data identify a triggering mechanism for the formation
of new inhibitory boutons at active dendrites which requires CB1 receptor activation. CB1
receptors are mostly known for mediating synaptic weakening (Monday and Castillo 2017).
The mechanism described here could be related to the atypical endocannabinoid signaling
that was recently found in synaptic strengthening (Cui et al. 2016, Wang et al. 2017).

Our data suggest that the formation of inhibitory synapses is locally coordinated by the
dendrite via postsynaptic endocannabinoid production. We showed that blocking 2-AG
production via postsynaptic DAGL interferes with inhibitory bouton growth. This suggests
that 2-AG is the main endocannabinoid involved, but we do not rule out an additional
role for other endocannabinoids (Piomelli 2014). During clustered spine stimulation,
the postsynaptic production of endocannabinoids is likely triggered by a combination of
postsynaptic depolarization and activation of local glutamate receptors (possibly both
synaptic and extrasynaptic), as we found that each of these factors alone was not enough
to trigger the dendritic feedback signal (Figure 3). Please note that in the low Mg*/TTX
condition, cell adhesion, neurotransmitter release or presynaptic activity may also have
changed. Coincidence of multiple postsynaptic signals may be required to boost DAGL
activity (Jung et al. 2012, Younts et al. 2013, Cui et al. 2016). The precise signaling pathways
and the optimal conditions to induce the dendritic feedback signal should be addressed in
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future experiments.

Dendrites receive and integrate synaptic signals from many different presynaptic partners.
Our study suggests they can actively organize incoming synapses by sending a retrograde
signal to promote the formation of inhibitory synapses at locations where clusters of
excitatory synaptic inputs are strongly activated. Local clustered activation of inputs likely
happens during physiological activation in vivo, as synaptic inputs with similar properties
or activity patterns are often clustered on the same dendritic branch (Bloss et al. 2016,
Wilson et al. 2016, lacaruso et al. 2017). Clustering of excitatory inputs enhances the
computational capacity of the postsynaptic neurons (Poirazi and Mel 2001, Branco and
Hausser 2010) and inhibitory synapses at excitatory clusters will provide important local
control over computations performed by individual dendritic branches (Lovett-Barron et al.
2012, Mdllner et al. 2015, Bloss et al. 2016). The dendritic signaling mechanism described
here would enable fine-tuning of dendritic inhibitory synapses in response to changes in
activity of synaptic input clusters, allowing adaptation of dendritic inhibition during learning.
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Methods

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Mice

In this study, male and female GAD65-GFP mice (Lépez-Bendito et al. 2004) were used.
GADG65-GFP mice express GFP in ~20% of GABAergic interneurons in the CAl region of
the hippocampus. The majority of GFP-labeled interneurons target dendrites and express
reelin and VIP, while parvalbumin and somatostatin expression is nearly absent (Wierenga
et al. 2010). We typically do not see many GFP-labeled boutons around the somata of CA1
pyramidal cells, indicating that basket cells are mostly not labeled in our slices. The sparse
GFP expression allows monitoring of morphological changes in in individual inhibitory axons
(Wierenga et al. 2008, Schuemann et al. 2013). All animal experiments were performed
in compliance with the guidelines for the welfare of experimental animals issued by the
Federal Government of The Netherlands. All animal experiments were approved by the
Animal Ethical Review Committee (DEC) of Utrecht University.

Slice cultures

Organotypic hippocampal slice cultures were prepared at postnatal day 6-8 with a method
slightly modified from Stoppini et al. (Stoppini et al. 1991). Mice were decapitated, followed
by removal of the brain. The brain was placed in ice cold Gey’s Balanced Salt Solution (GBSS,
consisting of (mM): 137 NaCl. 5 KCI, 1.5 CaCl,, 1 MgCl,, 0.3 MgSO,, 0.2 KH,PO,, 0.85 Na,HPO )
supplemented with 12.5 mM HEPES, 25 mM glucose and 1 mM kynurenic acid (pH setat 7.2,
osmolarity set at 320 mOsm, sterile filtered). Under sterile conditions, the frontal part of the
brain and the cerebellum were dissected along the transverse plane and removed. The two
hemispheres were then separated along the midline. For each hemisphere, the midbrain
was carefully removed, and two incisions were made at the rostral and caudal ends of the
hippocampus. The hippocampus was then carefully rolled out by flipping it 180 degrees
over its long axis and a parallel incision was made in the cortex to dissect the hippocampus.
Both hippocampi were placed in parallel on a PVC disk, excess liquid was removed, and
slices were chopped perpendicularly to the long axis of the hippocampus with a thickness
of 400 um using a Mcllwain Tissue Chopper. Slices were placed back in GBSS solution and
carefully separated from each other. When needed, excess cortical tissue was removed
from individual slices. Slices were washed in culturing medium (consisting of 48% MEM,
25% HBSS, 25% horse serum, 30 mM glucose and 12.5 mM HEPES, pH set at 7.3-7.4 and
osmolarity set at 325 mOsm) before being placed on Millicell cell culture inserts (Millipore)
in 6-well plates containing culturing medium. Slices were stored in an incubator (35 °C, 5%
CO,) until use and culturing medium was completely replaced twice a week. Over time,
slices attach to the membrane, flatten, and continue to develop in a physiological manner
(De Simoni et al. 2003). Slices used in experiments were kept at least 7 days in vitro (DIV;
average slice age was 14.4 DIV (with standard deviation=3.9; range 7-21)). There was no
correlation between inhibitory bouton growth and slice age.
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METHOD DETAILS

Two-photon microscopy and electrophysiology

Before the start of each experiment, a hippocampal slice was transferred, together with
the piece of membrane it was plated on, from the incubator to the microscope recording
chamber. During the experiment, the slice was perfused with carbogenated (95% O,, 5%
CO,) artificial cerebrospinal fluid (ACSF, consisting of (mM): 126 NaCl, 3 KCI, 2.5 CaCl,, 1.3
MgCl,, 26 NaHCO,, 1.25 Na_H_PO,, 20 glucose and 1 Trolox) at a rate of approximately 1
ml/min at room temperature. Two-photon imaging was performed on a customized two-
photon laser scanning microscope (Femto2D, Femtonics Ltd., Budapest, Hungary) using a Ti-
Sapphire femtosecond pulsed laser (MaiTai, Spectra-Physics). This laser, tuned at 840 or 870
nm, was used to excite GFP and Alexa568 simultaneously and fluorescence was detected
using two GaAsP photomultiplier tubes. For local application experiments, the laser was
tuned at 910 nm.

A 4x air objective (Nikon Plan Apochromat) was used to locate the CA1 region of the
slice culture and to roughly position the pipettes for whole-cell patch clamp (thick-walled
borosilicate glass, World Precision Instruments) and for local DNI-glutamate application
(thin-walled borosilicate glass, World Precision Instruments) using micromanipulators (LN
Junior, Luigs & Neumann). Under a 60x water immersion objective (Nikon NIR Apochromat;
NA=1.0), the opening of the application pipette was enlarged to approximately 5 um by
carefully tapping it against the patch pipette, and both pipettes were placed close to the
imaging area. Whole-cell patch clamp of a CA1 pyramidal cell neuron was performed with
the patch pipette (3-7 MQ) filled with internal solution (consisting of (mM): 140 K-gluconate,
4 KCI, 0.5 EGTA, 10 HEPES, 4 MgATP, 0.4 NaGTP, 4 Na,Phosphocreatine, and 30 uM Alexa
568 (Thermo Fisher Scientific)). Cells were excluded when the initial resting membrane
potential exceeded -50 mV, if the cell was firing spontaneously, or if Rs exceeded 30 MQ.
The pyramidal cell was kept in voltage clamp at -60 mV throughout the experiment.

Crossings between the Alexa568-labeled dendrite and a GFP-labeled axon were identified
using two-photon microscopy by overlap between the red and green channel (Wierenga et
al. 2008, Miillner et al. 2015). After finding an inhibitory axon crossing with no or negligible
bouton, the application pipette was placed with the opening towards the crossing (at ~40
pum distance and ~20 um above the surface of the slice). The time needed for the search
procedure and pipette placement was typically 10-15 minutes, and less than 30 minutes in
all experiments. In most cases, dendrites were in stratum radiatum, with some experiments
performed in stratum lacunosum moleculare. Image stacks of the axon-dendrite crossing
were made every 5 minutes at a resolution of 9 pixels/um with 0.5 um z-steps (256x256
pixels, 28.4x28.4 um).

Spine stimulation

After acquiring four baseline time points, DNI-glutamate-TFA (Femtonics Ltd. (Ténnesen et
al. 2014), 5 mM dissolved in HEPES-ACSF: (mM) 135 NaCl, 3 KCl, 2.5 CaCl,, 1.3 MgCl,, 1.25
Na,H,PO,, 20 Glucose, and 10 HEPES) was locally applied to the axon-dendrite crossing using
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a Picospritzer Il (General Valve Corporation; 8-12 mmHg) through the application pipette. A
second Ti-Sapphire femtosecond pulsed laser (MaiTai, Spectra-Physics) tuned at 730 nm was
used for two-photon uncaging. We selected four small spines close (range 1-12 um; average
2.7 £ 0.2 um) to the axon crossing for stimulation. Usually spines were selected at both
sides of the axon crossing. We optimized the excitation wavelength for visualizing changes
in GFP-labeled axons, which may have compromised our ability to visualize the smallest
spines. After locally applying caged glutamate for ~1 minute, the laser scanned across lines
of ~0.5 um long and ~0.5 um away from the spines for 1 ms. Laser intensity for glutamate
uncaging was carefully chosen to evoke excitatory postsynaptic currents with physiological
amplitude at individual spines (mean amplitude = 10.9 + 0.6 pA; range 4-18 pA), measured
at the soma. The amplitude of uncaging currents was not much affected by the presence of
NMDA receptor antagonist APV (mean amplitude = 9.2 + 0.8 pA; p=0.11, Student’s t-test), in
accordance with only a small NMDA receptor contribution to the synaptic current.

We also recorded the combined uEPSC when all four spines were stimulated together
near-simultaneously (0.1 ms between spines). After recording the combined uEPSC, spine
stimulation was performed. The four spines were stimulated together (1 ms pulses with
0.1 ms interval between spines) while the postsynaptic cell was depolarized to 0 mV, and
this stimulation was repeated 30 times at 0.5 Hz (Figure 1C). Afterwards, the combined
and individual UEPSCs were measured again. Experiments were only included if uEPSCs
could be evoked after the stimulation protocol, verifying that glutamate uncaging had
been successful. UEPSC linearity was determined by dividing the uEPSC amplitude of the
combined response by the sum of individual uEPSC amplitudes.

For glutamate uncaging close to GFP-labaled axons, we selected small segments of GFP-
expressing inhibitory axons that were empty of boutons and performed two-photon
glutamate uncaging at four locations close to the axon with the same stimulation protocol
as used for spine stimulation (30x 1ms pulses @0.5 Hz at four locations, interval between
locations 0.1 ms). Glutamate uncaging spots were located close to the axon, at an average
distance of 1.2 £ 0.2 um. Even though there will be many unlabeled spines in close proximity
to the uncaging spots, the likelihood that this uncaging protocol will activate multiple spines
on a single dendrite will be low.

To perform two-photon uncaging in the absence of postsynaptic depolarization, regular
ACSF was replaced by Mg*-free ACSF (regular ACSF without MgCl.) containing 0.5 uM
tetrodotoxin (TTX, Abcam). Mg?*-free ACSF was washed in before imaging started. Regular
ACSF was washed back in after the uncaging stimulus at ~15 minutes. For these experiments,
DNI-glutamate was dissolved in HEPES-ACSF without MgCl, and containing 0.5 uM TTX. To
block NMDAR activation, 50 uM DL-APV (Tocris) was added to regular ACSF and was applied
to the slice during the entire experiment. To block CB1 receptors, 5 uM AM251 (Tocris)
was added to the bath and 10 uM in the application pipette. To block 2-AG production by
the enzyme DAGL in the postsynaptic dendrite, 5 UM of Tetrahydrolipstatin (THL, Orlistat,
Sigma) was added to the patch clamp intracellular solution. To block 2-AG degradation, 100
nM JZL184 (Tocris) was added to the bath.
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Local application of 2-AG and BDNF

For the local application of 2-AG, thick-walled application pipettes were filled with HEPES-
ACSF + 50 uM Alexa568 (for visualization) and 100 uM 2-arachidonoylglycerol (2-AG,
Tocris) + 0.1% DMSO or 0.1% DMSO control solution. In experiments when CB1 receptors
were blocked, 5 uM AM251 was added to the bath and the local application solution. We
targeted axons in stratum radiatum, but we cannot exclude that a small population of
GFP-labeled somatically targeting boutons were exposed and analyzed. Before the start of
the experiment, the application pipette was placed inside the top layer of the slice, close
to an area with multiple GFP-expressing inhibitory axons under visual control (excitation
wavelength 840 nm for simultaneous visualization of Alexa568 and GFP). We adjusted
the pressure of application pulses to set the diameter of the application area to ~30 um
using a Picospritzer Il (4-10 mmHg). This calibration procedure took <2 minutes. During the
experiment, images (468x468 pixels, 51.5x51.5 um with 0.5 um z-steps) were taken at a
wavelength of 910 nm every 5 minutes for 5 time points before and up to an hour after local
application of 2-AG. 2-AG was applied in 30 bursts at 0.5 Hz (3 pulses of 50 ms per burst)
to mimic the spine stimulation protocol. For BDNF application, we used 200 ng/ml Human
recombinant BDNF (Merck) + 0.1% bovine serum albumin (BSA, Sigma) or 0.1% BSA control
and 25-75 ms pulses at 2 Hz for 2 minutes.

Immunohistochemistry and confocal microscopy

Slices were fixed by placing them in a 4% paraformaldehyde solution for 30 minutes at room
temperature. After washing them thoroughly in phosphate buffered saline (PBS), the slices
were permeabilized for 15 minutes in 0.5% Triton-X100 in PBS for 15 minutes, followed by
1 hour in a blocking solution consisting of 10% normal goat serum and 0.2% Triton-X100 in
PBS. Primary antibody solution (mouse a-CB1R, Synaptic Systems 258011; 1:500 in blocking
solution) was applied at 4 °C overnight. Slices were washed thoroughly in PBS and placed in
secondaryantibody solution (goat a-mouse (IgG2b) conjugated to Alexa594, Life Technologies
A21145; 1:500 in blocking solution) for four hours at room temperatures. Finally, slices were
washed thoroughly in PBS and mounted in Vectashield mounting medium (Vector labs).
Confocal images were taken on a Zeiss LSM-700 confocal laser scanning microscopy system
with a Plan-Apochromat 63x 1.4 NA oil immersion objective. Image stacks were acquired at
10 pixels per um and with 0.3 um z steps.

QUANTIFICATION AND STATISTICAL ANALYSIS

Quantification of bouton and spine volumes

Experiments in which we imaged axon-dendrite crossings were only included in the analysis
when the local maxima of the red and the green channel were not more than 1 optical section
(Az = 0.5 um) apart (Wierenga et al. 2008, Miillner et al. 2015). Analysis and bouton volume
guantification was performed on median filtered images using custom written Matlab scripts
(Mathworks). A box of 9x9x5 voxels (i.e. 1x1x2.5 um) was positioned manually at the axon-
dendrite crossing at each time point. An axon threshold was set to separate the boutons
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from the axon, relative to the axon intensity (determined from the summed projection
of 5 z-planes, modus along the entire axon) to account for possible intensity fluctuations
between time points and differences between experiments (axon threshold was 2.9 + 0.1
for non-stimulated axons; 2.8 *+ 0.1 for stimulated axons; p=0.19, Student’s t test). In a few
experiments, bleach correction was applied. The absolute change in bouton volume (A#V)
was quantified as the number of voxels above bouton threshold minus the average volume
of the baseline period. The relative change in bouton intensity (A%l) was defined as the
integrated intensity of all voxels inside the same 9x9x5 box, divided by the average intensity
of the baseline period. As baseline intensity of the axon was sometimes very low, A%| gave
very high values for boutons that were growing from dim axons. To avoid strong bias for
these events, we used the absolute measure A#V for our comparisons. We verified that the
two measures A#V and A%I were highly correlated (Pearson’s r=0.82, p<0.0001) and that
our conclusions do not critically depend on our quantification method (Figure S1). Bouton
growth per experiment was defined as the maximum bouton volume after the baseline
averaged over four consecutive time points. To show the average time course of bouton
growth, we determined bouton growth occurrence as the fraction of experiments in which
bouton growth exceeded an empirically chosen threshold (35 voxels for A#V and 50% for
A%l). We verified that our conclusions do not depend on the choice of this threshold (Figure
S1E,F). Bouton growth occurrence was plotted in bins of 10 minutes to reduce noise and
reduce the weight of boutons which last for only one time point.

Spine growth was determined as relative change in intensity (A%l) over a volume of 9x9x5
voxels and spines were considered to grow when A%l > 25%. Some stimulated spines which
overlapped with the shaft or with neighboring spines were not analyzed. Maximal and
average spine growth was determined as the maximum and mean of the 4 stimulated spines
per experiment. Baseline spine volumes were similar between conditions (p=0.71, Student’s
t-test). Spine and bouton growth were induced in whole-cell recordings even after 20-40
minutes. We found no correlation between maximal spine growth or bouton growth with
the time after breakthrough (Figure S1G,H).

Local application analysis

All image analysis was done blind to the experimental conditions. One to four axons
(average length = 38.5 um with SD=7.3 um) within the field of view (468x468 pixels,
51.5x51.5 um um) were analyzed. We quantified changes in axon intensity at all bouton
locations (locations where inhibitory boutons were present at any time point during the
imaging period). For each of these locations, we determined a growth coefficient which
was normalized between -1 and +1, where negative values correspond to bouton shrinkage
and positive values to growth. Bouton locations (axonal locations where boutons were
present for at least 2 time points during the imaging period) were selected manually by the
researcher, aided by the axon threshold calculated by the software (see above). The growth
coefficient was calculated for each bouton to quantify its growth or shrinkage during the
imaging period as (V2 - V1)/(V2 + V1), in which V1 is the average baseline bouton intensity
and V2 is the maximal bouton intensity, determined over a sliding window of 5 time points.
A positive value of the growth coefficient indicates bouton growth, while a negative value
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indicates bouton shrinkage. Persistent boutons were defined as boutons that are present
at all time points, while non-persistent boutons are not present at all (but at least at two)
time points. We further divided non-persistent boutons into two categories (low and high
baseline intensity) using an baseline intensity of 20000 (arbitrary units) as an empirically
determined threshold. This cutoff roughly divides the dataset into axon locations where no
bouton is present in baseline (‘low’) and axon location where there is a bouton present in
baseline (‘high’). For the low baseline intensity boutons, we calculated the average intensity
over time normalized to the baseline period.

Quantification of CB1R-positive axon fraction

In Fiji/Image), all healthy looking axons in a maximum intensity projection (5-10 images)
were manually selected based on the GFP channel. For each axon, colocalization with the
CB1 receptor channel was determined. Per image stack, two or three maximum intensity
projections were analyzed. The total amount of CB1 receptor-positive GFP axons in an image
stack was divided by the total amount of quantified GFP-positive axons to determine the
CB1 receptor-positive fraction.

Statistical analysis

Statistical differences between groups were tested with two-sample Student’s t test and
means are given * standard error of the mean (SEM), unless otherwise stated. Bouton
growth occurrence per condition was tested for statistical significance against its own
baseline period with a Cochran’s Q test, followed by a post-hoc McNemar’s test. Fractions of
growing spines between conditions were tested with Pearson’s x? test. Possible correlations
were tested with Spearman’s ranked test and Pearson’s correlation coefficient (r) was
determined. For the local application experiments, differences between the datasets were
tested using a Mann-Whitney test. After subdividing the non-persistent boutons based on
baseline intensity, data were tested using a two-way ANOVA, followed by a post-hoc Sidak’s
multiple comparisons test. This test was also performed on the normalized bouton intensity
over time. Statistical analyses were performed using Matlab R2013a, Graphpad Prism 7, and
SPSS Statistics 24.
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Supplementary Figures
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Figure S1, related to figure 1: Bouton growth is independent of quantification method,
threshold and time after breakthrough

(A-B) As an alternative measure for bouton volume, we determined the relative increase in integrated
intensity (A%]I) of the inhibitory axon at the crossing compared to its baseline intensity, a measure
which is often used to quantify growth of small structures such as spines (Oh et al. 2015, Harward et al.
2016). Heat maps showing bouton intensity (A%I) over time of all experiments in non-stimulated (A) and
stimulated (B) conditions. Each row represents a single experiment. The vertical white line indicates the
end of the baseline period (first 20 minutes). White squares indicate missing time points. Experiments
are sorted by maximal bouton growth.

(C) Bouton growth occurrence over time in experiments in stimulated and non-stimulated
conditions. Blue line indicates timepoints where bouton growth was different compared to baseline, as
tested by Cochran’s Q test followed by post-hoc McNemar's test. p<0.05

(D) Scatter plot of absolute bouton volume growth (A#V) against relative bouton intensity growth
(A%TI) from experiments with (black) and without (gray) spine stimulation. The two measures of bouton
growth are highly correlated. Pearson’s r=0.82 (p<107'8, Spearman).

(E, F) Bouton growth occurrence plotted against growth threshold (A#V in E and A%!I in F) for No Stim
(gray), Stim (blue), APV (yellow), Mg?* free (red) and Mock (black) experiments. These graphs indicate
that our conclusions do not depend on the choice of this threshold.

(G, H) Bouton growth (G) and maximal spine growth (H) plotted against the time between whole-cell
breakthrough and glutamate uncaging for all *Stim’ experiments (Fig. 1M). These graphs suggest that
washout in not a major factor in our experiments.

55



Chapter 2

80 o
.
S
g 60 R
] LIS °
g 40 L
> .
§ -
3
g 20 .'...' .
°
o o0 o
0

L %o

0O 2 4 6 8 10 12
Average distance (um)

between uncaging spots and crossing

Figure S2, related to figure 2: Bouton growth is not correlated with distance to uncaging
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Scatter plot of bouton growth versus the average distance between the axon-dendrite crossing and the 4
uncaging spots. p=0.21, Spearman.
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Figure S3, related to figure 3: Bouton growth and spine growth are not correlated

(A) Scatter plot of maximal spine growth against bouton growth per experiment. No correlation
was found (p=0.54, Spearman). Gray crosses indicate two experiments in which we could not determine
spine volumes. Distributions are shown as histograms next to the scatter plot.

(B) Scatter plot of number of growing spines against bouton growth per experiment. No correlation
was found (p=0.61, Spearman).
(C) Average spine growth over time after spine stimulation in the absence of DNI-glutamate (‘mock

stimulation’, black), when NMDA receptors were blocked with APV (‘NMDAR block’, yellow), and in Mg?*
free ACSF (‘Mg?* free’, red).

(D-F) Example of an experiment in which spine stimulation and postsynaptic depolarization were
applied in absence of DNI-glutamate (“"Mock”). (D) Images of two time points indicated in E. Arrowheads
point towards the axon crossing, blue dots indicate uncaging locations. Scale bar is 1 pm. (E) Axonal
segment at the crossing is displayed for all time points. The voxels above axon threshold are indicated
in red in the lower panel. (F) Quantification of bouton volume over time, measured as the increase in
number of voxels above axon threshold (A#V, red) and increase in relative intensity (A%!I, black).

(G-I) As D-F, example of an experiment in which spine stimulation was performed in presence of the
NMDAR antagonist DL-APV.

(J-L) As in D-F, example of an experiment in which spine stimulation was performed without
depolarization in absence of extracellular Mg?* and in presence of TTX.
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GFP labeled inhibitory axons
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Figure S4, related to figure 4: Quantification of CB1-positive GFP-labeled inhibitory axons
(A) Example of immunohistochemistry against the CB1 receptor. Left panel: GFP-positive axons.
Middle panel: CB1 receptors. Right panel: merged image. In accordance with the reported low expression
levels at postsynaptic dendrites and spines and glia cells (Kano et al. 2009), we did not detect substantial
CB1 receptor immunostaining in non-axonal structures.

(B) As in A. Example showing CB1R-positive and CB1R-negative GFP-labeled axons and CB1R-
positive unlabeled axon.
(C) Quantification of the percentage of GFP-labeled axons positive for the CB1 receptor. Bar

represents mean+SEM. (n=10 image stacks, N=3 slices).
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(D-F) Example of an experiment in which spine stimulation was performed in presence of the CB1-
receptor antagonist AM251. (D) Images of two time points indicated in E. Arrowheads point towards
the axon crossing, blue dots indicate uncaging locations. Scale bar is 1 ym. (E) Axonal segment at the
crossing is displayed for all time points. The voxels above axon threshold are indicated in red in the lower
panel. (F) Quantification of bouton volume over time, measured as the increase in number of voxels
above axon threshold (A#V, red) and increase in relative intensity (A%]I, black).

(G-I) As D-F, example of an experiment in which spine stimulation was performed with THL in the
patch pipette. THL is a lipase blocker with high affinity for the 2-AG synthesis enzyme DAGL.

(3-L) As in D-F, example of an experiment in which spine stimulation was performed in presence of
JZL184, a blocker of 2-AG degradation enzyme MAGL.

(M) Cumulative probability distributions of the growth coefficient of persistent boutons that were
exposed to control ACSF (black; n=118 boutons) or BDNF (blue; n=124 boutons).

(N) Cumulative probability distributions of the growth coefficient of non-persistent boutons that

were exposed to control ACSF (black; n=160 boutons) or BDNF (blue; n=195 boutons).
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