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Purpose: In this work we demonstrate how sequence parameter settings influence 
the accuracy and precision in T1, T2, and off‐resonance maps obtained with the 
PLANET method for a single‐component signal model. In addition, the performance 
of the method for the particular case of a two‐component relaxation model for white 
matter tissue was assessed.
Methods: Numerical simulations were performed to investigate the influence of se-
quence parameter settings on the accuracy and precision in the estimated parameters 
for a single‐component model, as well as for a two‐component white matter model. 
Phantom and in vivo experiments were performed for validation. In addition, the ef-
fects of Gibbs ringing were investigated.
Results: By making a proper choice for sequence parameter settings, accurate and 
precise parameter estimation can be achieved for a single‐component signal model 
over a wide range of relaxation times at realistic SNR levels. Due to the presence of 
a second myelin‐related signal component in white matter, an underestimation of 
approximately 30% in T1 and T2 was observed, predicted by simulations and con-
firmed by measurements. Gibbs ringing artifacts correction improved the precision 
and accuracy of the parameter estimates.
Conclusion: For a single‐component signal model there is a broad “sweet spot” of 
sequence parameter combinations for which a high accuracy and precision in the 
parameter estimates is achieved over a wide range of relaxation times. For a multi-
component signal model, the single‐component PLANET reconstruction results in 
systematic errors in the parameter estimates as expected.
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1  |   INTRODUCTION

Measurements of longitudinal (T1) and transverse (T2) relax-
ation times are used widely in many different applications to 

assess physical and physiological characteristics of tissues1 
associated with a specific disease, and changes therein with 
disease progression or regression as a response to therapy. 
Another emerging application is synthetic MRI,2,3 in which 
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images with various contrasts based on signal weighting are 
synthetically generated from T1, T2, and proton density maps.

Many quantitative MRI techniques exist, including many 
approaches for relaxometry and the recently introduced MR 
fingerprinting approach.4 In addition to the standard time‐
consuming methods for T1 and T2 mapping, which are based 
on 2D inversion‐recovery spin‐echo and multi‐echo spin‐
echo sequences, there are many fast SSFP‐based imaging 
techniques.5 Some of them rely on the inversion recovery 
method with multiple low flip angle (FA) excitation pulses, 
such as the Look‐Locker method.6 Some are based on the 
variable FA approach, such as DESPOT (driven equilibrium 
single‐pulse observation of T1 and T2),

7-9 or on multiple‐echo 
approaches, such as DESS (double‐echo steady state) and 
TESS (triple‐echo steady state).10,11

Balanced SSFP (bSSFP) sequences deserve special atten-
tion due to their rapid acquisition time and high SNR effi-
ciency. Despite sensitivity to local off‐resonance, bSSFP has 
been successfully used for quantitative relaxometry,12-14 es-
pecially for simultaneous T1 and T2 quantification.15,16

We recently proposed a method named PLANET17 to si-
multaneously map the relaxation parameters T1 and T2, to 
the local off‐resonance ∆f0, the RF phase, and the banding 
free magnitude image using a phase‐cycled bSSFP sequence. 
Linear least‐squares fitting of an ellipse to the complex‐ 
valued bSSFP data acquired with an RF phase incrementing 
scheme is first applied. This is followed by quantitative pa-
rameter estimation through analytical expressions that were 
derived from the geometrical characteristics of the ellipse.17 
The method uses standard pulse sequences and can be eas-
ily performed on clinical MR scanners within an acceptable 
time. Additionally, the reconstruction time is very short due 
to the use of a linear least‐squares fitting (approximately 6‐7 
seconds per slice of matrix size 224 × 224).

In this work, we investigated how sequence parameter set-
tings, such as FA, TR, and number of RF phase increment 
steps influence the accuracy and precision of quantitative T1, 
T2, and ∆f0 estimation using the PLANET method.

The PLANET model is based on a Lorentzian single‐ 
component relaxation model, which results in a symmetric 
bSSFP magnitude profile. However, in the case of the presence 
of a second component with a different frequency distribution 
and different relaxation parameter values, the bSSFP profile 
becomes asymmetric, as was pointed out by Miller et al.18

To investigate this issue, we paid special attention to the 
particular case of white matter (WM) tissue in the human 
brain, where the bSSFP profile is known to be asymmetric19 
due to the presence of a second signal component related to 
myelin with relatively short relaxation times. Many studies 
have demonstrated the presence of multicomponent T1 and 
T2 in the brain,20-32 many of them were reviewed by Alonso‐
Ortiz et al.33 We performed numerical simulations for WM 
using a two‐component model to assess the accuracy and 

precision in parameter estimates. In addition, we validated 
the results experimentally.

The impact and mitigation of Gibbs ringing on PLANET 
was studied more in depth, motivated by the realization that 
the RF phase‐cycling spatially shifts the banding artifacts, 
causing the Gibbs ringing to be in principle different for each 
phase‐cycled image. This may result in systematic errors in 
calculated T1 and T2 maps, especially when low spatial reso-
lution data are acquired.

In we demonstrated the feasibility of quantitative param-
eter mapping at realistic SNRs using the PLANET method.17 
The results we present here demonstrate that improvement 
in the accuracy and precision of all quantitative parameter 
estimates can be obtained by making an optimal choice for 
the sequence parameter settings.

2  |   METHODS

First, for a single‐component signal model, we inves-
tigated how the precision and accuracy of the estimated 
relaxation times T1 and T2, the local off‐resonance ∆f0, 
as well as the SNR depend on the sequence parameter set-
tings. For this purpose, we performed numerical simula-
tions to investigate how the choice of parameter settings 
for FA, TR, and number of cycles N influences the ab-
solute and relative errors in the parameter estimates. To 
provide guidance in practical use of the PLANET method, 
we determined the minimum SNR required to achieve a 
certain precision in all estimated parameters, which we 
chose to be equal to 5% of the mean parameter values. The 
simulation framework we developed can easily be used to 
repeat such investigations using other criteria. To demon-
strate the performance of the method at high and low SNR 
levels, experiments were performed using a calibrated 
phantom on a 1.5T MR scanner.

Second, we investigated the case of a two‐component 
relaxation model, particularly WM tissue. Again, we per-
formed Monte Carlo simulations to assess the accuracy 
and precision of the quantitative parameter estimates. To 
validate the simulation results of a two‐component model, 
in vivo brain experiments were performed in healthy vol-
unteers at 3T.

Third, we investigated the effects of Gibbs ringing on the 
performance of the PLANET method. Using numerical sim-
ulations, we assessed the accuracy and precision in parameter 
estimates dependent on the chosen acquisition voxel size, and 
the effects of using Gibbs ringing filtering. To demonstrate 
the extent of Gibbs ringing effects, experiments in a phantom 
and in vivo in the brain of a healthy volunteer were performed 
at 1.5T.
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2.1  |  Single‐component phase‐cycled bSSFP 
signal model
The complex phase‐cycled bSSFP signal can be described 
as34,35

where

� is the rotation angle of an ellipse around the origin regard-
ing to its initial vertical form34 at TE = 0, E1 = exp(−

TR

T1

), 
E2 = exp(−

TR

T2

), KM0 is product of the thermal equilibrium 
magnetization M0 and the magnitude of the combined re-
ceive field K, α is the flip angle, TR is the repetition time, 
θ is the resonance offset angle (in radians), θ = θ0 − ∆θ, 
where �0 =2�

(
�CS+Δf0

)
TR, Δf0 is the off‐resonance (in 

Hz), �CS is the chemical shift of the species (in Hz) with  
respect to the water peak, ∆θ is the user‐controlled RF 
phase increment (in radians), and �RF is the RF phase off-
set, related to the combination of RF transmit and receive 
phases (in radians).

2.1.1  |  Accuracy and precision
The accuracy of the method for a single‐component model 
was assessed by calculating the relative error (�) in T1, T2, 
and ∆f0 estimates:

The precision of the method was assessed by calculating 
the relative SD of T1, T2, and ∆f0 estimates as follows:
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Xi refers to the average of the simulated 

values Xi, assuming a true value of Xtrue (for parameters T1, 
T2, and ∆ f0), and Z is the total number of simulations.

2.1.2  |  Numerical simulations
To investigate how the precision and accuracy in all param-
eter estimates depend on choices for FA, TR, and N, Monte 
Carlo simulations were performed for FA in the range of 
0º‐90º, TR in the range of 0‐50 ms, and number N of RF phase 
increment steps from 6 to 16 with increments Δ�n =

2�n

N
−�,  

n = {0, 1,.., N‐1}, and the initial parameter settings  
KM0 = 10 000, Δf0 = 10 Hz, single peak with �CS = 0, and  
�RF = 0. The chosen Δf0 corresponds to the average off‐reso-
nance observed experimentally in the brain at 3T in the center 
of the FOV, and the chosen combination of T1 = 830 ms and  
T2 = 80 ms represents WM at 3T.36 Gaussian noise was added 
independently to the real and imaginary data, resulting in an 
SNR ranging from 30 to 150 for WM, which corresponds to 
the range of experimentally measured SNR in this tissue. The 
number of performed Monte Carlo simulations was 10 000. 
Similar simulations were performed for WM at low SNR in 
the range of 5 to 40.

2.1.3  |  Signal‐to‐noise ratio
In this work, we adopted the definition of the SNR, as de-
scribed in the work by Björk et al,37 taking into account each 
phase‐cycled bSSFP acquisition:

where ||In(�)|| is the magnitude of nth phase‐cycled image, σ is 
the SD of Gaussian noise, and N is the number of phase‐cy-
cled bSSFP acquisitions.

The minimum SNR required to achieve a SD in T1, T2, 
and ∆f0 equal to 5% of the corresponding true values was 
calculated for T1 values in the range of 100 ms to 3000 
ms, and for T2 values in the range of 10 ms to 500 ms. 
The same initial settings for KM0, Δf0, �CS, �RF, and the 
combination of TR, FA, and N, chosen from the previously 
described simulations for a single‐component model, were 
used.

2.1.4  |  Experimental validation
All experiments were performed on a clinical 1.5T or 3T MR 
scanner (Ingenia, Philips Healthcare, Best, the Netherlands) 
on a calibrated phantom consisting of gel tubes with known 
T1 and T2 values (TO5, Eurospin II test system, Diagnostic 
Sonar Ltd, Livingston, Scotland). Twelve tubes were chosen 
with T1 and T2 combinations in the following ranges: T1 (220 
ms‐1600 ms) and T2 (50 ms‐360 ms).

To investigate the performance of the method at high and 
low SNR levels, 3D phase‐cycled bSSFP data were acquired 
using a 16‐channel head coil (dS HeadSpine, Philips Ingenia, 
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Best, Netherlands) and using the integrated body coil as a 
receiver for high and low SNR scans, respectively. The body 
coil was used as a transmitter in both cases. The following 
sequence parameter settings were used: FOV = 220 × 220 × 
60 mm3, voxel size 1.5 × 1.5 × 3 mm3, TR = 10 ms, TE = 5 
ms, FA = 30º, number of signal averages (NSA) = 1, and 10 
RF phase‐increment steps with Δ�= �

5
. The total scan time 

was 5 minutes and 55 seconds. Complex‐valued data were 
acquired. To minimize transient magnetization state effects, 
6 seconds of dummy cycles were added before each dynamic 
acquisition. B1 correction was performed voxel‐wise using 
an additionally acquired B1 map.38 The SNR was calculated 
using Eq. (6). The noise level was measured using a dou-
ble acquisition method.39,40 Region of interest (ROI) analysis 
was performed on three selected reference tubes.

2.2  |  Two‐component phase‐cycled bSSFP 
signal model
The complex phase‐cycled bSSFP signal in the case of the 
two‐component relaxation model can be described as a 
weighted complex sum of two signals, each of which is de-
scribed by Eqs. (1–3):

where Meff,1, a1, b1 are parameters describing a first compo-
nent with a volume fraction of w1, and Meff,2, a2, b2 are param-
eters describing a second component with a volume fraction 
of w2 =1−w1.

Human brain tissue, particularly WM, is often modeled to 
be a two‐component nonexchanging system consisting of a 
dominant long T1L and T2L component and a smaller short T1S 
and T2S component related to the presence of myelin.20,25,41-44 
The frequency distributions for both components is often 
taken to be Lorentzian. At 3T the dominant component is 
assumed to be on‐resonance with a FWHM Γ1 = 0.1 Hz, 
whereas the smaller component has an average frequency 
shift of ∆f = 20 Hz and a FWHM Γ2 = 20 Hz.19 A volume 
fraction of a small component is often referred as myelin 
water fraction.

After substituting relaxation times and volume fractions 
into Eq. (7), the signal from WM can be described as

where Meff,L, aL, bL parameters describe the dominant long 
component, and Meff,S, aS, bS parameters describe the small 
component.

2.2.1  |  Accuracy and precision
The accuracy and precision were assessed using Eqs. (4) and 
(5), with Xtrue being the true parameter values for the domi-
nant component.

2.2.2  |  Numerical simulations
To assess the accuracy and precision of the parameter 
estimates, Monte Carlo simulations were performed for 
the same range of FA, TR, and number N of RF phase 
increment steps as used in the case of a single‐component 
model. The initial parameter settings were KM0 = 10 000, 
Δf0 = 10 Hz, and �RF = 0. We used the average values for 
T1, T2, and a volume fraction from literature to describe 
the components19,27,28,31-33: The dominant component is 
on‐resonance and has T1L = 1000 ms and T2L = 80 ms, 
with a volume fraction of 0.88, and the smaller compo-
nent has shift Δf = 20 Hz, T1S = 400 ms and T2S = 10 ms, 
with a myelin water fraction of 0.12. Gaussian noise was 
added independently to the real and imaginary data of the 
complex sum, resulting in an SNR ranging from 30 to 150. 
The number of performed Monte Carlo simulations was 
1000. The PLANET single‐component model reconstruc-
tion was not changed and was applied to data from a two‐
component tissue.

Additional noise‐free simulations were performed to 
access the influence of the volume fraction, the frequency 
shift, and relaxation parameters of the two components 
on the accuracy of the method. Five different cases were 
simulated:

1. T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.88; 
T1S = 400 ms and T2S = 20 ms, volume fraction of 0.12, 
shift Δf  = 20 Hz

2. T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.88; 
T1S = 1000 ms and T2S = 80 ms, volume fraction of 0.12, 
shift Δf  = 20 Hz

3. T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.88; 
T1S = 400 ms and T2S = 20 ms, volume fraction of 0.12, 
shift Δf  = 0 Hz

4. T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.5; 
T1S = 400 ms and T2S = 20 ms, volume fraction of 0.5, 
shift Δf  = 0 Hz

5. T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.5; 
T1S = 400 ms and T2S = 20 ms, volume fraction of 0.5, 
shift Δf  = 20 Hz

2.2.3  |  Experimental validation
To validate the simulation results for the brain tissue, experi-
ments on five healthy volunteers on a 3T MR scanner were 

(7)
I =w1I1+w2I2 =w1Meff,1 ⋅

1−a1ei�1

1−b1cos�1

⋅ei�1

+ w2Meff,2 ⋅
1−a2ei�2

1−b2cos�2

⋅ei�2

(8)
I = (1−MWF) ⋅Meff,L

1−aLei(2�Δf0TR−Δ�)

1−bLcos(2�Δf0TR−Δ�)
⋅ei(2�Δf0TE+�RF)

+MWF ⋅Meff,S ⋅
1−aSei(2�(Δf+Δf0)TR−Δ�)

1−bScos(2�(Δf+Δf0)TR−Δ�)
,



1538  |      SHCHERBAKOVA et al.

performed with the following sequence parameter settings: 
FOV = 220 × 220 × 100 mm3, TR = 10 ms, TE = 5 ms, 
FA = 20º, and NSA = 1. Parallel imaging was used with 
SENSE factor of 2 in the right–left direction, N = 10 RF 
phase increment steps with Δ�= �

5
, voxel size = 0.98 × 0.98 

× 4 mm3, with the total scan time of 6 minutes and 14 sec-
onds. Complex‐valued data were acquired. To minimize tran-
sient effects, 10 seconds of dummy cycles (1000 RF pulses) 
were added before each dynamic acquisition. A 2.5‐ms‐long 
RF excitation pulse was used to minimize magnetization ef-
fects.45 B1 correction was performed voxel‐wise using an ad-
ditionally acquired B1 map.38

Reference T1 and T2 maps of the brain were calculated 
on one volunteer on a 3T MR scanner. For the reference 
T1 mapping, a 2D turbo inversion‐recovery spin‐echo ap-
proach was used with TR = 7000 ms, TI = [50, 100, 200, 
400, 800, 1600, 3200] ms, with the following nonlinear fit of 
S (TI)=� ||1−�e−TI∕T1 || to multi‐TI inversion‐recovery spin‐
echo data (with α related to imperfect inversion pulses). For 
the reference T2 map, a 2D multi‐echo spin‐echo approach was 
used with TR = 5000 ms, TE = [20, 40, 60, 80, 100, 120, 140, 
160] ms, with the following nonlinear fit of  S (TE)=�e−TE∕T2 
to multi‐echo spin‐echo data using all acquired echoes.

The ROI analyses were performed on the quantitative T1 
and T2 maps calculated for five healthy volunteers at 3T. The 
ROIs in WM (each approximately 70 voxels) were placed 
manually in the frontal and occipital parts in each hemisphere. 
The ROIs in gray matter (each approximately 20 voxels) were 
placed manually in peripheral parts of each hemisphere.

2.3  |  Gibbs ringing analysis

2.3.1  |  Numerical simulations
To investigate the influence of Gibbs ringing artifacts on pa-
rameter maps estimated using PLANET, we performed simu-
lations using a numerical brain phantom.46 The T1, T2, proton 
density, and Δf0 maps of one axial slice of the brain were gener-
ated. Using the combination of FA, TR, number N of RF phase 
increment steps chosen from the previously described simu-
lations, and generated maps, the complex single‐component 
phase‐cycled bSSFP signal was calculated using the model in 
Eq. (1). Gaussian noise was added to achieve realistic SNR val-
ues, similar to those in our experimental setups (approximately 
150‐200). Pseudo‐infinite Cartesian k‐space was generated 
using 2D fast Fourier transform (matrix size = 1000 × 1000). 
Subsequently, different reconstructions of k‐space data were 
performed to create Gibbs ringing artifacts of varying severity:

1.	 Two‐dimensional inverse fast Fourier transform was 
performed on the fully simulated k‐space. The 

quantitative maps were estimated using the PLANET 
method (no Gibbs ringing).

2.	 Before computing 2D inverse fast Fourier transform, k‐
space truncation was performed, corresponding to a low‐
resolution acquisition matrix of 132 × 132.

3.	 Before computing 2D inverse fast Fourier transform, k‐
space truncation was performed, corresponding to a high‐
resolution acquisition matrix of 512 × 512.

In case 1 there is no Gibbs ringing produced, whereas for 
cases 2 and 3 some degree of Gibbs ringing was expected and 
the Gibbs ringing artifact removal method based on local sub-
voxel shifts, proposed by Kellner et al,47 was applied before 
applying the PLANET parameter estimation method. No apod-
ization on k‐space was applied.

2.3.2  |  Experimental validation
To validate the Gibbs ringing effects, experimental 3D 
phase‐cycled bSSFP data were acquired on the phantom 
and in vivo on the brain of a healthy volunteer on a 1.5T 
MR scanner. Different acquisition voxel sizes were used 
under the same sequence parameter settings (TR, TE, FA, 
and FOV were equal). To remove the Gibbs‐ringing arti-
facts, a method based on resampling of the image based on 
local subvoxel shifts47 was additionally applied before per-
forming the PLANET reconstruction for all setups. For the 
phantom, the following sequence parameter settings were 
used: FOV = 220 × 220 × 81 mm3, TR = 10 ms, TE = 5 
ms, FA = 30º, NSA = 1, N = 10 RF phase increment steps 
with Δ�= �

5
, voxel size 1.96 × 1.96 × 3 mm3, and 0.98 × 

0.98 × 3 mm3 for the low and high spatial resolution with a 
total scan duration of 6 minutes and 3 seconds, and 10 min-
utes and 54 seconds, respectively. Six seconds of dummy 
cycles were added before each dynamic acquisition. For 
the brain the following sequence parameter settings were 
used: FOV = 220 × 220 × 100 mm3, TR = 10 ms, TE = 5 
ms, FA = 20º, NSA = 1, N = 10 RF phase increment steps 
with Δ�= �

5
, and voxel size = 1.53 × 1.53 × 4 mm3 and 

0.98 × 0.98 × 4 mm3 for the low and high spatial resolu-
tion, with the total scan time of 7 minutes and 39 seconds, 
and 10 minutes and 59 seconds, respectively. To minimize 
transient effects, 10 seconds of dummy cycles were added 
before each dynamic acquisition. Complex‐valued data 
were acquired, and no B1 correction was performed for 
both cases.

All simulations and calculations were performed in 
MATLAB R2015a (The MathWorks Inc, Natick, MA).

To minimize eddy‐currents effects, a linear phase‐ 
encoding profile order was used, as suggested by Bieri et al,48 
for all experimental setups.
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3  |   RESULTS

3.1  |  Single‐component phase‐cycled bSSFP 
signal model

3.1.1  |  Simulation results
The ellipse fitting step is an important part of the PLANET 
method.17 The performance of this fitting procedure de-
pends on the shape of the ellipse, which depends on the 
relaxation times but also on the chosen FA and TR com-
bination. Figure 1 shows a schematic example of geomet-
rical shape of an ellipse and its location in the complex 
signal plane for different FA and TR combinations for  

T1 = 830 ms and T2 = 80 ms, representing WM at 3T. To 
make a comparison easier, the case of Δf0 =0, �cs =0, and 
�RF = 0 is shown, which corresponds to the vertical form 
of an ellipse.

For low FA, the ellipse is elongated and approaches 
the limit case when FA = cos−1(E1), which corresponds 
to a collapse of an ellipse to a line (case FA = 9˚ and  
TR = 10 ms), where the ellipse fitting would fail and pa-
rameters cannot be properly estimated. This FA is the 
Ernst angle: FAE = cos−1

(
exp (−TR∕T1)

)
. As suggested,17 

the correct choice of FA should be done by choosing 
FA> cos−1

(
exp(−TR∕T1shortest)

)
. For high FA, the ellipse ap-

proaches a circle (where semi‐axis A is equal to semi‐axis B),  

F I G U R E  1   Illustration of the dependence of the geometrical shape and location of an ellipse on the flip angle (FA) and TR in the complex 
signal plane. Example shown for T1 = 830 ms, T2 = 80 ms. ∆f0 = 0, and φRF = 0
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F I G U R E  2   Simulation results for a single‐component white matter (WM) model at 3T (T1 = 830 ms, T2 = 80 ms) and ∆f0 = 10 Hz. Ten RF 
phase increment steps: SNR as a function of FA and TR (A); relative errors ε (in percent) in all parameter estimates compared with their true values 
(B); standard deviation STD (in percent) of all parameter estimates compared with their mean values (the white line corresponds to FA = FAE; only 
the region to the right is allowed) (C); and distribution of all parameter estimates in the boxplots as a function of the number of RF phase increment 
steps N (D). Black dashed lines correspond to the true parameter values 
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which can only be achieved if E2 =1 or T2 →∞, as shown by 
Xiang et al in the Appendix.34 For short TR, the ellipse is 
located very close to the origin. In cases with considerable 
noise the fitting can be such that the origin is inside the el-
lipse, which results in obviously erroneous negative T1 and 
T2 estimates. The use of longer TR shifts the ellipse along the 
real axis, avoiding the described situation; however, it also 
results in a longer acquisition duration. Based on these obser-
vations, we suggest that the optimal elliptical shape for fitting 
is obtained using TR greater than 6 ms and FA approximately 
equal to 20º to 30º.

An analysis of the SNR, relative errors, and SDs in T1, 
T2, and Δf0 estimates for a single‐component WM is pre-
sented in Figure 2. The SNR is calculated using Eq. (6) 
for different combinations of FA and TR and is shown in 
Figure 2A. The high SNR values can be achieved for FA 
in a range of 20º to 30º. As shown in Figure 2B,C, there 
is a broad “sweet spot” of TR and FA combinations, with 
high accuracy and precision in T1, T2, and ∆f0 estimates. A 
small bias in T1 and T2 parameter estimates can be observed 
(Figure 2B). For FA greater than FAE, the T1 and T2 values 
are overestimated.

The distributions of the parameter estimates as a function 
of the number of RF phase increment steps N are compared in 
the boxplots of Figure 2D. Increasing the number N from 6 to 
8 improves the precision in all parameter estimates; however, 
increasing N further does not influence the precision in the 
estimates much. The results of the analysis for WM at low 
SNR levels are presented in Supporting Information Figure 
S1.

The minimum SNR required to achieve a SD of T1, T2, 
and ∆f0 parameter estimates equal to 5% of their mean val-
ues is shown in Figure 3. It can be seen that the minimum 
required SNR depends on the T1 and T2 values themselves. 
For example, to estimate T1 values of approximately 800 ms, 
T2 values of approximately 80 ms, and ∆f0 of approximately 
20 Hz, with 5% relative SD in the corresponding parameter 
estimates compared with their mean values, a corresponding 
SNR of 80, 60, and 30 is required.

3.1.2  |  Experimental results
Figure 4A,B shows the phantom results at different SNR 
levels: SNR maps, a banding free magnitude image, and 

F I G U R E  3   Minimum SNR required to achieve a precision of 5% of the mean values of the parameters T1, T2, and ∆f0. The initial sequence 
parameter settings were TR = 10 ms, FA = 20º, ∆f0 = 20 Hz, and N = 10 RF phase increment steps. The values T1 < T2 are excluded (blue). Note 
that the SNR range for precision in T1 and T2 is saturated at 350, and in ∆f0 at 100 
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T1 and T2 maps are presented for the different coils used. 
The scatterplots of the parameter estimated within ROIs 
are shown in Figure 4C. The average calculated relaxation 
times for high and low SNR levels are also shown, and they 
match the predictions of the performed simulations (the SD 
in the estimated parameters should be less than 5% of their 
mean values at high SNR and approximately 10% to 15% of 
their mean values at low SNR). The artifacts in the T1 maps 
in the background fluid are caused by the artifacts in the B1 
map, which is shown in Supporting Information Figure S3.

3.2  |  Two‐component phase‐cycled bSSFP 
signal model

3.2.1  |  Simulation results
Figure 5A,B shows a schematic example of an ellipse ob-
served in the case of a two‐component model and corre-
sponding frequency distributions used in the simulations. 
The SNR values, relative errors, and SDs in the T1, T2, and 
Δf0 estimates are presented in Figure 5 for a two‐component 

F I G U R E  4   Experimental results from the phantom study. A, Signal‐to‐noise ratio map, banding free magnitude image, T1 and T2 maps, 
calculated using the PLANET method at high SNR level (using a head coil). B, Signal‐to‐noise ratio map, banding free magnitude image, T1 and 
T2 maps, calculated using the PLANET method at low SNR level (using the integrated body coil). C, Scatterplot of T1 and T2 estimates over a 
region of interest inside 3 selected tubes (black dashed, red solid, and black solid squares) for high and low SNR levels and the average calculated 
relaxation times for the selected tubes 
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F I G U R E  5   Simulation results for a two‐component WM model at 3T (T1L = 1000 ms, T2L = 80 ms, T1S = 400 ms, T2S = 20 ms, and myelin 
water fraction = 0.12). A, Schematic representation of the observed ellipses for TR = 10 ms, FA = 20, ∆f0 = 10 Hz, and φRF = 0. B, Frequency 
distributions for both components used in the simulations. C, Signal‐to‐noise ratio as a function of FA and TR. D, Relative errors ε (in percent) in 
T1, T2, and ∆f0 estimates compared with the true values (of the dominant component). E, Standard deviation STD (in percent) in T1, T2, and ∆f0 
estimates compared with their mean values (of the dominant component). The results are presented for N = 10 RF phase increment steps used 
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model (Figure 5C‐E). The errors in the parameters are related 
to the presence of the second component and are defined 
as the deviation from the true values of the corresponding 
parameters of the dominant component. The ellipse of the 
smaller component interferes with the ellipse of the dominant 
WM component. The fitting of a single‐component ellipse 
to the complex sum of the two ellipses results in systematic 
underestimation of T1 and T2 parameters, which depends on 
the choice of TR and FA, shown in Figure 5. For example, a 
combination of TR = 10 ms and FA = 20º leads to underes-
timation of T1 by approximately 30%, underestimation of T2 
by approximately 35%, and overestimation of ∆f0 by approx-
imately 10%. However, precision of the parameter estimates 
stays within the 3% range for this combination of FA and TR.

The relative errors in parameter estimates, simulated for 
different combinations of the volume fraction, frequency 
shift, and relaxation times of the components, are shown in 
Supporting Information Figure S2.

The errors depend on the relaxation times of the smaller 
component. The case in which the smaller component has 

shorter relaxation times is presented in Supporting Information 
Figure S2A, and the results for equal relaxation times are shown 
in Supporting Information Figure S2B. The errors increase 
with increasing relaxation times of the smaller component.

If there is no frequency shift between the components, the 
ellipses of both components have the same orientation, and 
their complex sum will remain an ellipse with the same ori-
entation and with the T1 and T2 in between the respective T1 
and T2 values of both components. It is a “clear” partial vol-
ume effect in this case. Small errors in T1 and T2 can be ob-
served (Supporting Information Figure S2C), which increase 
with increasing volume fraction of the second component 
(Supporting Information Figure S2D). The ∆f0 estimates are 
quite accurate, which is expected due to the same orientation 
of both ellipses.

The biggest relative errors in the estimated T1, T2, and ∆f0 
can be observed for the case of equal volume fractions of the 
component (which is an exaggeration of the realistic case) in 
combination with a frequency shift (Supporting Information 
Figure S2E).

F I G U R E  6   Experimental results from the volunteer study: reference T1 and T2 maps of one axial slice of the brain, the banding free 
magnitude images, the estimated T1 and T2 maps, and calculated SNR maps for three axial slices of the brain 
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3.2.2  |  Experimental results
The quantitative maps calculated for human brain at 3T are 
shown in Figure 6. The reference T1 and T2 maps are pre-
sented for one middle axial slice. The banding free magni-
tude images, the maps of T1 and T2, are shown for three axial 
slices. Image registration (rigid) and Gibbs ringing filter-
ing was applied to all data before performing the PLANET 
reconstruction.

The estimated and reference f0 maps, the estimated RF 
phase maps, as well as B1 maps used for FA correction are 
shown in Figure 7 for the same three axial slices of the brain.

The results of the ROI analysis are given in Table 1. The 
reference values, calculated by placing the ROIs on the ref-
erence T1 and T2 maps acquired on volunteer 4, are provided 
for comparison, as well as the values published in literature 
and reviewed by Bojorquez et al.49

3.3  |  Gibbs ringing analysis

3.3.1  |  Simulation results
Figure 8 shows the results of Gibbs ringing simulations on 
a numerical brain phantom. Banding free magnitude, and T1 
and T2 maps of one slice are presented for different recon-
structions of k‐space data. For the low acquisition matrix of 
132 × 132, the Gibbs ringing artifacts on the reconstructed 
quantitative maps were the most pronounced and were mini-
mized after the correction. For the high acquisition matrix 

of 512 × 512, the Gibbs ringing artifacts were less visible 
and disappeared after the correction. The distributions of T1 
and T2 estimates in histograms and in boxplots are shown in 
Supporting Information Figure S4. The results are presented 
for 3 cases: fully simulated k‐space, and truncated k‐space 
to low and high acquisition matrix sizes (1322 and 5122, re-
spectively). Additionally, for both truncated k‐space cases, 
the Gibbs ringing correction47 was performed after recon-
struction before applying PLANET. Visually, no influence 
of Gibbs ringing was seen in the reconstructed off‐resonance 
maps. For this reason, we did not include the off‐resonance 
maps in the analysis.

3.3.2  |  Experimental results
The quantitative maps of the phantom and the brain calcu-
lated using the PLANET method with different reconstruc-
tions of k‐space (low and high resolution) are presented in 
Figure 9. The phantom has many sharp signal transitions and 
all quantitative maps, calculated from the low‐resolution data, 
suffer from severe Gibbs ringing artifacts, which are mini-
mized after correction (Figure 9A). Still, there are inhomoge-
neous regions inside almost all tubes in the quantitative maps. 
The quantitative maps, calculated from the high‐resolution 
data, do not suffer from Gibbs ringing artifacts, and a minor 
smoothing effect can be observed after correction. As shown 
in Figure 9B, there are fewer sharp signal transitions in the 
brain compared with the phantom, and Gibbs ringing does not 
affect the quantitative parameter maps much at all.

F I G U R E  7   Experimental results from the volunteer study: the estimated and the reference off‐resonance maps, the estimated RF phase maps, 
and the additionally acquired B1 maps for three axial slices of the brain 
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4  |   DISCUSSION

The proper choice of the sequence parameters such as 
FA, TR, and number of RF phase increment steps results 
in more accurate and precise estimation of the relaxa-
tion times T1 and T2, and the off‐resonance ∆f0 using the 
PLANET method.

For a single‐component signal model the settings of FA 
and TR along with the relaxation times T1 and T2 determine 
the shape of the ellipse. As shown in Figure 1, the ellipse 
should be elongated (FA = 20º to 30º) and shifted further 
from the origin (TR > 6 ms) to achieve robust fitting in the 
presence of noise. The simulation results in Figure 2 show 
that there is a broad “sweet spot” of TR, FA, and number of 

T A B L E  1   Results from in vivo experiments: T1 and T2 values determined using the PLANET method and using the reference method 
compared with literature published values

PLANET Literature published values*

Volunteer 
No. ROI

White matter Gray matter White matter Gray matter

T1, ms T2, ms T1, ms T2, ms T1, ms T2, ms T1, ms T2, ms

Volunteer 1 1 657 ± 71 54 ± 5 1128 ± 71 65 ± 5 832 ± 1 (36) 80 ± 1 (36) 1331 ± 31 (36) 110 ± 2 (36)

2 686 ± 61 55 ± 5 1125 ± 73 68 ± 8 1084 ± 45 (22) 69 ±3 (22) 1820 ± 114 (22) 99 ± 7 (22)

3 640 ± 40 52 ± 4 1095 ± 99 69 ± 8 840 ± 50 (50) 75 ± 3 (51) 1600 ± 110 (50) 83 ± 4 (51)

4 664 ± 40 51 ± 5 1056 ± 53 64 ± 5 1110 ± 40 (52) 65 ± 6 (53) 1470 ± 50 (52) 109 ± 11 (53)

5 691 ± 45 53 ± 4 532 ± 56 (16) 44 ± 5 (16) 1061 ± 169 (16) 63 ± 12 (16)

6 647 ± 47 51 ± 4 1085 ± 64 (54) 1717 ± 61 (54)

Volunteer 2 7 664 ± 51 50 ± 5 1070 ± 71 64 ± 7 1433 ± 80 (55) 968 ± 85 (55)

8 668 ± 67 54 ± 4 1172 ± 82 70 ± 6 954 ± 39 (41)

9 695 ± 32 53 ± 6 1102 ± 95 71 ± 10 781 ± 61 (53)

10 696 ± 58 52 ± 3 1080 ± 84 60 ± 7

11 700 ± 38 53 ± 6

Volunteer 3 12 664 ± 61 51 ± 6 1185 ± 84 68 ± 9

13 623 ± 47 51 ± 6 1082 ± 99 66 ± 12

14 603 ± 49 50 ± 5 1129 ± 94 59 ± 12

15 686 ± 58 51 ± 5 1049 ± 51 63 ± 10

16 635 ± 58 50 ± 4 1036 ± 63 60 ± 9 Reference values† from 2D IR‐SE and 2D ME‐SE

17 678 ± 64 51 ± 5 White matter Gray matter

18 669 ± 49 50 ± 3 T1, ms T2, ms T1, ms T2, ms

Volunteer 4 19 670 ± 37 50 ± 4 1128 ± 91 58 ± 6 824 ± 14 69 ± 3 1135 ± 34 70 ± 3

20 661 ± 51 51 ± 4 1051 ± 90 57 ± 7 810 ± 14 70 ± 2 1132 ± 42 69 ± 3

21 644 ± 37 53 ± 4 1076 ± 63 57 ± 5 836 ± 17 74 ± 4 1180 ± 53 74 ± 3

22 636 ± 45 50 ± 4 1052 ± 61 58 ± 3 811 ± 24 77 ± 5 1118 ± 29 67 ± 6

23 652 ± 36 54 ± 4 817 ± 24 74 ± 4 1170 ± 58 75 ± 5

809 ± 29 74 ± 3 1148 ± 39 65 ± 5

Volunteer 5 24 654 ± 52 53 ± 4 1113 ± 99 70 ± 10

25 660 ± 45 52 ± 5 1043 ± 68 68 ± 6

26 687 ± 41 51 ± 5 1139 ± 99 70 ± 14

27 693 ± 48 51 ± 5 1110 ± 97 72 ± 15

28 684 ± 45 55 ± 4

29 659 ± 46 53 ± 4

30 664 ± 64 50 ± 5

Mean 664 ± 58 52 ± 5 1096 ± 91 65 ± 10 818 ± 21 73 ± 4 1147 ± 43 70 ± 4

Abbreviations: IR‐SE, inversion recovery spin echo; ME‐SE, multi‐echo spin echo; ROI, region of interest.
*Numbers in parentheses are reference citations. 
†Reference values calculated by placing ROIs on the reference T1 and T2 maps acquired on a volunteer #4. 
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RF phase increment steps with a high accuracy and precision 
in all parameter estimates. However, a small bias observed 
in T1 and T2 estimates (see Figure 2B for FA > FAE) may 
be caused by the ellipse fitting method, which was shown to 
be biased toward smaller ellipses due to the use of algebraic 
distances of points.50

The properly chosen combination of these sequence pa-
rameters should work for a wide range of relaxation times, 
as shown in Supporting Information Table S1. This can be of 
importance when trying to detect changes in relaxation times 
due to pathology in the tissues.

The combination of FA of 20º and TR of 10 ms appears 
to be a proper choice for a single‐component signal model to 
estimate T1 in the range of 200 ms to 3000 ms, and T2 in the 
range of 50 ms to 500 ms, with a high accuracy and precision 
at realistic SNRs. The optimal choice for TR is different com-
pared with that for conventional bSSFP imaging, in which 
TR is usually set to be shortest to minimize banding artifacts. 
Using a longer TR results in improved precision and accuracy 
when using PLANET, but also in more banding artifacts on 
the magnitude source images. However, these are successfully 
removed in the reconstruction of the banding free magnitude 

F I G U R E  8   Results of simulations on a numerical brain phantom: banding free magnitude M and relaxation parameters T1 and T2 for the 
different cases. A, True parameter maps. B‐F, Parameter maps calculated using PLANET: on fully simulated k‐space (B), on truncated k‐space to 
low‐resolution matrix 132 × 132 (C,D) with additionally applied Gibbs ringing correction (D), and on truncated k‐space to high‐resolution matrix 
512 × 512 (E,F) with additionally applied Gibbs ringing correction (F) 
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F I G U R E  9   Quantitative maps of the phantom (A) and of the brain (B), calculated using the PLANET method for low‐resolution and high‐
resolution scans with and without Gibbs ringing filtering 
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image. For these reasons, for speeding up PLANET, the use 
of a longer TR in combination with an acceleration technique 
that sacrifices SNR for speed, like parallel imaging, is a bet-
ter choice than making use of a short TR.

Based on the number of degrees of freedom in the ellipse 
fitting procedure, the minimally required number of RF phase 
increment steps is 6. This would be enough for accurate param-
eter estimation using data without noise, but for realistic SNRs 
(100‐250 in the performed experiments) the precision in the es-
timated parameters increases when the number of RF phase in-
crement steps is increased. Interestingly, the precision does not 
further increase much more than 10 RF phase increment steps. 
The accuracy does not depend on the number of RF phase incre-
ment steps much. Therefore, using 8 to 10 RF phase increment 
steps is sufficient, as using more RF phase increment steps results 
in a longer acquisition time and does not influence the precision.

The minimum SNR required to achieve a precision of 5% 
of the mean values in T1, T2, and ∆f0 estimation using the 
optimized TR/FA/N cycles combination is lower than what 
we typically obtained in the phantom (average SNR of 250) 
for a voxel size of 1.4 × 1.4 × 3 mm3 and in vivo (average  
SNR = 150) for a voxel size of 1.5 × 1.5 × 4 mm3. Interestingly, 
similar results were found in the work by Björk et al37 for 
the minimum required SNR; however, they concluded that 
the application of their method was not feasible at common 
SNRs, which were rather low in their work. However, they 
calculated the minimum SNR to achieve the precision of 5% 
of the true parameter values, not the mean.

For a two‐component system like WM, however, the use of 
the optimal parameter combination defined previously would 
result in underestimation of T1 and T2 values. Unlike a sin-
gle‐component relaxation model, a two‐component model de-
scribes the signal as a complex sum of weighted signals from 
the two components with different frequency distributions and 
different relaxation parameters. The frequency shift between the 
components in combination with the difference of their volume 
fractions causes asymmetries in the bSSFP profile, which has 
an effect on the performance of the method. The ellipse of the 
dominant component is disturbed by the presence of the sec-
ond component. Their weighted complex sum generally does 
not have an elliptical shape and cannot be fitted as an ellipse. 
However, the myelin component has shorter relaxation times 
and a smaller volume fraction than the main component has, and 
their weighted complex sum can still be fitted reasonably well as 
an ellipse, but with different “observed” T1 and T2 values.

In simulations we used the frequency shift between the 
dominant and myelin components ∆f = 20 Hz, which is the 
average value between those corresponding to different tract 
orientation in WM at 3T ∆f = 23 ± 3 Hz [⊥B0] and ∆f = 
17 ± 7 Hz [‖ B0]).19 We did not take into account the other 
sources that could contribute to the frequency shifts between 
the components in WM, like nonheme iron, proteins, lipids, 
and deoxyhemoglobin.19

The experimentally observed in WM mean T1 value is 664 
± 58 ms, and the mean T2 value is 52 ± 5 ms. The values are 
underestimated by approximately 30% compared with the ref-
erence and literature published values at 3T (Table 1). Similar 
underestimation of T1 and T2 is also observed from the simu-
lation results (Figure 5), and depends on the choice of FA and 
TR. The presented results suggest that the PLANET method 
can be sensitive for detecting demyelination in human brain, 
which should be further investigated.

It might be interesting to investigate a different two‐ 
component model fitting approach for WM, which can be de-
scribed with a set of 13‐14 parameters (2 elliptical models, 
each described with 6 polynomial coefficients, a certain fre-
quency shift and the volume fraction of the smaller compo-
nent). To solve for all of these parameters, the measurements 
have to be performed at least with 2 or 3 different settings for 
TE and TR, maybe trying to suppress the smaller component. 
This different fitting approach is much more complex and 
goes beyond the scope of the current paper.

For a single‐component model, the off‐resonance maps can 
be calculated with a high accuracy and a high precision even at 
short TR (3‐5 ms) for different tissue types at SNR levels of ap-
proximately 30. However, for a two‐component model, the off‐
resonance maps are overestimated by approximately 10% (TR 
~ 10 ms) with a precision within 2% for a wide TR‐FA range.

The truncation of k‐space during the acquisition leads 
to Gibbs‐ringing artifacts, the severity of which depends on 
the acquisition voxel size. Additionally, the use of RF phase 
cycling shifts banding artifacts between the acquired bSSFP 
phase‐cycled data and leads to different Gibbs ringing appear-
ance. As shown in Figure 8 and Supporting Information Figure 
S4, this effect can result in additional systematic errors in the 
quantitative parameters even for a properly chosen sequence 
parameter combination. We therefore suggest using a high 
acquisition matrix in combination with a suitable method for 
removal of Gibbs ringing artifacts to improve the precision and 
accuracy of the parameter estimates, when PLANET is applied 
to a phantom. For in vivo use, a relatively high acquisition ma-
trix should be enough to minimize Gibbs ringing artifacts.

We focused primarily on the application of PLANET in 
the brain, where the high SNR can be achieved easily on a 
1.5T or 3T clinical MR scanner with a regular coil setup, 
which is important for clinical use. Given the optimal set-
tings, 1‐mm3 isotropic whole‐brain T1, T2, M, and ∆f0 map-
ping (with FOV = 220 × 220 × 100 mm3) can be performed 
within a 10‐15‐minute scan time (with SENSE factor of 2). 
This duration is comparable with that of DESPOT1‐ and 
DESPOT2‐based T1 and T2 mapping.8,9 The clear benefit of 
PLANET is that in addition to quantitative T1 and T2 maps 
we can estimate the off‐resonance map, the RF phase map, 
and reconstruct the banding free magnitude image.

For applications in the abdomen, where considerable motion 
is present, the current implementation of the method is not fast 
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enough. The use of a different readout trajectory or an accel-
eration technique, as well as the use of a 2D approach, should 
be investigated for the specific purpose of abdominal imaging.

Radiofrequency phase maps that can be retrieved from 
Eq. (3) can potentially be used for electric properties tomog-
raphy.51 We did not focus on it in this study, but provided the 
examples of RF phase maps in human brain (Figure 7).

5  |   CONCLUSIONS

In this work we show the importance of the proper choice of 
sequence parameter settings, such as TR, FA, and number of 
RF phase increment steps to achieve a high accuracy and preci-
sion in quantitative parameter estimation using the PLANET 
method at realistic SNR levels. Interestingly, this combination 
holds over a wide range of relaxation times and does not require 
an exact prior knowledge of T1 and T2 of the tissue. However, 
the PLANET model assumes a single‐peak frequency distri-
bution, which is not the case for some biological tissues, like 
human brain WM tissue, fat tissues, or bone marrow. The pres-
ence of two or more components influences the performance 
of the method and leads to systematic errors in the parameter 
estimates, which depend on the choice of FA and TR.

Using a high acquisition matrix in combination with a 
suitable method for removal of Gibbs ringing artifacts im-
proves the precision and accuracy of the parameter estimates, 
when PLANET is applied to a phantom with sharp signal in-
tensity edges. For in vivo use, a relatively high acquisition 
matrix should be enough to minimize Gibbs ringing artifacts.

This evaluation of the accuracy and precision of PLANET 
should guide researchers who want to apply the method for 
different applications.
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SUPPORTING INFORMATION

Additional supporting information may be found online in 
the Supporting Information section at the end of the article.

FIGURE S1 Simulation results at low SNR levels for 
a single‐component WM model at 3T (T1 = 830 ms,  
T2 = 80 ms) and ∆f0 = 10 Hz. A, Signal‐to‐noise ratio as 
a function of FA and TR. B, Relative errors ε (in percent) 
of the parameter estimates compared with their true values. 
C, Standard deviation STD (in percent) of the parameter 
estimates compared with their mean values (the white line 
corresponds to FA = FAE, only the region to the right is 
allowed). D, Distribution of the parameter estimates in the 
boxplots as a function of number of RF phase increment 
steps N (black dashed lines correspond to the true param-
eter values)
FIGURE S2 Noise‐free simulation results for a two‐ 
component WM model. The relative errors ε (in percent) of 
the parameter estimates compared with their true values (of 
the dominant component) for the different cases. A, Dominant 
component (D) has T1L = 1000 ms and T2L = 80 ms, volume 
fraction of 0.88; myelin component (M) has T1s = 400 ms and 
T2s = 20 ms, volume fraction of 0.12, shift Δf = 20 Hz. B, 
Dominant component (D) has T1L = 1000 ms and T2L = 80 
ms, volume fraction of 0.88; myelin component (M) has T1s 
= 1000 ms and T2s = 80 ms, volume fraction of 0.12, shift 
Δf = 20 Hz. C, Dominant component (D) has T1L = 1000 ms 
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and T2L = 80 ms, volume fraction of 0.88; myelin component 
(M) has T1s = 400 ms and T2s = 20 ms, volume fraction of 
0.12, shift Δf = 0 Hz. D, Dominant component (D) has T1L 
= 1000 ms and T2L = 80 ms, volume fraction of 0.5; myelin 
component (M) has T1s = 400 ms and T2s = 20 ms, volume 
fraction of 0.5, shift Δf = 0 Hz. E, Dominant component (D) 
has T1L = 1000 ms and T2L = 80 ms, volume fraction of 0.5; 
myelin component (M) has T1s = 400 ms and T2s = 20 ms, 
volume fraction of 0.5, shift Δf = 20 Hz. Note that the color 
bars are scaled differently
FIGURE S3 Experimental results from the phantom study: 
T1 map calculated using the PLANET method at high SNR 
level, additionally acquired B1 map for correction, and T1 
map corrected using the B1 map
FIGURE S4 Additional results of simulations on a nu-
merical brain phantom. A, Distribution of T1 estimates in 
histograms and boxplots for WM for different reconstruc-
tions of simulated k‐space. The blue bars correspond to the 
results without Gibbs ringing correction, and the orange 

bars correspond to the results after the Gibbs ringing cor-
rection applied. The red line is the true parameter value. B, 
Distribution of T2 estimates in histograms and boxplots for 
WM for different reconstruction of simulated k‐space. The 
blue bars correspond to the results without Gibbs ringing 
correction, and the orange bars correspond to the results 
after Gibbs ringing correction is applied. The red line is the 
true parameter value
TABLE S1 Optimal parameter settings and minimum re-
quired SNR for different relaxation time combinations for a 
single‐component signal model
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