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� Teachers judged (predicted) students' performance on decimal magnitude test problems.
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� Access to only answer cues was helpful in judging what students did not understand.
� Availability of both cues did not improve accuracy compared to only student cues.
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a b s t r a c t

To gain insight into how teachers' judgment accuracy can be improved, we investigated effects of cue-
type availability. While thinking aloud, 21 teachers judged their fourth grade students' (n¼ 176) deci-
mal magnitude understanding. Sensitivity (correctly judging what students did understand) did not
improve from availability of both answer cues (students' answers to prior practice problems) and student
cues (knowledge of students triggered by knowing their names), and was lower when only answer cues
were available, compared to only student cues. Specificity (correctly judging what students did not
understand) was higher when only answer cues were available, compared to only student cues or both
student and answer cues.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

To stimulate students' learning optimally, teachers need to
provide adaptive instruction; that is, they have to tailor their ex-
planations and instruction to a student's current level of under-
standing (e.g., Van de Pol, Volman, & Beishuizen, 2010). For
teachers to be able to make adaptive instructional decisions, their
judgments of their students' understanding need to be accurate
(Klug, Bruder, Kelava, Spiel, & Schmitz, 2013; Südkamp, Kaiser, &
M€oller, 2012; Van de Pol, Volman, & Beishuizen, 2011). Prior
, Utrecht University, P.O. Box
studies have shown, however, that there is much room for
improving teachers' judgment accuracy (see for a meta-analysis
Südkamp et al., 2012). This especially applies to teachers' judg-
ment accuracy of students' conceptual mathematical understand-
ing (Thiede et al., 2015). Yet, research that gives insight into how
teachers' judgment accuracy can be improved is scarce.

Therefore, the first aim of the present study was to investigate
how teachers' judgment accuracy of students' conceptual mathe-
matical understanding can be enhanced, by manipulating the
availability of information that can be used while making a judg-
ment. According to the cue-utilization approach, judgments are
based on specific pieces of information (i.e., cues) that can be more
or less predictive (i.e., diagnostic) of students' actual understanding
(Brunswik, 1956; Koriat, 1997; Thiede, Griffin, Wiley, & Anderson,
2010; Van Loon, De Bruin, Van Gog, Van Merri€enboer, &
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Dunlosky, 2014). Themore predictive the cues being used, the more
accurate a teacher's judgments of students' understanding will be.
Manipulating which information is available will provide insight
into which cues do and do not improve judgment accuracy. The
second aim of the present study is to explore what cues teachers
base their judgments on under the different cue-availability con-
ditions, to gain more insight into their judgment process. This may
ultimately aid the development of support tools to improve
teachers' judgment accuracy.

1.1. Teachers' judgments of students' conceptual mathematical
understanding

In their meta-analysis Südkamp et al. (2012) conclude that
teachers' judgment accuracy, reflected by the correlation between
teachers' judgments of students' performance in language and
mathematics and students' actual test performance, was positive
and fairly high (Fisher's z transformed correlation¼ .63), but that
there is still much room for improvement. As in most studies on
teachers' judgment accuracy, in the studies included in the meta-
analysis teachers' judgments were measured by asking teachers
for one global rating per student (e.g., ratings of students' reading
performance or a prediction of the number of correct answers on a
test) or student rankings (e.g., ranking of the students in their class
from lowest to highest mathematical understanding). The accuracy
of these global judgments reflects teachers' knowledge on students'
overall performance, not how well they are able to judge what
individual students do and do not understand within a domain.
Item-specific judgments do reflect this latter type of knowledge,
which is what teachers need in order to make adaptive instruc-
tional decisions, such as differentiating tasks or providing adequate
instruction and feedback to individual students (Artelt & Rausch,
2014; Gabriele, Joram, & Park, 2016).

The few studies that did include item-specific judgments of
students' mathematical understanding (Artelt & Rausch, 2014;
Gabriele et al., 2016; Karing, Pfost, & Artelt, 2011) found average
“hit rates” (i.e., the proportion of accurately judged items when
judging all items of a test) between the 58% and 78%. Taking into
account that a random item prediction has on average 50% chance
of being accurate, as teachers only indicated whether an item was
answered correctly or incorrectly by the student, 58% is just above
chance (i.e., when guessing). The item-specific judgments included
in these studies did not distinguish between students' procedural
skills and conceptual understanding in mathematics. Thiede et al.
(2015) did make this distinction and their findings indicate that
especially judging student conceptual mathematics understanding
is challenging; they found that the average judgment accuracy for
students' conceptual mathematics understanding, as measured by
the gamma correlation (computed across the students within a
class), was only .20 after intervention (vs. gamma correlation¼ .66
for computational skills; 1 would mean perfect prediction). In sum,
prior studies showed there is a need to improve the accuracy of
teachers' (item-specific) judgments of students' conceptual math-
ematics understanding, but knowledge on how to do so is lacking.

1.1.1. Teachers' cue utilization
Teachers make numerous instructional decisions during

everyday teaching practice that are based on judgments of their
students' current level of understanding. The accuracy of these
judgments could be influenced by several factors, such as teacher
characteristics (e.g., their professional expertise) and characteris-
tics of the test that is used to make judgments (e.g., the subject
area; Südkamp et al., 2012). In the current study we especially focus
on the specific pieces of information that teachers base their
judgments on, typically referred to as cues (Brunswik, 1956; Koriat,
1997). For instance, a teacher's observation that a particular student
flawlessly completed yesterday's assignment on decimal magni-
tude (i.e., a cue) can lead to the judgment that this student's un-
derstanding of decimal magnitude is excellent. In turn, the teacher
may make the instructional decision that the student can skip to-
day's exercises on decimal magnitude and continue with exercises
on adding decimals.

Studies on what cues teachers actually use when judging stu-
dents' understanding are scarce and differ strongly in their meth-
odology. Whitmer (1982) interviewed elementary teachers about
the information they commonly used when giving grades for
mathematics and language. Webb (2015) also interviewed
elementary teachers, directly after they made prospective pre-
dictions of how their students scored on a mathematics test, and
asked them what they based their predicted scores on. Cooksey,
Freebody, and Wyatt-Smith (2007) asked elementary teachers to
think aloud while making retrospective judgments of students
written texts (i.e., the teachers were provided with students'
products). Cues that were frequently reported by the teachers in
these three studies were students' prior performances in a specific
subject; students' general cognitive abilities and learning disorders;
students' problem solving skills; students' motivation and interest;
students' effort and discipline; what content had been taught or
practiced previously; and the difficulty of a specific domain or task.
Apparently, teachers derive the cues they use to inform their
judgments from different information sources, such as the content
material or characteristics of the task at hand (i.e., task content
cues), information about students' prior performances (i.e., answer
cues), and more general information about the students (i.e., stu-
dent cues).

Several studies have zoomed in on teachers' use of student cues,
rather than on other cue types. Correlational studies showed that
students' ethnicity, SES, classroom engagement, disability status,
and social competency were predictive of the height of teachers'
judgments of their students' literacy and mathematical under-
standing, even when controlling for students' actual performances
(e.g., Furnari, Whittaker, Kinzie, & DeCoster, 2017; Hurwitz, Elliott,
& Braden, 2007; Kaiser, Retelsdorf, Südkamp, & M€oller, 2013;
Paleczek, Seifert, & GasteigereKlicpera, 2017; Ready & Wright,
2011). This implies that teachers use these student cues while
making judgments of students' understanding. Comparable con-
clusions can be drawn from two experimental studies by Kaiser
et al. (2013) and Kaiser, Südkamp, & M€oller (2017), in which par-
ticipants directed pre-designed questions at fictional students and
observed their responses in a simulated classroom environment.
Next, participants indicated how many of those pre-designed
questions they thought each of the students had answered
correctly, reflecting teachers' judgments of students' mathematics
or reading achievement. Students' engagement (operationalized as
the probability of a simulated student volunteering to answer a
question; Kaiser et al., 2013) and students' minority status (Kaiser
et al., 2017) were significantly related to teachers' judgments of
the amount of correctly answered questions. In another study,
Kaiser, M€oller, Helm, and Kunter (2015) compared the effects of
different types of information on pre-service teachers' judgment
accuracy of fictional students' mathematics grades. All teachers
were provided with information on students' oral and written
achievement in mathematics and some teachers were additionally
provided with student characteristics such as students' self-
concept and intelligence. From the significant correlation be-
tween teachers' judgments of the mathematics grade and the value
of the presented student characteristics (i.e., gender, intelligence,
and German dictation exercise grade) it can again be concluded
that teachers probably used these student cues while making
judgments of students' mathematics performance.
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1.1.2. Relation between teachers' cue utilization and judgment
accuracy

As mentioned before, the more predictive the cues that the
teacher uses inmaking judgments of a student's understanding, the
higher the judgment accuracy will be (Brunswik, 1956; Koriat,
1997; Thiede et al., 2010; Van Loon et al., 2014). For example, the
correctness of a student's conceptual expression during a class
discussion might be more predictive for this students' actual un-
derstanding of the content material than the time the student
spends on a task. Basing judgments on more predictive cues will
lead to more accurate judgments, which in turn will lead to more
adaptive instructional decisions (Klug et al., 2013; Südkamp et al.,
2012; Van de Pol et al., 2011).

In the experimental study by Kaiser et al. (2015) teachers who
were only provided with information on students' oral and written
achievement in mathematics, made more accurate judgments of
fictional students' mathematics grades than teachers who were
additionally provided with student characteristics (i.e., students'
engagement, minority status, gender, intelligence, and German
dictation exercise grade). This finding suggests that student cues
might be not predictive of students' actual understanding, as the
availability (and therefore presumably, the use) of such cues
resulted in less accurate judgments of students' understanding. It is
an open question whether this would also apply when teachers
make judgments of their own students (of whom they mightdin
addition to such non-predictive cuesdalso have knowledge that
could be predictive).

Moreover, the question on what cues teachers should focus to
increase the accuracy of their judgments has hardly been addressed
to date. Research on student judgments of their own understanding
has shown that redirecting students' attention to products of
generative activities (see Fiorella & Mayer, 2015) improved stu-
dents' judgment accuracy of their text understanding compared to
students who were not encouraged to engage in such generative
activities. The generating activities consisted of generating key-
words (De Bruin, Thiede, Camp, & Redford, 2011), self-explanations
(Griffin, Wiley, & Thiede, 2008), making diagrams (Van Loon et al.,
2014), writing summaries (Thiede et al., 2010), or making concept
maps (Thiede et al., 2010).

Teachers can also obtain cues from students' answers that result
from written or oral generative activities (i.e., answer cues). Some
evidence that focusing on answer cues improves teachers' judg-
ment accuracy of students' mathematical understanding comes
from a study by Thiede et al. (2015). They examined whether
teachers' judgment accuracy of students' mathematical under-
standing was affected by involvement in a professional develop-
ment program. This program stimulated teachers to focus more on
student products that give insight into student thinking (e.g., by
asking students to articulate their way of reasoning) during
teaching. Teachers who took part in the program indeed made
more accurate judgments of students' mathematical computational
skills and conceptual understanding than teachers who did not
participate in the training program. Nevertheless, judgment accu-
racy for students' conceptual understanding was still quite poor
after participation (gamma correlation: .20; 1 would mean perfect
prediction). Besides, it remains unclear whether it was indeed the
increased focus on answer cues, or some other aspects of the 45-h
training that caused the improvement in teachers' judgment ac-
curacy (e.g., improved mathematical content knowledge).

1.2. Present study

Accurately judging students' conceptual mathematics under-
standing seems a challenging task that needs further investigation.
In the present study, we experimentally investigated whether
giving teachers access to cues with a high expected predictive value
(i.e., answer cues)dcompared to student cuesdwould improve
teachers' judgment accuracy of students' conceptual understanding
of decimal magnitude. More specifically, the first Research Question
is whether teachers' judgment accuracy is affected when answer
cues are available, additional to or instead of student cues,
compared to when only student cues are available.

To answer this question, we experimentally manipulated the
availability of the different cue types by providing teachers with a
name of a student from their own class (student cues only), the
anonymized answers on decimal magnitude practice problems of
one of their students (answer cues only), or both the student's
name and his/her answers (student þ answer cues). We measured
teachers' judgment accuracy of students' decimal magnitude un-
derstanding by comparing teachers' item-specific predictions of
how well their students would perform on a decimal magnitude
test with students' actual performance on such a test. The material
(i.e., the first assignment consisted of practice problems and the
second assignment consisted of items of which teachers had to
predict students' performance) was created in such a way that
analysis of students' answers on the first assignment could provide
teachers with information on students' (mis)conceptions in the
domain of decimal magnitude. An example of such amisconception
is that students think of decimals as if they arewhole numbers (e.g.,
0.35 is greater than 0.8; see Durkin & Rittle-Johnson, 2015; Isotani
et al., 2011).

With regard to the first Research Questionwe hypothesized that
teachers' judgment accuracy would be lower in the name-only (i.e.,
student cues) condition than in both the answers-only (i.e., answer
cues) and the name þ answers (i.e., student þ answer cues) con-
dition, because answer cues can be expected to be more predictive
of students' performance on the test assignment than the more
general student characteristics onwhich teachers had to rely in the
name-only condition (see Section 1.1.2). When judging their own
students instead of fictional students (the latter was the case in the
study by Kaiser et al., 2015), teachers may have knowledge about
their students that could be predictive of students' actual under-
standing (e.g., knowledge on students' general conceptual mathe-
matics understanding). However, knowing the student's name will
likely also activate non-predictive student cues, whereas students'
answers on practice problems are more directly associated with
their understanding and as a result more predictive.

Given that simulated classroom research with fictional students
showed that teachers' judgment accuracy was impaired when
student characteristics were available (Kaiser et al., 2015), the
second question we addressed is whether the accuracy of teachers'
judgments of their own students' understanding is affected when
only answer cues are available compared towhen both student and
answer cues are available. Focusing on student cues with presum-
ably low predictive value might interfere with thorough or full
analysis of students' answers on the first assignment. Hence, the
second hypothesis we test in the present study is that teachers
makemore accurate judgments in the answers-only condition than
in the name þ answers condition.

As we expect that hypothesized differences in judgment accu-
racy between conditions would be due to differences in teachers'
cue use across conditions (see Section 1.1.2), the second aim of this
study is to explore differences in teachers' cue utilization between
conditions. The third Research Question we addressed is: (How) do
the cues that teachers use when making judgments of students
decimal magnitude understanding differ across the name-only,
name þ answers and answers-only conditions?
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2. Methods

2.1. Participants

2.1.1. Teachers
Twenty-one teachers (17 female) from 17 different primary

schools in the Netherlands, teaching in fourth grade (i.e., Dutch
“group six”) volunteered to participate in this study. They were
between 25 and 54 years old (Mage¼ 36.34, SD¼ 8.99) and had
between three and 33 years of teaching experience (M¼ 10.33,
SD¼ 7.60). They had been teaching their classes between two and
five days a week (M¼ 3.88, SD¼ 1.24) from the beginning of the
school year (i.e., end of August; data collection took place in
October and November 2016). Six of them had been teaching the
students in their class in a previous grade as well. Eight teachers
had completed additional mathematics education courses after
graduating from regular teacher training (e.g., on serious mathe-
matics problems/dyscalculia or courses required to become the
school's mathematics specialist).

2.1.2. Students
From the 454 students who attended the 21 participating fourth

grade classes, 418were included in the study (224 girls,Mage¼ 9.55,
SD¼ 0.42). Students were excluded because of following special
mathematics programs (n¼ 20), no parental consent to use stu-
dents' data (n¼ 11), large portions of incomplete assignments
(n¼ 2), or because their teachers accidentally saw their answers
during task completion (n¼ 3). From this sample, three students in
each condition (hereafter: “target students”) were selected per
teacher (i.e., nine in total per teacher). Based on students' test
performance, a low, medium, and high performing student was
selected per condition (see Section 2.5). Due to time restrictions
(see Section 2.5) 13 of the target students (max. 2 per teacher) were
dropped from the procedure. This resulted in a final sample of 176
students about whom the teachers made judgments (82 girls;
Mage¼ 9.59, SD¼ 0.42; name-only condition: n ¼ 62;
name þ answers condition: n¼ 57; answers-only condition:
n¼ 57). At the time the study took place, decimal magnitude had
not yet been taught (this is not done before the end of fourth grade),
so the topic was new to almost all students.

2.2. Design

This study had a within-subjects design, with all 21 teachers
making judgments of students' decimal magnitude understanding
under three conditions: 1) name only (teachers were only provided
with student names), 2) name þ answers (teachers were provided
with student names and students' answers to prior practice prob-
lems), and 3) answers only (teachers were provided with anony-
mized answers only). Teachers made judgments of three students
per condition while thinking aloud.

2.3. Materials

Students were provided with instructions and assignments in
the domain of decimal magnitude. Student (mis)conceptions in the
domain of decimal magnitude are clearly defined. Five common
and persistent misconceptions are: (1) thinking of decimals as if
they are whole numbers (e.g., 0.35 is greater than 0.8 because 35 is
greater than 8); (2) ignoring a zero that is in the tenths place (e.g.,
0.08 is the same at 0.8); (3) assuming that adding a zero at the end
of the decimal increases its magnitude (e.g., 0.30 is greater than
0.3); (4) viewing decimals less than one as being less than zero or
more than one (e.g., 0.2 is less than 0); and (5) treating decimals as
fractions thus thinking that numbers with more decimals are
smaller (e.g., 0.852 is smaller than 0.3; see Durkin& Rittle-Johnson,
2015; Isotani et al., 2011).

2.3.1. Introductory video lesson
In an introductory video lesson, the topic of decimal magnitude

was introduced to the students by explaining the place values of the
tenths, hundredths and thousandths on a number line by con-
necting its meaning to fractions. No explicit attention was paid to
specific misconceptions. Moreover, the study procedure was
explained to the students in the video. The video had a total
duration of 8:30min. This video was created by the first author-
dwho is also a primary school teacherdbased on the most
commonly used Dutch mathematics textbooks.

2.3.2. Student assignments
Students' answers on the first assignment (i.e., practice prob-

lems) functioned as a product of student generative activities that
may give insight into student thinking. The first assignment con-
sisted of 16 number line problems on decimal magnitude (nine
multiple choice and seven open problems). The assignment was
constructed such that each wrong answer was indicative of a
particular misconception. For instance, when students placed 0.07
near the location of 0.7 on the number line, theywere considered to
hold the “ignoring the zero in the tenths place”misconception (the
complete assignment, including indication of the misconceptions,
is provided as online supplementary material; Appendix B). For
some items, multiple answer options indicated the same mis-
conceptions. For other items, different answer options indicated a
differentmisconception. In total, eachmisconception could become
evident four or five times. The items were based on examples from
earlier research about student misconceptions in the field of deci-
mal magnitude (Adams et al., 2014; Durkin & Rittle-Johnson, 2012,
2015; Rittle-Johnson, Siegler, & Alibali, 2001).

The second assignment (i.e., test problems) consisted of 17
decimal magnitude problems; five number line problems and 12
word problems (15 multiple choice and two open problems; all
included as online supplementary material; Appendix B). Because
the format of the items differed substantially between the first and
second assignment, teachers had to use their interpretations of
student thinking (i.e., students' misconceptions) when making
judgments in the nameþ answers and answers-only condition (i.e.,
they could not directly translate correctness of an item in the first
assignment into a judgment on the correctness of a particular item
in the second assignment). The items in the second assignment
were also based on examples from earlier research about student
misconceptions in the field of decimal magnitude (Adams et al.,
2014; Durkin & Rittle-Johnson, 2012, 2015; Rittle-Johnson et al.,
2001). In total, each misconception could become evident three to
five times. Two of the items were considered to assess students'
overall understanding of decimal place values. Students' perfor-
mance on the second assignmentwas scored by assigning one point
for each correct answer (min¼ 0, max¼ 17).

Correlations between each of the misconceptions at the first
assignment and the same misconception at the second assignment
(measured by the number of errors indicative of the misconcep-
tion) were significant and ranged from low to moderate (rwhole

number¼ .51, rignoring zero in tenths place¼ .49, rfraction¼ .41, routside 0 and

1¼ .27, rzero at end makes bigger¼ .52, for all p< .001), meaning that the
answer cues on the first assignment have (modest) predictive value
for performance on the second assignment.

2.4. Teachers' judgments

Teachers were asked to make item-specific judgments about the
performance on the second assignment of the nine target students
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from their classroom; they saw the 17 test items and indicated for
each item whether they thought that the student had answered it
correctly or incorrectly (see Fig. 1). For the three students in the
name-only condition, teachers had to make these item-specific
judgments knowing only the name of the students. For the three
students in the name þ answers condition, teachers were provided
with students' names and students' answers on the practice
assignment. Finally, for the three target students in the answers-
only condition, teachers had to make the judgments seeing only
students' answers on the practice assignment. Note that the
completed practice assignment did not trace back to specific stu-
dents, since students all used the same pencil type and were
instructed not to write on the test sheets except for marking the
place on the number line or answer option they thought was
correct.

Most prior studies treat teachers' judgment accuracy as a single
process through which teachers both judge what students do un-
derstand and do not understand (e.g., Kaiser et al., 2015; Südkamp
et al., 2012; Thiede et al., 2015). In line with recent studies on
students' own judgment accuracy we applied a two-process model,
focusing separately on judgments of what students do understand
(called “sensitivity” or “certainty”) and judgments of what students
do not understand (called “specificity” or “uncertainty”; cf.
Rutherford, 2017; Schraw, Kuch, & Gutierrez, 2013). Knowing what
students understand seems necessary for teachers to be able to
anchor instructions and tasks to concepts and procedures already
mastered by students; knowing what students do not understand
(i.e., which misconceptions they have or where gaps in their
knowledge lie) seems, for instance, necessary to give adequate
additional instruction. Instruction will only foster conceptual
change when it addresses the specific (mis)conceptions held by
students (Prediger, 2008). Modeling both sensitivity and specificity
allows examination of the potentially different processes sur-
rounding accurate teacher judgments.

Sensitivity was calculated by first counting the number of items
that were answered correctly by a student and were judged accu-
rately (i.e., judged as correct) by the teacher. This number was then
divided by the total number of items answered correctly by that
student. For instance, when a student answered 10 of the 17 items
correctly and the teacher judged five of the 10 correctly answered
items accurately as being correctly answered, the sensitivity value
was 0.5. Specificity was calculated by dividing the number of items
that were answered incorrectly and were judged accurately by the
teacher as being incorrectly answered, by the total number of items
answered incorrectly. Consequently, teachers received a score be-
tween 0 and 1 for sensitivity and specificity for each student, with
0 indicating that none of the correct (sensitivity) or incorrect
(specificity) items was judged accurately, and 1 indicating that all of
the correct (sensitivity) or incorrect (specificity) items were judged
Fig. 1. Fragment of teachers' judgment task (translated from Dutch).
accurately. For 11 of the 176 students (6%) we could not compute a
specificity measure because they answered all items correctly.
Because those data were Missing Not At Random (MNAR), listwise
deletion or methods such as multiple imputation could not be
applied (Van Buuren, 2012). We decided to assign these students
value 1 for specificity (the maximum value), since these students
had zero incorrect answers and teachers as a matter of fact judged
100% of this number of incorrect answers also as incorrect. To check
whether this decision affected the results, we additionally con-
ducted the main analyses with listwise deletion (another method
to deal with missing data) of the students who answered all items
correctly. Listwise deletion led to the same pattern of results as
those presented in Section 3.1.1.

2.5. Procedure

The study procedure consisted of a student and a teacher part.
The student part took place during a normal lesson day and lasted
about 45min. Students were informed that they would see an
introductory video and make some tasks on the novel topic of
decimal magnitude. They were also informed that they would not
receive a grade for their work, but were encouraged to try their best
on the assignments. Then, the introductory video was shown, after
which students individually worked on the first and second
assignment. Their teachers were present during the lesson, but had
been instructed not to help students, answer questions, or look at
students' answers (to prevent them from obtaining specific
knowledge of some students' decimal magnitude understanding).
Researchers only answered student questions that were not related
to the mathematical content. After the both assignments had been
completed, the student work was collected and the second
assignment of each student was scored by the researchers. To
ensure that teachers judged students with varying understanding
of decimal magnitude, we divided all students within one class into
three groups. The groups were based on the expected amount of
decimal magnitude misconceptions students held, as represented
by their performance on the second assignment. We applied the
following distinction: high score¼ 14e17 (expected to hold no or
one misconception), medium score¼ 10e13 (expected to hold two
misconceptions), and low score¼ 0e9 (expected to hold more than
two misconceptions). Nine target students per teacher were then
selected: three low, threemedium, and three high scoring students.
In each judgment condition, teachers would encounter one student
with a high, one with a medium, and one with a low score. When
there were not enough students in a score category, a student from
another category with the nearest score was selected (e.g., when
therewere not enough students in the high category a student from
the medium category with a score of 13 was placed in the high
category). The average test scores of the selected students were
comparable across conditions; Mname-only¼ 10.68 (SD¼ 3.61), Mna-

meþanswers¼ 10.79 (SD¼ 3.72), andManswers-only¼ 10.79 (SD¼ 3.80).
After the students went home, the teacher part started. Teachers

first completed the first and second assignment themselves to
become familiar with the assignments. Then, they judged the target
students' performance on the second assignment, by condition:
first for the three students in the name-only condition, then for the
three students in the name þ answers condition, then for the three
students in the answers-only condition. Although the order of low/
medium/high performing students was randomized within the
conditions, the order of conditions was fixed to avoid that teachers
in the name-only and name þ answers conditions would be trig-
gered to use other cues (e.g., related to observed student perfor-
mance on other mathematics tasks) than they would normally do.
Note that data from a prior study on text comprehension judg-
ments (Van de Pol, de Bruin, van Loon,& van Gog, 2017), showed no
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signs of a learning effect (i.e., teachers' judgment accuracy does not
increase as they gain more experience with making judgments).
Prior to the name-only and nameþ answers condition, the teachers
were familiarized with the condition-specific judgment procedure
in a practice phase with five test items that they had to judge for
one of their non-target students. Because a pilot study had shown
that teachers became less alert after one hour of judging, the
judgment phase was ended after one hour. When the researchers,
in the beginning of the judgment process, noticed that a participant
was relatively slow, they decided to drop a student from the
name þ answers and/or answers-only condition (see for numbers
Section 2.1.2 or Table 2).

Teachers were asked to think aloud while making the judg-
ments, to gain insight into teachers' cue utilization (cf. Cooksey
et al., 2007). The participants were prompted to continue
thinking aloud when they were silent for five seconds or more, but
were not asked for clarifications or elaborations as this might
interfere with the cognitive processes involved in making the
judgments (Ericsson & Simon, 1993; Van Someren, Barnard, &
Sandberg, 1994). Research has shown that thinking aloud does
not affect marking processes (which are presumably closely related
to judgment processes; Crisp, 2008) or change the course or
structure of thought processes in general (Ericsson & Simon, 1993;
Van Someren et al., 1994). Although think-aloud protocols can slow
down the process and probably do not reflect all of a person's
thoughts, they do provide more information on cognitive processes
than most other methods such as prospective interviews or self-
reports (e.g. Ericsson & Simon, 1993; Van Someren et al., 1994).
The 21 think-aloud protocols were audio-recorded, transcribed,
and anonymized.

2.6. Data analysis

2.6.1. Analyses of accuracy differences across conditions
To investigate the effects of availability of only student cues,

only answer cues, or both student and answer cues on teachers'
judgment accuracy (Research Question 1 and 2) we performed a
multilevel regression analysis in Mplus version 8 (Muth�en &
Muth�en, 1998e2017). To account for the nested data structure
with students (level 1) clustered in classes and thus in teachers
(level 2), the “Complex” function in Mplus was used with
maximum likelihood estimationwith robust standard errors (MLR).
A regression analysis with two outcome measures (i.e., sensitivity
and specificity) was applied, because sensitivity and specificity
correlated significantly with each other, rzero-order¼�.353, p< .001.
The predictor variable condition was added using dummy coding.

2.6.2. Coding the think-aloud protocols
In order to investigate which cues teachers used (Research

Question 3) we analyzed their think-aloud data. The 176 think-
aloud transcripts were coded to identify the cues teachers re-
ported while making their judgments.

First, to ensure a systematic segmentation procedure indepen-
dent of coding categories, we defined a unit of analysis as “a sen-
tence or part of a compound sentence that can be regarded as
meaningful in itself, regardless of the meaning of the coding cate-
gories” (Strijbos, Martens, Prins, & Jochems, 2006, p. 37). A sub-
sample of six transcripts (two from each condition, randomly
selected) were independently segmented by two coders (the first
author and a research assistant). The proportion agreement was
determined from the perspective of each coder serving as an upper
and lower bound of the ‘true’ agreement (cf. Strijbos et al., 2006).
The proportion agreement had a lower bound of 88.9% and an
upper bound of 90.4%, both above the threshold of 80% (cf. Strijbos
et al., 2006). The coders respectively segmented the transcripts into
422 and 415 segments. In case of disagreement, the coders reached
consensus on the segmentation through discussion.

The transcripts were coded in three steps. The final coding
scheme including descriptions and examples can be found in
Appendix A. For the first step of open coding 12 transcripts (4 from
each condition) were used, across which 64 different codes were
identified. Next, we divided these codes into categories, resulting in
a coding scheme of 26 categories. We then checked whether these
categories sufficed by applying this coding scheme to 6 further
transcripts (2 from each condition). To check the interrater reli-
ability, the two coders independently coded 10% of the transcripts
(18 transcripts, 6 from each condition, in total 1124 segments). The
interrater reliability was sufficient to high (k¼ .79, agree-
ment¼ 81.9%; Landis & Koch, 1977). In case of disagreement, the
coders reached consensus on the coding through discussion.

For the analyses, these 26 categories were aggregated into six
main categories: Content, Student, Answers, Student*Content,
Teacher, and Miscellaneous. The first four categories refer to the
information sources teachers presumably used in their judgments;
these four were included in the analyses. The Content category
included codes of statements related to curriculum content and
material content (e.g., statements about what was or was not yet
taught in the curriculum thus far, or about item characteristics of
the first or second assignment). The Student category included
codes assigned to statements about student characteristics (e.g.,
statements related to students' general cognitive ability or stu-
dents' motivation). One particular interesting subcategory of the
Student category was “fabricated student”, assigned to statements
occurring in the answers-only condition implying that teachers had
an idea about the identity of the student or tried to guess the
identity. Codes within the Answers category were based on stu-
dents' answers on the practice assignment (e.g., statements related
to a student's performance on one item or a group of items). Codes
within the Student*Content category could be based on the stu-
dent, the content material or the answers, or a combination of
these, but always reflected an interaction between the student and
the content (e.g., statements referring to a decimal misconception
held or a strategy used by a student).

The two remaining categories (i.e., Teacher and Miscellaneous)
included codes that were irrelevant for answering our research
questions. The Teacher category included statements about teach-
ers' emotions or meta-thoughts about the judgment process. The
Miscellaneous category included all other irrelevant codes (e.g.,
unclear statements).

When teachers received the same code on multiple sequential
segments, for example: “I think it took student x quite awhile. I saw
that it took her a long time”, we would count this code only once.
Hence, each segment was additionally coded with regard to repe-
titions. When one of the 26 codes from the coding scheme was
repeated within one completed argumentation of a teacher (i.e.,
describing a student before starting with the judgments, or when
analyzing a student's answer on one item or judging one item) this
was also coded as “repetition”. Repetitions were excluded from the
frequency statistics as presented in the Results Section and also
excluded from the analyses. The reliability of applying the repeti-
tion codes was determined by independently coding the repetition
dimension of 6 transcripts (2 from each condition, in total 511
segments) that were already segmented and coded with codes
from the coding scheme by one of the coders. The interrater reli-
ability for the repetition dimension was very high (k¼ .93,
agreement¼ 97.5%).

After reliability was checked, the rest of the data (including the
data that was used for developing the coding scheme) was
segmented and coded definitively. The two coders each coded half
of the data. In cases of doubt about segmenting or what code to



Table 2
Mean sensitivity and specificity values per condition.

Condition N Sensitivity (SD)a Specificity (SD)a

Name-only 62 .75 (.20) .41 (.31)
Name þ answers 57 .69 (.22) .48 (.32)
Answers-only 57 .64 (.24) .64 (.31)

a min.¼ 0, max¼ 1.

Table 3
Parameter estimates from a multilevel analysis on teachers' sensitivity and
specificity.

Effects B SE B Cohen's d p

Sensitivity
Name-only vs. Name þ Answers 0.06 0.03 0.27 .066
Name þ answers vs. Answers-only 0.05 0.04 0.20 .265
Name-only vs. Answers-only 0.11 0.04 0.48 .014*

Specificity
Name-only vs. Name þ Answers �0.08 0.05 �0.24 .120
Name þ answers vs. Answers-only �0.16 0.04 �0.49 <.001*
Name-only vs. Answers-only �0.24 0.07 �0.73 <.001*

Note. *This effect significantly differed from zero when applying Bonferroni
correction for multiple hypotheses testing, using an alpha level of 0.05/3 ¼ 0.017.
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apply the coders reached consensus on the coding through dis-
cussion. After the coders each coded the transcripts of three
teachers, they calibrated by independently coding three segmented
transcripts and discussing the cases of disagreement until
consensus, before continuing with the next three teachers.

2.6.3. Analyses of differences in cue utilization across conditions
To investigate the effects of the availability of only student cues,

only answer cues, or both student and answer cues on teachers' cue
utilization (Research Question 3), we performed multilevel
regression analysis comparable to one conducted to investigate the
accuracy differences (see Section 2.6.1). Instead of sensitivity and
specificity the average frequencies of the four relevant main cate-
gories per student (excluding repetitions) were included as
outcome measures.

3. Results

3.1. Teachers' sensitivity and specificity

Table 1 displays a cross tabulation of teachers' item specific
judgments and students' actual item performances, including stu-
dent and teacher totals. Table 2 displays teachers' average sensi-
tivity and specificity values per condition. Teachers on average
judged 8.15 (75%), 7.63 (69%), and 7.09 (64%) of students' correctly
answered items as correct (i.e., sensitivity), and 2.63 (41%), 3.37
(48%), and 4.16 (64%) of students' incorrectly answered items as
incorrect (i.e., specificity) in the name-only, name þ answers, and
answers-only condition, respectively.

3.1.1. The effect of cue-type availability on teachers' sensitivity and
specificity

Table 3 displays the results of a multilevel analysis on sensitivity
and specificity including condition as predictor. Regarding our first
Research Question, we tested whether teachers' sensitivity and
specificity was higher in the name þ answers and answers condi-
tion, than in the name-only condition. Comparison of the name-
only and the name þ answers condition did not show significant
differences in teachers' sensitivity and specificity in those condi-
tions (sensitivity: p¼ .066; specificity: p¼ .120). Thus, gaining ac-
cess to students' answers on practice problems did not significantly
improve teachers' judgments of what students did and did not
understand compared to when teachers could solely rely on their
general knowledge of the students. Comparison of the name-only
and the answers-only condition showed a significant difference in
sensitivity (p¼ .014), but not in the expected direction: sensitivity
was higher in the name-only condition. The regression coefficient
Table 1
Cross tabulation of teachers' item-specific judgments and students' actual test assignm

Student correct (SD)

Name-only
Teacher correct 8.15 (3.88)
Teacher incorrect 2.53 (2.28)
Total Student 10.68 (3.61)

Name þ Answers
Teacher correct 7.63 (3.92)
Teacher incorrect 3.16 (2.23)
Total Student 10.79 (3.72)

Answers-only
Teacher correct 7.09 (4.11)
Teacher incorrect 3.70 (2.84)
Total Student 10.79 (3.80)

Note. Numbers represent the absolute number of items judged as, or answered correc
a Average number of items (answered correctly and incorrectly by students) that tea
shows that teachers' sensitivity increased with 0.11 when teachers
made judgments in the name-only condition compared to the
answers-only condition and that the effect size (0.48) was small to
medium (cf. Cohen, 1992). In line with our hypothesis, though,
teachers' specificity was higher in the answers-only than in the
name-only condition (p< .001). Thus, teachers were more accurate
at indicating what students did understand, but less accurate at
indicating what students did not understand when they could only
rely on general knowledge of their students (triggered by access to
students' names) than when they could only rely on students'
anonymized answers on practice problems. The regression coeffi-
cient shows that teachers' specificity increased with 0.24 when
teachers made judgments in the answers-only condition, compared
to the name-only condition and that the effect size (0.73) was
medium to large.

Regarding the second Research Question, contrary to our hy-
pothesis, the analysis showed that teachers' sensitivity in the
answers-only condition did not differ significantly from the
name þ answers condition (p ¼ .265). In line with our hypothesis,
however, teachers' specificity in the answers-only condition was
significantly higher than in the name þ answers condition
(p < .001). Thus, the teachers were better able to indicate what
students did not understand, when they could only see students'
ent scores, including student and teacher totals.

Student incorrect (SD) Total Teacher (SD)

3.69 (2.53) 11.84 (3.66)
2.63 (2.75) 5.16 (3.66)
6.32 (3.61) 10.77a (2.78)

2.84 (1.74) 10.47 (3.68)
3.37 (3.14) 6.53 (3.68)
6.21 (3.72) 11.00a (2.41)

2.05 (1.69) 9.14 (4.00)
4.16 (3.30) 7.86 (4.00)
6.21 (3.80) 11.25a (2.87)

tly/incorrectly.
chers judged accurately.
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answers on practice problems (i.e., anonymized) than when they
knew the name of the student who produced these answers. The
regression coefficient shows that teachers' specificity increased
with 0.16 when teachers made judgments in the answers-only
condition, compared to the name þ answers condition and that
the effect size (0.49) was small to medium.
Fig. 2. Effects of cue availability on the frequency of cues reported by teachers. Error
bars indicate standard deviations.
3.2. Cues reported by teachers

In Table 4, all cues reported by teachers are displayed, including
frequencies and proportions, excluding the segments coded as
repetition. In the description of the results we only focus on the
relevant codes. Fig. 2 shows a frequency distribution of the main
categories across conditions. In the name-only condition, teachers
reported most cues from the Student*Content category (M¼ 9.23,
SD¼ 5.90). (Mis)conception was the most frequent code of all
relevant codes in this condition (M¼ 3.48, SD ¼ 3.42). In the
name þ answers condition, Student*Content was also the most
frequent main category (M¼ 14.46, SD¼ 7.34). In this condition,
item performance was the most frequent code (M¼ 8.47,
Table 4
Average frequencies and proportions of codes and main categories per student.

Assigned Codes name-only

mean # %

Relevant codesa

Content
Item characteristics 2.74 0.16
Curriculum 0.29 0.02
Instruction this lesson 1.19 0.07
Total Content 4.23 0.25

Student
General cognitive 0.66 0.04
Math general 0.60 0.04
Other math domain 0.19 0.01
Effort and work regulation 1.00 0.06
Affective 0.40 0.02
Class behavior 0.02 <0.01
Background 0.02 <0.01
Gender 0.00 0.00
Student other 0.31 0.02
Fabricated student 0.00 0.00
Total Student 3.19 0.19

Answers
Item performance 0.00 0.00
Overall test performance 0.00 0.00
Total Answers 0.00 0.00

Student*Content
Understanding decimals 3.35 0.20
Strategy 1.95 0.12
(Mis)conception 3.48 0.21
Student guessed 0.24 0.01
Comparison other student 0.19 0.01
Total Student*Content 9.23 0.55

Total relevant codes 16.64
Irrelevant codesb

Teacher
Affective teacher 0.21 0.01
Meta process teacher 1.65 0.04
Guessing 0.23 0.01
Total Teacher 2.08 0.05

Miscellaneous
Judgment 15.06 0.38
Other 5.23 0.13
Unclear 0.98 0.02
Total Miscellaneous 21.27 0.53

Total all codes 40.00

a Proportions reflect proportion of “total relevant codes”.
b Proportions reflect proportion of “total all codes”. Repetitions are excluded.
SD¼ 5.70). In the answers-only condition, Answers was the most
frequent main category (M¼ 12.95, SD ¼ 6.55). As in the
name þ answers condition, item performance was the most
frequent code (M¼ 10.07, SD¼ 5.58). Although one might not
name þ answers answers-only

mean # % mean # %

2.67 0.08 2.37 0.09
0.12 <0.01 0.05 <0.01
0.44 0.01 0.14 0.01
3.23 0.10 2.56 0.10

0.39 0.01 0.04 <0.01
0.63 0.02 0.19 0.01
0.12 <0.01 0.02 <0.01
0.65 0.02 0.26 0.01
0.40 0.01 0.09 <0.01
0.02 <0.01 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.05 <0.01
0.40 0.01 0.07 <0.01
0.00 0.00 0.39 0.01
2.61 0.08 1.11 0.04

8.47 0.27 10.07 0.38
2.63 0.08 2.88 0.11
11.11 0.35 12.95 0.49

4.53 0.14 3.09 0.12
1.42 0.05 0.35 0.01
7.72 0.25 5.98 0.22
0.35 0.01 0.35 0.01
0.44 0.01 0.26 0.01
14.46 0.46 10.04 0.38
31.40 26.65

0.86 0.01 0.39 0.01
2.12 0.04 1.98 0.04
0.25 <0.01 0.19 <0.01
3.23 0.05 2.56 0.05

15.65 0.26 14.96 0.29
7.28 0.12 5.32 0.10
1.68 0.03 1.56 0.03
24.61 0.42 21.84 0.43
59.25 51.05
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expect student cues to be reported at all in the answers-only con-
dition, teachers sometimes (M¼ 1.11, SD¼ 1.62) reported the
“fabricated student” code (i.e., statements implying that teachers
had an idea about the identity of the student or tried to guess the
identity). Teachers occasionally also assigned characteristics to
these fabricated students, and as a result also other student codes
(e.g., “effort and work regulation”) were reported sometimes in the
answers-only condition.
3.2.1. Cue differences across conditions
The third Research Question was whether, and if so how, the

cues reported by teachers differed across the conditions. Table 5
and Fig. 2 display the frequency differences of the main cate-
gories across conditions. In describing the results, we focus on the
significant differences. Content cues were reported most in the
name-only condition, in which they were reported significantly
more often than in the answers-only condition (B¼ 1.66, d¼ .62,
p < .001), but not significantly more than in the name þ answers
condition (B¼ 1.00, d¼ .38, p¼ .042; not significant as Bonferroni
correction for multiple hypotheses testing was applied, using an
alpha level of .05/3¼ .017). This suggests that teachers use more
cues related to curriculum content and material content when only
student names are available, compared towhen they have access to
anonymized students' answers on practice problems.

As one would expect, student cues were reported significantly
less frequently in the answers-only condition than in the
name þ answers condition (B¼�2.09, d¼�1.00, p< .001) and the
name-only condition (B¼�1.51, d¼�.72, p< .001). Vice versa, as
one would expect answer cues were reported significantly more in
the answers-only (B¼ 12.95, d¼ 1.86, p < .001) and
nameþ answers (B¼ 11.11, d¼ 1.44, p< .001) conditions than in the
name-only condition, in which teachers did not have access to
answer cues. Even though answer cues were reported most in the
answers-only condition, this was not significantly more often than
in the name þ answers condition (B¼ 1.84, d¼ .24, p ¼ .022).
Likewise, student cues were not reported significantly more often
in the name-only condition than in the name þ answers condition
(B¼ 0.58, d¼ .28, p¼ .132), suggesting that teachers did not rely
less on their general knowledge about students when they had
access to students' practice answers in addition to their names.

Student*Content cues were reported most in the
nameþ answers condition and this differed significantly from both
the name-only (B¼ 5.25, d¼ .81, p< .001) and answers-only con-
dition (B¼ 4.42, d¼ .68, p< .001).
Table 5
Parameter estimates from a multilevel analysis on the frequency of assigned codes.

Effects B SE Cohen's d p

Content
Name-only vs. Name þ Answers 1.00 0.50 0.38 .042
Name þ answers vs. Answers-only 0.67 0.39 0.25 .086
Name-only vs. Answers-only 1.66 0.47 0.62 <.001*

Student
Name-only vs. Name þ Answers 0.58 0.38 0.28 .132
Name þ answers vs. Answers-only 1.51 0.35 0.72 <.001*
Name-only vs. Answers-only 2.09 0.32 1.00 <.001*

Answers
Name-only vs. Name þ Answers �11.11 1.22 �1.44 <.001*
Name þ answers vs. Answers-only �1.84 0.80 �0.24 .022
Name-only vs. Answers-only �12.95 1.34 �1.68 <.001*

Student*Content
Name-only vs. Name þ Answers �5.23 1.03 �0.81 <.001*
Name þ answers vs. Answers-only 4.42 0.99 0.68 <.001*
Name-only vs. Answers-only �0.81 0.91 �0.13 0.366

Note. *This effect significantly differed from zero when applying Bonferroni
correction for multiple hypotheses testing, using an alpha level of 0.05/3 ¼ 0.017.
4. Discussion

The first aim of the present study was to investigate whether
teachers' judgment accuracy of students' conceptual mathematics
understanding would be affected by manipulating the availability
of students' names, answers on a prior practice assignment, or both.
This would lead to the (un)availability of certain cues on which
teachers' judgments could be based. Teachers' judgment accuracy
was measured by teachers' item-specific judgments of what stu-
dents do understand (sensitivity) and judgments of what students
do not understand (specificity) within the domain of decimal
magnitude.

Our first hypothesis was that teachers' sensitivity and specificity
would be higher when having access to students' answers on a
practice assignment (considered to be predictive of students' actual
understanding and therefore, of their performance on the test
assignment) compared to when having access to only student
names (which would result in activation of cues that we expected
to have low predictive value). Our second hypothesis was that
teachers' sensitivity and specificity would be higher when having
access to only students' answers, compared to when having access
to both students' answers and names. Contrary to our hypotheses,
teachers’ ability to indicate what students did understand (sensi-
tivity) was not higher when students' answers on prior practice
problems were available; it was even significantly lower when only
students' answers were available, compared to when only names
were available. Partly in line with the hypotheses regarding speci-
ficity, teachers were better able to judge accurately what students
did not understand when they had access to their answers on prior
practice problems, but only when they did not know who the
students were (increase of .24 on a scale from 0 to 1). Although
these findings show that the types of cues that are available to
teachers may affect their judgment accuracy (mainly in terms of
specificity), it does not tell us which cues teachers used exactly.

Therefore, the second aim of our study was to explore how
teachers' cue use differed depending on the information types that
were available (i.e., student cues, answer cues or both). The ana-
lyses of teachers' think-aloud data, recorded while they made
judgments, showed that teachers in all conditions used cues related
to the content of the task at hand and curriculum content. Not
surprisingly, when teachers had only access to student names, they
made no use of information on students' answers (which they did
not have access to). Surprisingly, however, when teachers did not
have access to student names, but only to students' answers, they
still made some use of student cues (although significantly less
than when student names were available). Teachers hypothesized,
for instance, from which student the answers were (“fabricated
student cues”) and even assigned features to the anonymous stu-
dents, such as having sloppy habits, having low concentration,
being clever, or being uncertain. Another finding that we did not
anticipate was that teachers also used cues that reflected an
interaction between the student and the content material (e.g.,
statements referring to a decimal misconception held or a strategy
used by a student) of which it was mostly unclear whether these
cues were derived from the student and/or the answers and/or the
content material.

The differences in teachers' cue use across conditions can
explain the differences in teachers' specificity, as we discuss in
Section 4.2. First, however, we discuss the findings regarding
sensitivity.

4.1. Effects of cue availability on sensitivity of teachers' judgments

The finding that the sensitivity of teachers' judgments was
higher when they had only students' names available compared to
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when they had only answer cues available was in contrast with our
hypothesis (i.e., we expected that teachers' sensitivity would be
higher when only answer cues were available). Rather than indi-
cating that teachers made the most accurate item-specific judg-
ments in the name-only condition, however, this finding probably
reflects teachers' tendency to bemore positive about their students'
performance when they knew which student they were judging.
Note that prior research, where the situations were comparable to
our name-only condition, also showed that teachers generally
overestimate their students (Artelt & Rausch, 2014; Klug, Bruder, &
Schmitz, 2016). When teachers in the present study only knew the
student's name, they judged, on average, almost 3 items more as
having been answered correctly thanwhen they only had students'
answers on practice problems available. Given that students
answered approximately two-thirds of the test items correctly, this
means that when teachers would just randomly have assigned their
“correct” judgments to the test items, the chance of judging a
correct answer as correct was substantially higher in the name-only
than in the answers-only condition.

4.2. Effects of cue availability on specificity of teachers' judgments

Specificity was higher, meaning that teachers were better able to
accurately judge what students did not understand and would get
wrong on the test assignment, when teachers had access to stu-
dents' answers on prior practice problems, but only when they did
not knowwho the students were. This finding may be explained by
differences in teachers' cue use across conditions. We expected that
having access to students' answers would result in more accurate
judgments, because teachers would focus less on student cues and
more on answer cues, the latter being presumably more predictive
of students' actual understanding (see Section 1.1.2). Indeed,
teachers reported using significantly more answer cues when an-
swers were available compared to when answers were unavailable
(i.e., name-only condition), but they did not use more answer cues
in the answers-only compared to the nameþ answers condition, so
this cannot explain the higher specificity in the answers-only
condition compared to the name þ answers condition. Teachers
also used fewer student cues when names were not available (i.e.,
in the answers-only condition), which is an unsurprising finding.
More interestingly, however, having access to students' answers in
addition to their names, did not result in the use of fewer student
cues than in the name-only condition. Findings of Kaiser et al.
(2015) already indicated that teachers' judgments of fictional stu-
dents' mathematics grades were impaired when being provided
with student characteristics in addition to information on students'
oral and written mathematics achievement. Our findings suggest
that when teachers make judgments of their own students,
focusing on student cues (triggered by access to student names) in
addition to the answer cues may also interfere with adequately
using the answer cues. The following quote of a teacher, taken from
the name þ answers condition in our study, illustrates that even
though relevant cues (i.e., answer cues) were available, teachers
may erroneously disqualify the relevant cues based on their
knowledge about the student (i.e., student cues): “She places 0.13
…. ah that's interesting, she places it behind the one [teacher an-
alyzes a student’s practice problem]. So then she thinks … Well,
that's sloppiness. I shouldn't take this one into account.”

Another potential explanation for why specificity was higher in
the answers-only condition than in the name-only condition might
lie in differences in the use of content cues (i.e., cues related to
curriculum content and material content). The findings show that
teachers used significantly fewer content cues in the answers-only
than in the name-only condition. According to Thiede et al. (2015),
content cues are not predictive of students' actual understanding,
leading to inaccurate teacher judgments. The same seems to apply
to accuracy of students' own judgments: use of content cues led to
less accurate judgments of their own text understanding (Thiede
et al., 2010). In sum, making less use of student and content cues,
and more use of answer cues, can explain why teachers' judgments
of what students did not understand are most accurate when only
having access to students' answers.

4.3. Limitations and future research

This study has several limitations. The decimal magnitude as-
signments included multiple-choice answers. The advantage of
multiple choice was that it allowed us to construct the test in such a
way that all potential misconceptions could be detected (not only
the dominant ones). Unfortunately this also meant that students
could correctly guess answers. This may have led to the relatively
high test scores (with students correctly answering approximately
two-thirds of the test items), which in turn may have affected the
sensitivity measure of judgment accuracy (see also Section 4.1), and
may explain why the answer cues in the present study had only
modest predictive value for students' actual understanding.
Another potential limitation is that item format (e.g., number lines
vs. asking to circle a number) might affect predictive value. Because
there was an imbalance between the number of number line and
other tasks we could not reliably examine judgment accuracy by
task type in the present study. Future research could further
investigate if the specific format of the items would influence their
predictive value, even if they test the same conceptual knowledge.

Nevertheless, even though they had only modest predictive
value, teachers made more accurate specificity judgments when
having access to the answer cues compared to only student names
or to both answers and names. Hence, if answer cues can be defined
in such a way that they have higher predictive value in future
research, this can be expected to lead to even more accurate
judgments and might provide teachers with useful tools that they
(can) use in class when teaching mathematics (and other subjects)
to monitor students' understanding and provide adaptive support.

Future research might as well consider including measures of
teachers' knowledge of students' misconceptions, since more
knowledge of misconceptions might lead to more accurate judg-
ments (cf. Ostermann, Leuders, & Nückles, 2017). Finally, our
sample was relatively small, even with a within-subjects design, so
including a larger sample of teachers and students, would be
desirable in future research.

4.4. Conclusions

As prior research indicated (Kaiser et al., 2015, 2017, 2013;
Furnari et al., 2017; Hurwitz et al., 2007; Paleczek et al., 2017;
Ready & Wright, 2011) teachers' knowledge of general student
characteristics plays a major role in teachers' judgment processes.
We examined how giving teachers access to students' answers on
practice problems, additional to or instead of their general
knowledge of specific students (triggered by access to students'
names), affected teachers' judgment accuracy. The findings suggest
that giving teachers access to the answers, in addition to knowl-
edge of their students, does notmake teachers focus less on student
characteristics, and a result, does not significantly improve teach-
ers' accuracy of students' decimal magnitude understanding. Giv-
ing teachers access to students' answers only (i.e., instead of their
knowledge about students), seems to be especially effective for
judging what a student does not yet understand. Our study shows
that applying the cue-utilization approach in research on teachers'
judgments may be a promising way to identify starting points for
interventions for improving teachers' judgment accuracy, which
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ultimately may foster the quality of teachers' instructional
decisions.
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Codes per main category Description

Content
Item characteristics Statements about characteristics or features of the ite

assignment(s), such as difficulty or physical appearan
numbers, answer options, or problem type.
N.B. Statements related to students' (mis)conceptions d
to this category.

Curriculum Statements about what was or was not yet taught in th
thus far.
N.B. Statements related to video instruction do not be
category.

Instruction this lesson Statements related to the extent to what students paid
or remembered the video instruction prior to making
assignments.

Student
General cognitive Statements related to students' cognitive ability or ski

or not specifically related to mathematics, such as stu
intelligence, language skills or learning disorders.

Math general Statements related to students' general math ability.

Other math domain Statements related to students' skills in a specific mat
domain, other than decimals, such as fractions, money
geometry.

Effort and work regulation Statements related to students' effort and regulation d
working, such as speed, concentration, sloppiness and c
working.

Affective Statements related to students' emotions, motivation,
such as confidence, interest and stress.

Class behavior Statements related to students' general classroom beh
specifically related to working.

Background Statements related to students' background character
home conditions, such as SES and characteristics of th

Gender Statements related to a student's gender.

Student other Other statements about students that do not fall into
other categories. These are mostly very general statem

Fabricated student Statements occurring in the answers-only condition im
teachers had an idea about the identity of the student
guess the identity.

Answers
Item performance Statements related to a student's performance on one

small group of items (max. five) in the first assignment
students' strategy, understanding or (mis)conceptions

Overall test performance Statements related to the students' overall performanc
assignment, unrelated to students' strategy, understan
conceptions.

Student*Content
Understanding decimals Statements related to students' prior knowledge or ge

understanding of decimal numbers.

Strategy Statements related to the strategy or approach used b
such as how to determine a position of a number on the
or whether students use the strategy of adding digits
numbers equal of length.

(Mis)conception Statements related to the specific decimal magnitude
conceptions students might have.

Student guessed Statements reflecting that a teacher thinks a student g
answer is correctly, but that the student does not actu
understand the content.

Comparison to other student Statements referring to comparison of the student tha
judged to another student.
N.B. We included this code in the Student*Content ca
teachers compared the students on characteristics rel
content, such as their understanding of decimals or mi
authors would like to thank Susan Ravensbergen for her help with
data collection and analysis.
Appendix A. Coding scheme for the think-aloud transcripts
Example

ms in the
ce of the

o not belong

… because of the pyramid form of the answers …
… this (item) is mean …

e curriculum

long to this

Decimals are new to them.
… we taught this (milliliters) somewhat.

attention to
the

Well, she pays attention to that kind of videos.
She did get that explanation.

lls, in general
dents'

It is a clever girl.
He has dyslexia.

Actually, he is quite good in math.
… is one of my weak math students …

hematical
, and

She is strong with fractions.
There are some gaps in geometry, time, money.
Teacher is referring to a specific student.

uring
arefulness of

I think this has a lot to do with concentration.
She is going to think really hard.

and attitude, … and so student x thinks … oh exciting!
… and student x likes it …

avior, not That one has ADHD.

istics and
e parents.

… because he is an immigrant …
… or his parents do not speak much Dutch …

Well, I think, this is a he.
Why do I assume this is a she?

one of the
ents.

That one is very unpredictable.
Ok, that is a nice one.
Teacher is in both examples referring to a specific student.

plying that
or tried to

I think somehow this is student x.
I just immediately have a student in my mind.

item or a
, unrelated to
.

He answered 1a correctly.
It goes well half of the time. Statement referring to student's
performance on a subtask in the first assignment.

e on the first
ding or (mis)

Here with practicing she is doing really bad. The teacher is referring
to the first assignment.
Well, her answers are so inconsequent.

neral No, this one does not really get how it works behind the decimal
point.
[… she chooses this one correctly], because this looks like what she
knows …

y students,
number line
to make two

… because she will puzzle on that number line like “four, oh that's
less than five”.
I think he will just add a digit.

(mis) … locating 0.08 as 0.8 …

She sees 70 and 7 and thinks 70 is bigger than 7.
uessed which
ally

Maybe he guesses one correctly in this task …

Or it is a coincidence (that the student made this item correctly) …

t is being

tegory, since
ated to the
sconceptions.

Student x also did that wrong …

Well, when I assess this as correctly for the others [I should do it
certainly for her].



(continued )

Codes per main category Description Example

Teacher
Affective teacher Statements reflecting teachers' affective experiences during the

process, including statements about hope and astonishment.
… because I just hope she knows this …
That is really frustrating. Teacher is referring to her own emotions, not
to those of a student.

Meta process teacher Statements related to teachers' meta thinking about the judgment
process.

This is very hard.
Or do I have to many high expectations?

Guessing Statements reflecting that teachers do not know why they make
certain judgments.

Well, I don't know why ….
Then I am going to guess a bit …

Miscellaneous
Judgment Statements reflecting the mere prediction of a teacher about the

students' correctness of a test item.
N.B. When another code is also applicable to the segment that code
is dominant and assigned instead of the judgment code.

She answers 2b incorrectly.
… so I think he will choose the right answer option here.

Other This code is assigned when another code does not apply, but when it
is clear what a statement means. For example, a teacher reads aloud
an item or poses a question to the researcher.

Well, larger than, smaller than ….
Let's have a look at these answers …

Unclear This code is assigned when it is not clear what a teacher's statement
refers to. This mostly applies to incomplete statements.

And then he will …
Well, indeed you see …
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Appendix B. Supplementary data

Supplementary data related to this article can be found at
https://doi.org/10.1016/j.tate.2018.02.007.
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