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A B S T R A C T

Natural disasters are chaotic and disruptive events, with compressed timelines and high levels of uncertainty.
Comprehensive data on the impact becomes only available well into the response phase and data is scattered
across organizations. Data heterogeneity issues are common. Consequently, responding organizations have
difficulties finding data that match their information needs. We investigated the information needs of and the
disaster management data available to both national and local decision makers during the 2014 floods in
Bangladesh. We conducted 13 semi-structured interviews and three focus group discussions, collecting in this
way input from 51 people, transcribed and coded them so that themes of information needs emerged. We
mapped the information needs on the available data sets and determined which needs were not, partially or
completely covered. We identified seven themes of in total 71 information needs and 15 data sets. The mapping
revealed a significant information gap of timely and location-based data. Only 40% of the information needs are
covered in time and 75% if no time constraints are considered. Instead of using all data sets, we optimized for
coverage -with Integer Linear Programming-combinations of data sets against the costs of extracting data from
structured versus unstructured data and against the quality in terms of timeliness, source and content rating and
granularity. Without time constraints, three data sets yield already a coverage of 68%, whereas adding five extra
data sets only gives an improvement of 7%. We recommend executing identification and mapping of available
data sets on the information needs as part of Data Preparedness. Determination of the optimal combination of
data sets can be used to extract data on information needs more efficiently. Currently, we did this manually, but
future research will investigate automatic matching of information needs on data sets, by applying intelligent
querying and semantic data matching.

1. Introduction

1.1. Background: information gap in humanitarian decision making

Natural disasters are inherently chaotic and disruptive events, with
compressed timelines and high levels of uncertainty. Accurate and
comprehensive data on the impact of a disaster becomes only available
well into the response phase and is often a rough snapshot rather than a
continuously updated detailed operational picture. In addition, data is

scattered across organizations. Each organization will hold certain
(baseline) data sets in relation to their mandate and will have their own
focus in damage and needs assessments. Harmonizing and coordinating
these assessments is a difficult task. Heterogeneity issues in the data sets
that come out of the assessments are most commonly unavoidable. For
example, in the case of the 2014 floods in Bangladesh, the several
governmental and humanitarian organizations that worked together on
a Joint Needs Assessment stated right after the floods arrived: “Based on
the information that was available for review it is difficult to get an overview
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of the flooding situation across the country because of the quality of in-
formation available and because of the differences in the collection, pre-
sentation and content of the information. In addition, most of the in-
formation is several weeks old.” (CARE Bangladesh, 2014). Also baseline
data, that could have been collected and collated beforehand, is in
many cases not readily available. Early in the disaster data is lacking
and later in the disaster there might be too much data. In the case of
Typhoon Haiyan, those responding considered the multitude of dif-
ferent information sources and formats generally as an information
overload (Comes et al., 2014). In both cases, information gap and
overload, disaster responders cannot meet the information needs
(Gralla et al., 2015) for the decisions they need to make. This leads to
so-called cognitive or motivational biases in their decision making. A
motivational bias is induced by the desire for a specific event or result
to happen (Montibeller and von Winterfeldt, 2015). For example, local
organizations might overreport to make sure sufficient relief items are
going their way or national governments might put pressure on as-
sessment teams to underreport to avoid having to scale up their re-
sponse and funding. A cognitive bias is introduced when responders
create a simplified mental model when dealing with complex problems
such as a disaster (Comes, 2016). New approaches to bridge the in-
formation gap and reduce these biases are required.

1.2. New approaches in Small and Big Data for disaster management

Usually, data on the impact of a disaster consists of Small Data, i.e.
data produced in a tightly controlled way using sampling techniques
that limit their scope, temporality, size and variety (Kitchin and
Lauriault, 2015), such as field surveys organized by an NGO or the
government. In the digital age that we have entered, new technologies
such as social media, mobile phone technology, the internet of things
and satellite technology, create an exponential increase in the data that
become available during a disaster (Meier, 2015). On the one hand, this
is an increase of Small Data, as social media and the internet, such as
geospatial data sharing platforms (Payne et al., 2012), make small data
sets from a variety of stakeholders more widely available with an as-
sociated drive to harmonize with respect to data standards, formats and
metadata (Kitchin and Lauriault, 2015). On the other hand, it is about
the creation of new data, so-called Big Data, such as social media or
transaction data (Whipkey and Verity, 2015). Big data is -in comparison
with Small Data-of high volume and velocity, flexible, very exhaustive
and fine-grained in resolution (Kitchin and Lauriault, 2015). New
techniques and analytics are required to handle and extract useful in-
formation from both Big Data and -the increasing amount-of pooled and
linked Small Data. With the increases in computing power, artificial
intelligence (such as machine learning) and expert systems can auto-
matically mine and detect patterns and build predictive models
(Kitchin, 2014). For example, huge amounts of tweets can be filtered to
find only the ones relevant for responders (Sangameswar et al., 2017;
Vieweg et al., 2010). However artificial intelligence for disaster re-
sponse (Imran et al., 2014) is still in its early stages and not yet ready
for use in humanitarian operations (Tapia et al., 2011). Socio-technical
solutions such as citizen coproduction of crisis communications
(Chatfield and Reddick, 2017) and bounded microblogging (Tapia
et al., 2011) will be required in parallel. Another important factor to
consider is that both responders and affected communities have dif-
ferent levels of data literacy and access to digital infrastructure. The
Data Poverty Index (Leidig and Teeuw, 2015) is a metric for evaluating
variations in access to digital data and infrastructure and not surpris-
ingly shows higher data poverties for poor countries. Digital inequality
can amplify social inequalities, where those with no access to social
media have less opportunities to prepare or recover from a disaster
(Madianou, 2015), and where they also will leave no trace in Big Data.

The ever-increasing amount of Small and Big Data poses a severe
challenge to the disaster responders. Small and Big Data are collected or
created with specific and varying objectives in mind and hardly ever

solely with the aim to address the information needs of the responders.
Basically, disaster responders have to undertake a knowledge discovery
process (KDP) (Fayyad, 1996) to be able to extract actionable knowl-
edge out of these Small and Big Data sets. An implementation of KDP is
the CRoss Industry Standard Process for Data Mining (CRISP-DM)
method, which outlines a typical knowledge discovery process with
specified sub-steps to successfully complete a data (mining) oriented
project (Chapman et al., 2000a,b; Kurgan and Musilek, 2006). CRISP-
DM can be considered part of the data layer, that feeds into the decision
and business process layer. Horita et al. (2017) modelled how to align
the business process and decisions to data sources by developing the
observation-aware Decision Model and Notation+ (oDMN+). They
focused on the business process of one specific organization (a gov-
ernment center for disaster management). In this research, we focus on
the data layer and the matching between data and information re-
quirements. We take a cross-organizational perspective and translate
the first three phases of CRISP-DM (Business Understanding, Data Un-
derstanding and Data Preparation) to the disaster management domain.
All activities in the Business Understanding phase are aimed at under-
standing the business requirements for the project, i.e. what kind of
information does the decision maker require for effective decisions. The
activities in the Data Understanding phase include the collecting, de-
scribing and exploring of data, plus a check on the data quality. Data
Preparation focuses on selecting, cleaning and integrating the data. The
first three phases of CRISP-DM can also be captured by the term Data
preparedness as has been introduced to the humanitarian domain. Data
Preparedness is defined by Raymond and Al Achkar (2016) as “the
ability of organizations to be ready to responsibly and effectively de-
ploy data tools before a disaster strikes” (p.3). van den Homberg et al.
(2017) go beyond only the aspect of being ready to deploy tools and
include the pre-staging of data. They define Data Preparedness as all
activities, that can be done before a disaster hits, to pre-stage data with
sufficiently high data quality (that matches the prospective information
needs of responders) and to develop capacities to collect data on af-
fected communities and areas once a disaster hits to ensure a timely,
efficient, and effective response.

1.3. Objectives

This research investigates how to bridge the information gap dis-
aster responders are facing so that they can take better decisions for a
faster and more efficient humanitarian response. Three research ob-
jectives were defined following a Data Preparedness approach as ex-
plained in the previous section. First, regarding the inventory of in-
formation needs and data sets: What are the information needs of
disaster responders so that they can take appropriate decisions? What
are the associated timing constraints? What are available and relevant
data sources and when do they become available? Second, with respect
to mapping data sets on information needs: How do these data sources
meet the information requirements? Third, towards integrating data
sets: How can Data Sets be optimally combined to cover the most
Information Needs? Our previous work (van den Homberg et al., 2018)
addressed the first two questions mostly qualitatively. This paper ex-
tends the previous work by including the mathematical approach for
the first two questions and by addressing the third research question. In
addition, the research is placed in the context of ongoing research at the
cross-over of data science and disaster management.

The next section describes the materials and methods used to ad-
dress these research objectives. The case study on floods in Bangladesh
is presented, followed by an explanation of how we calculate the cov-
erage of information needs and how we optimize for costs and quality
using Integer Linear Programming. The results section presents first the
overview of the information needs and the datasets identified before
describing the coverage and the optimal data selection. In the discus-
sion, the results are compared and examined in relation to work and in
the recommendations, we explain how the approach of identification
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and mapping of available data sets on the information needs as part of
Data Preparedness in combination with optimization can be used also
beyond the case study of Bangladesh. Finally, future research directions
are presented including automatic matching of information needs on
data sets, by applying intelligent querying and semantic data matching.

2. Materials and methods

2.1. Case study on floods in Bangladesh

This section describes the case study using the consolidated criteria
for reporting qualitative research (Tong et al., 2007). A practice-or-
iented research approach was selected (Verschuren et al., 2010; Monné,
2016), as the main objective is to develop a solution for the real-world
problem NGOs such as Cordaid are facing. We selected a case study on
hydrometeorological hazards, and more specifically river floods, as
they are the most frequently occurring type of natural disaster (Guha-
Sapir et al., 2016) that affect more people globally than any other type
of natural hazard. Bangladesh is well known as one of the most flood
prone areas of the world. About one-fifth to one third of the country is
annually flooded by overflowing rivers during the heavy rainfall of the
monsoon (June to September). While normal floods are considered a
blessing for Bangladesh providing vital moisture and fertility to the soil,
moderate to extreme floods are of great concern, as they inundate large
areas (more than 60% of the country is inundated in large flood events),
and cause physical damages to agricultural crops, buildings and other
infrastructures, social disruptions in vulnerable groups, livelihoods and
local institutions, and direct and indirect economic losses. The flood
hazard problem in recent times is getting more and more frequent and
acute due to growing population size and human interventions/socio-
economic activities in the floodplain at an ever-increasing scale
(Mozzammel Hoque, 2014). The case study consists of the most recent
and severe river flood of the last years, namely the floods of 2014 that
from mid-August onwards affected almost two million poor and vul-
nerable people living in nine districts in North West Bangladesh (Wahed
et al., 2014).

We performed 13 oral history semi-structured interviews of which
11 in Dhaka (national NGOs (active in the JNA consortium) and
Department of Disaster Management) and two in Sirajganj (one with a
farmer and fisherman, and one with the director and his two co-di-
rectors of the local NGO, MMS), see Table 1. We held one focus group
discussion with seven disaster responders of MMS, one focus group with
15 people living on the chars (imam, teachers, entrepreneurs, part of

the volunteer disaster management committees) and one focus group
with 13 local government officials (Upazila and Union Disaster Man-
agement Committee,2 civil defense organization (Ansar Village Devel-
opment Party)). So, in total we got input from 51 people. Both the focus
group discussions and the interviews lasted about 1 h and were held in
April 2015, so about eight months after the floods. We arranged the first
batch of interviewees based on our existing network (purposive sam-
pling) via emailing and calling and such that we would have a re-
presentative cross-section. Subsequently we used a snowballing ap-
proach once in-country to grow our sample considering availability of
respondents and useful references. Although focal point in these ses-
sions was the flooding of 2014, we did allow interviewees also to draw
from their earlier or more recent disaster management experiences. All
interviews were transcribed. The focus group discussions were done
with an interpreter, usually at an open noisy market place and could not
be literally transcribed. Instead we used the notes taken.

All interviews and notes were subsequently labelled using NVIVO
10 for Windows and coded based on three themes, i.e. Activity, Decision
and Information Need. We used inductive coding to have subthemes
emerge from the data. For each of these themes clustering was done
based on experience emerging from the familiarization phase, domain
knowledge and literature study. In addition, we asked the interviewees
to validate our transcribed interviews. We asked two domain experts to
validate and expand on the list of needs. The domain experts had be-
tween ten and fifteen years of experience in humanitarian response,
with a focus on information management, and up to ten deployments to
disaster affected areas, including Bangladesh. We also used the lists of
Activities and Decisions as a way to identify possible discrepancies. To
obtain the Data Sets, we used in addition to the interviews, internet
search and literature study. In that way, we could make an inventory of
the data sets that were available during the flooding of 2014.

2.2. Calculating coverage of information needs

To be able to determine which dataset covers the most Information
Needs, we calculate a Coverage parameter Ps for each Data Set
s S∈ by summing the multiplication of the Weight Wi with the match
Ps i, for each subtheme Information Need i I∈ :

Table 1
Description of the sample for the semi-structured interviews and focus group discussions.

Actor Administrative level Role Number of people involved

Semi-structured
Interviews

Focus group
discussions

Government National Disaster manager 1
Upazila Project implementation officer Damage Needs Assessment 1
Upazila Upazila Chairman 1
Upazila Project implementation officer 1
Union Union Chairman 1

International Organization National Program Coordinator 1
National Database specialist Joint Needs Assessment 1

NGO National Disaster manager 1
National Consultant Joint Needs Assessment 1
National Disaster manager 1
National Disaster manager 1
District Disaster managers, director 3
District Disaster responders 7

Various District Fisherman and farmer 2
Upazila Upazila and Union Disaster Management Committee, Ansar and Village

Development Party (VDP), Digital Entrepreneur
13

Union Disaster Management Volunteers, Iman, Teachers, Entrepreneurs 15
16 35

2 Bangladesh is at the local government level administratively divided into
divisions, districts, Upazila, unions, wards and villages.
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Ps W P
i

i s i,∑= ⋅
(1)

We single out all the indicators per data file s and manually de-
termine the match Ps i, with a subtheme information need i I∈ , i.e. Yes
(1), No (0) or Partly (0,5). If for each of the subtheme information
needs, the match with the indicators in the Data Set is 1, then Coverage
Ps results to 100%. For each subtheme information need i I∈ that has
no corresponding indicator in the Data Set s, the coverage-score Ps
decreases.

To be able to discriminate between the importance of different in-
formation needs, we introduce the weight parameter. We can use three
ways to determine the weight W [0,1]i ∈ :

(1) The weight of subtheme information needs towards their corre-
sponding higher-level theme is always divided equally. Each theme
has the same weight, but an indicator under a theme with more
indicators will have a lower weight than an indicator under a theme
with less indicators.

(2) Each subtheme information need gets the same weight, i.e. 1/71.
This gives more weight to a theme that has more subtheme in-
formation needs, which might be justified given that responders
mentioned more subtheme information needs.

(3) Each actor can assign a specific weight to a specific information
need, where for example damage to houses might be more relevant
than damage to public buildings for an NGO than for a government
actor.

We can further refine Coverage by adding a timing aspect and
granularity level.

Timing: We used approximately the phases as defined in the Multi-
Sector Initial Rapid Assessment (MIRA) (MIRA, 2015) to label both the
data sets as well as the information needs. The phases consisted of
before (1), the first 72 h (2), the first two weeks (3) and the first two
months (4). Table 2 gives an example for Data Set with and without
timing. Data Set A covers 100% of the information needs if no time
constraints are taken into account. With time constraints, only 50% of
the information needs is met, since the information need A and C re-
quired data to be available already in phase (1), whereas Data Set A
became only available in phase (2).

Granularity level: Each Data Set contains data collected at a cer-
tain administrative level or in some cases at multiple administrative
levels. Information needs can also be at a very local or at a more ag-
gregated level depending on the decision-making purpose they have to
serve. For example, the number of damaged houses must be known at
the lowest administrative level when distributing housing repair kits,
whereas it will be useful at a more aggregated level for acquiring do-
nations. Therefore, Coverage can be calculated for each administrative
level up to the deepest available granularity level for a specific Data Set.
For example, for the Joint Needs Assessment, we can calculate
Coverage at District, Upazila and Union level, but not at ward level as at
that level no data is available.

2.3. Data sets input optimization using Integer Linear Programming

The next step is to select a combination of Data Sets with the highest
coverage of Information Needs, while keeping in mind the relative
importance (hence weight) Wi of the information needs, the costs Cs of
adding a dataset and the quality of the dataset Qs. We chose to model
this complex optimization problem with the Advanced Interactive
Multidimensional Modelling System (AIMMS) software, which can be
used for Integer Linear Programming (ILP) as follows:

W Q P ymax
s S

i s s i s i
i I

, ,∑ ∑ ⋅ ⋅ ⋅
∈ ∈ (2)

Subject to:

y
y x i I s

1 i I
, S

s S s i

s i s

,

,

∑ ≤ ∀ ∈
≤ ∀ ∈ ∀ ∈
∈

(3)

C x B
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y s S i I

{0,1}
{0,1} ,

s s

s

s i

s S

,

∑ ⋅ ≤
∈ ∀ ∈
∈ ∀ ∈ ∀ ∈

∈

(4)

The ILP problem uses parameters (input data) and variables to reach
a solution. Below we explain the parameters and variables of the model
that were not yet explained in the previous section:

2.3.1. Parameters
2.3.1.1. Cost of a data set. Cost of a dataset Cs ∈ + (set of all positive
real numbers) is determined by how easy or difficult it is to extract data
on the information needs from the dataset. A relative low cost is
involved for a structured file (such as Excel or a relational database)
and a high cost for an unstructured file (such as PDF or Word). The
budget available to cover for the cost to select and use a source is set by
parameter B ∈ + .

2.3.1.2. Quality of a dataset Qs. As some datasets have a higher quality
than others, we would like to give these datasets priority. To do so, we
introduce the quality parameter Qs. Quality of a Data Set: Q [0,1]s ∈ ,
where 1 is the highest score. Quality is determined by combining the
scoring of four components:

(a) Timeliness: Timeliness is a combination of when the data set was last
updated and how long a data set remains representative of the
reality (van den Homberg et al., 2017; de Vries, 2002). How long a
data set s remains representative can also be termed retention periods
and this differs per information need. For example, geographic
boundaries of lower administrative units can generally considered
to be stable for a long period (several years). However, needs of
those affected can change within weeks. Mathematically,
Timelinesss is defined as follows for Data Set s:

Timeliness Max
retention period time

retention period
, 0s

s passed

s
⎜ ⎟= ⎛
⎝

− ⎞
⎠ (5)

The first part of the formula resolves to 1 if time 0passed = . When
time retention periodpassed s≥ the Timelinesss score resolves to 0. We note
that the retention periods has a relationship with the phases (1) to (4)
that were introduced in the previous section. For example, information
needs in the first 72 h, such as people in need of rescue, have a very
short retention period.

(b) Source reliability [A to F]: where an A score means a reliable source,
where there is no doubt of authenticity, trustworthiness or com-
petency; has a history of complete reliability (US Intelligence,
2017). It is important to properly distinguish which organization is
the source. IASC defines three categories of organizations when it
comes to how datasets are governed (IASC Guidelines, 2010):

• Guardian is responsible for facilitating distribution of datasets
and information products (in emergencies for example).

• Sponsor is responsible for identifying and liaising with relevant
sources to analyze, collate, clean and achieve consensus around a

Table 2
Example of mapping Data Sets on Information Needs as a function of timing.

Timing Data Set A (no time
constraints)

Data Set A (with time
constraints)

Timing 2
Information need A 1 Yes No
Information need B 2 Yes Yes
Information need C 1 Yes No
Coverage 100% 33%
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specific dataset or information product.

• Source: Designated source or owner of a dataset, fully responsible
for the development, maintenance and metadata associated with
a dataset and control distribution restrictions. We note that this
position is highly similar to the Steward role in the related field of
data warehousing (e.g. Kimball, 1998).

(c) Content accuracy [1 to 6]: A 1 score corresponds to Confirmed by
other independent sources; logical in itself; consistent with other
information on the subject (US Intelligence, 2017).

(d) Granularity: Quality of a Data Set is considered higher if the Data
Set goes down to a lower administrative level. We note that for ILP,
we have not calculated coverage Ps i, as a function of granularity, but
rather calculated an overall coverage.

2.3.2. Variables
To determine the combination of datasets that adds the most value,

we introduce two binary variables xs i, and ys which the software uses to
reach a solution (see Formula 3 and 4). x {0,1}s ∈ indicates whether a
dataset s S∈ is used (1) or not (0). y {0,1}s i, ∈ indicates whether da-
taset s S∈ is used for information need i I∈ (1) or not (0).

The ILP can be solved for different values of B (budget) to realize a
scenario (where each scenario contains a selection of data sources given
the constraints above). The ILP produces output which is analyzed to

select the best scenario given the other requirements emerging from the
context of this problem, further described in the result section.

3. Results

3.1. Information Needs

A small group of interviewees, especially at the local level, had
difficulties expressing their information needs and identifying the type
of decisions they had to take when directly asked for it. However, when
interviewees where asked to describe their role in the flooding of 2014,
it was possible for us to derive these. Information needs varied as well
from one responder to the other, which could usually be attributed to
differences in the organization they were working for, their specific
expertise and level of education. Table 3 summarizes the needs as
emerged from the coding and clustering of the transcribed interviews in
normal text. The list is not exhaustive given our limited sample size. In
italic text we have added the needs that two domain experts con-
tributed. We decided not to aggregate the information needs to a too
large extent, given that we want to map later on the information needs
to the information in the available data sets, but also to reflect the needs
as they were expressed. We defined seven clusters for in total 71

Table 3
List of information needs.

CRISIS IMPACT OPERATIONAL ENVIRONMENT

Baseline context Coordination
Livelihoods Coordination groups at local and national level
Vulnerabilities Response Activities NGOs and government
Hazard identification (location, timing) Response activities private sector
Socioeconomic context Community leaders
Political (local governance) and religious context Gap analysis between capacities and needs
Community Preparedness (such as Security/evacuation plans) Presence of NGO workers
Preparedness of people Staff skills
Village and ward boundaries (location of households) Telephone numbers
Damage and needs Communication channels
WASH needs Incidents registration
Health needs Evacuation routes
Education needs (closed schools) Capacity
Food security needs (stoves, firewood) Stock of emergency items
Shelter needs (including non-food items) Coping mechanisms of affected communities
Needs of subgroups (elderly, children) Local agricultural and fishery situation
Number of people affected Local market situation
Livestock affected Institutional capacity
Type of damage to houses Staff skills and training
Number of damaged houses Burying strategies
Number of destroyed houses Service locations (during the flooding)
Losses of private belongings Shelters for humans
Number of people dead Shelters for cattle
Number of people injured Doctors
People in need of rescue Medicine distribution points/shops
Submerged houses Food buying and selling places
Damage to infrastructure Labor opportunities
Damage to health facilities Drinking water locations
Damage to public buildings Emergency items
Affected medical personnel Meeting points
Number of people saved Pickup points
Displaced people Security and access
Impacted area News
Flood situation Accessibility
Flood news Security
Flood duration Mobile phone coverage
Earlier predictions
Time of inundation
Inundated area
Drainage and irrigation systems
Flood trend analysis
Water quality
River embankment erosion
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information needs. We have put in Table 3 on the left clusters that
relate to the Crisis Impact and on the right those that relate to the
Operational environment, in line with the MIRA Analytical Framework
(MIRA, 2015). The cluster Damage and needs scored highest in terms of
amount of times mentioned in all interviews and in terms of in how
many interviews it was mentioned. This cluster of information needs
matched also with what the interviewees mentioned as the most diffi-
cult decisions for them to take, i.e. determining which beneficiaries to
support where and with what kind of support. Next comes the need for
information around Coordination, especially among government and
NGOs. Specifically, it was mentioned in many interviews that it was
important to have a gap analysis between the capacities available and
the needs to be fulfilled. Capacity encompasses the response capacities
of the responding communities and professionals and the coping ca-
pacity of the affected community. Knowing how to protect one's live-
lihood (such as agriculture, fishery and hand looming) increases the
coping capacity. Interviewees mentioned for example the importance of
knowing when to harvest just before the flood arrived and which crop

to cultivate when the flood started to recede. Similarly, it was important
to know how well the local market was still functioning. Key is also a
readily accessible and suitable emergency stock (IFRC Emergency Items
Catalogue, 2016). Specifically, information about boat capacity was
mentioned as a need in the interviews. The Baseline cluster focuses on
the context of people before the disaster hit. Flood news groups the
needs in relation to the arrival and duration of the flood. The Location
Services cluster refers to locations for essential services such as water,
health, food and shelter, but also to places where there are opportu-
nities for labor. Security and access refer to access for the responders to
the affected community.

3.2. Data Sets

Table 4 shows the different data sets and information products. For
example, for the Joint Needs Assessment there is a data set (an ex-
tensive excel file that compiles answers to 62 questions for several
unions) and an information product (a pdf report discussing and

Fig. 1. Data granularity loss throughout the government hierarchy.

Fig. 2. Timing of information needs and availability of data sources. There is an increasing level of detail, quality and accuracy of the data becoming available.
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describing the survey results). It also describes the collection and ag-
gregation level of the data. For example, the Project Implementation
Officers (PIO) phone representatives from different wards and ag-
gregate the data they get per ward into a consolidated damage needs
assessment form for their Upazila. The way the data is aggregated does
not allow to go back to the ward level. This type of data granularity loss
we encountered in more data sources. Fig. 1 depicts this data granu-
larity loss, where the downward pointing arrow symbolizes data
granularity loss at each step up in the local government hierarchy.

Important data providers are the Department of Disaster
Management of the Government of Bangladesh and the Humanitarian
Coordination Task Team (HCTT), consisting of UN, NGO and govern-
ment representatives. For each file, we singled out all the indicators and
determined the data type (Excel sheets, Relational databases, PDF, Text,
Websites and Geographic Information). Fig. 2 depicts the different flood
related data sets and information products and at which point in time
they were collected and became available. The data sets and informa-
tion products contain on the order of 40–60 indicators per source.

3.3. Mapping data sets on the information needs

Following the methodology described in section 2.2 we mapped the
71 information needs on the 15 data sets and information products as
can be seen in Tables 4 and 5.

As explained in formula x, we could also calculate a coverage per
granularity level, given that especially in an information product, the
granularity level for each indicator can differ. For example, the District
Disaster Management plan has data mostly at district level, but also -for
certain indicators-on union level. However, we observed that com-
monly most of the data in a Data Set is aggregated to one administrative
level (ward, union, upazila, district), so we decided not to do a coverage
analysis at granularity level.

Overall, we see that 49 information needs are fully covered and
eight information needs (that were not fully covered) are partly covered
by one or the other data set. This means that 75% of the information
needs is covered. We can draw the following conclusions per theme
level. Service locations is not well covered at all with a cumulative

Table 5
Matrix mapping Data Sets and Information Products on Information Needs.
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Timing 4 3 1 1 3 1 1 1 1 1 1 1 1 1 3
Totally covered information needs 38% 34% 0% 0% 13% 20% 7% 0% 1% 4% 8% 1% 1% 4% 14%
Partly covered information needs 6% 4% 4% 6% 3% 17% 1% 0% 0% 0% 0% 3% 3% 1% 0%
Totally covered information needs given time constraints 0% 0% 0% 0% 4% 20% 7% 0% 1% 4% 8% 1% 1% 4% 4%
Partly covered information needs given time constraints 0% 1% 4% 6% 1% 17% 1% 0% 0% 0% 0% 3% 3% 1% 0%

BASELINE CONTEXT 18.3% 5.8% 16.7% 4.2%
Livelihoods 1 5 2 4 2 No Yes Partly No No Yes Yes No No Yes No Partly No Yes No
Vulnerabilities 1 2 1 2 1 No No Partly No No Yes Yes No No No No No No No No
Hazard identification 1 4 0 3 0 Yes No No No No No No No Yes No Yes No No Yes No
Socioeconomic context 1 5 3 5 1 Partly Partly Partly No No Yes Yes No No Yes No Yes No Yes No
Political and religious context 1 3 0 3 0 No No No No No Yes Yes No No Yes No No No No No
Community preparedness 1 2 0 2 0 No No No No No Yes Yes No No No No No No No No
Preparedness of people 1 1 0 1 0 No No No No No Yes No No No No No No No No No
Village and ward boundaries 1 0 1 0 1 No No No No No No No No No No No Partly No No No

DAMAGE AND NEEDS 13.3% 2.6% 0.0% 2.0%
WASH needs 2 2 1 0 1 Yes Yes No No No Partly No No No No No No No No No
Health needs 2 2 1 0 1 Yes Yes No No No Partly No No No No No No No No No
Education needs (closed schools) 2 2 1 0 1 Yes Yes No No No Partly No No No No No No No No No
Food security needs (stoves, firewood) 2 2 1 0 1 Yes Yes No No No Partly No No No No No No No No No
Shelter needs (including non-food items) 2 2 2 0 2 Yes Yes No No No Partly No No No No No No Partly No No
Needs of subgroups (elderly, children) 2 0 3 0 1 Partly Partly No No No No Partly No No No No No No No No
Number of people affected 2 4 0 0 0 Yes Yes No No Yes No No No No No No No No No Yes
Livestock affected 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Type of damage to houses 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Number of damaged houses 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Number of destroyed houses 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Losses of private belongings 2 3 0 0 0 Yes Yes No No No No No No No No No No No No Yes
Number of people dead 2 3 0 0 0 Yes Yes No No No No No No No No No No No No Yes
Number of people injured 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
People in need of rescue 2 1 0 0 0 Yes No No No No No No No No No No No No No No
Submerged houses 2 3 0 0 0 Yes Yes No No No No No No No No No No No No Yes
Damage to infrastructure 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Damage to health facilities 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Damage to public buildings 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Affected medical personnel 2 0 0 0 0 No No No No No No No No No No No No No No No
Number of people saved 2 0 0 0 0 No No No No No No No No No No No No No No No
Displaced people 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Impacted area 2 4 0 0 0 Yes Yes No No Yes No No No No No No No No No Yes

FLOOD SITUATION 12.6% 0.7% 8.9% 0.7%
Flood news 3 3 0 3 0 No No No No Yes No No No No No Yes No No No Yes
Flood duration 3 3 0 3 0 No No No No Yes No No No No No Yes No No No Yes
Earlier predictions 1 1 0 1 0 No No No No No No No No No No Yes No No No No
Time of inundation 3 3 0 3 0 No No No No Yes No No No No No Yes No No No Yes

(continued on next page)
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coverage of 0.7%.3 One of the reasons for this might be that information
is often collected by phoning people and asking them to give an over-
view for their ward or by conducting a paper-based survey. We did not
come across local responders that use an app or GPS to map locations
during the floods. Capacity was also not well covered, varying from
relatively easily to monitor capacities such as the number of boats up to
the more difficult to assess coping mechanisms of affected communities.
Damage and needs were reasonably covered largely by only two out of
the 15 data sets (JNA and D form). The following data sources match
well the information requirements: JNA (38%), D-form (34%), District
Disaster Management Plan (20%), the (online) News (14%) and the
Situation Report (13%). We note that the 13% is based on the first Si-
tuation Report that became available; later ones yield a higher cov-
erage. We also must take into account that these data sources overlap
on some indicators (and hence also their coverage of information
needs), and the coverage percentage cannot be summed.

If we look at the timing constraints, then it becomes apparent that
most operationally related information is not available in time. In this
case, 28,5 information needs are covered, or in other words 40%. It is
also known from literature that certain response information has to be
available within 48 or 72 h after the disaster strikes (Meier, 2015).

3.4. Optimizing for coverage, quality and costs

We determine which combination of data sets yields an optimal
coverage against quality and costs for four different parameter sets. The
parameters that we vary are (1) without or (2) with timing constraints,
where we only take those data sets into account when it is available in
time to meet the information needs, (3) the same weights for all in-
formation needs or (4) weights subdivided according to the higher
theme as explained in 2.2. The costs and quality are given in Table 4.
We gave values of 500, 1000 or 1500 (arbitrary units) to Costs of the
Data Sets, going from structured to unstructured. Overall score for the
Quality is a score between 0 and 1, determined by taken the qualitative
and quantitative scores on the four attributes of Quality together. We
did not use the Timeliness formula to calculate the overall quality score,
as the retention period was only known within a broad bandwidth.

The effect of changing the weights without timing constraints does
not result in a significant difference. In both cases, three data sets, i.e.
JNA, District Disaster Management Plan and the Flood bulletin, yield a
coverage of 68%. Adding five extra data sets only gives an improvement
in coverage of 7%, equivalent to respectively 2, 1, 0, 1 and 1 additional
covered information needs per added data set. An important result is
hence that a very good coverage of information needs can already be
reached by the three most important data sets out of the total 15. The
increase of 0 information needs whilst still adding a data sources can be
explained by an increase in for example overall quality of the selection.

Fig. 3 shows the results for weights subdivided according to the
higher theme and with no timing constraints. The x-axis shows the
different scenarios, where a scenario is a combination of data sets. For
example, scenario one corresponds to one data set and scenario 33 to
eight data sets. There are in total 33 scenarios equivalent to one

Table 5 (continued)

Inundated area 2 4 0 0 0 Yes Yes No No Yes No No No No No No No No No Yes
Drainage and irrigation systems 3 1 0 1 0 No No No No No Yes No No No No No No No No No
Flood trend analysis 3 1 0 1 0 No No No No No No No No No No Yes No No No No
Water quality 3 0 1 0 1 No No No No No No No No No No No No No Partly No
River embankment erosion 2 1 0 0 0 No Yes No No No No No No No No No No No No No

COORDINATION 4.8% 4.2% 3.6% 3.0%
Coordination groups at local and national level 1 1 3 1 1 Partly No No Partly Partly Yes No No No No No No No No No
Response activities NGOs and government 3 1 2 1 2 No No No Partly Partly Yes No No No No No No No No No
Response activities private sector 3 0 1 0 1 No No No No No Partly No No No No No No No No No
Community leaders 1 2 0 1 0 No No No No Yes Yes No No No No No No No No No
Gap analysis between capacities and needs 3 0 0 0 0 No No No No No No No No No No No No No No No
Presence of NGO workers 3 1 0 1 0 No No No No No Yes No No No No No No No No No
Staff skills 3 0 0 0 0 No No No No No No No No No No No No No No No
Telephone numbers 2 2 0 1 0 No No No No Yes Yes No No No No No No No No No
Communication channels 2 0 1 0 1 No No No No No Partly No No No No No No No No No
Incidents registration 3 0 0 0 0 No No No No No No No No No No No No No No No
Evacuation routes 2 1 0 1 0 No No No No No Yes No No No No No No No No No

CAPACITY 4.8% 6.7% 1.0% 5.7%
Stock of emergency items 2 0 1 0 0 Partly No No No No No No No No No No No No No No
Coping mechanisms of affected communities 2 2 2 1 2 Yes No No Partly No Yes No No No No No No Partly No No
Local agricultural and fishery situation 3 1 2 0 2 Yes Partly No No No Partly No No No No No No No No No
Local market situation 3 1 1 0 1 Yes No No No No Partly No No No No No No No No No
Institutional capacity 3 1 1 0 1 Yes No No Partly No No No No No No No No No No No
Staff skills and training 3 0 0 0 0 No No No No No No No No No No No No No No No
Burying strategies 3 0 0 0 0 No No No No No No No No No No No No No No No

SERVICE LOCATIONS (DURING THE FLOODING) 0.7% 2.2% 0.7% 2.2%
Shelters for humans 2 1 1 1 1 No No No No No Partly No No No No No No Yes No No
Shelters for cattle 2 0 0 0 0 No No No No No No No No No No No No No No No
Doctors 3 0 1 0 1 No No No No No Partly No No No No No No No No No
Medicine distribution points/shops 3 0 1 0 1 No No No No No Partly No No No No No No No No No
Food buying and selling places 3 0 0 0 0 No No No No No No No No No No No No No No No
Labor opportunities 3 0 0 0 0 No No No No No No No No No No No No No No No
Drinking water 3 0 0 0 0 No No No No No No No No No No No No No No No
Emergency items 3 0 0 0 0 No No No No No No No No No No No No No No No
Meeting and pickup points 2 0 0 0 0 No No No No No No No No No No No No No No No

SECURITY AND ACCESS 8.3% 0.0% 0.0% 0.0%
News 2 2 0 0 0 No No No No Yes No No No No No No No No No Yes
Accessibility 2 2 0 0 0 Yes Yes No No No No No No No No No No No No No
Security 2 0 0 0 0 No No No No No No No No No No No No No No No
Mobile phone coverage 2 1 0 0 0 No Yes No No No No No No No No No No No No No

Fig. 3. Optimizing different combinations of data sets for cost, quality and
coverage according to weights subdivided to the higher information need
theme.

3 Defined as the number of times there is total coverage of one of the service
location information needs in one of the data sources divided by (the number of
information needs within service locations) x (the number of data sources).
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scenario as a starting point and 32 adding up to the total costs as given
in the column costs in Table 4. The blue curve shows the increase of
budget B needed (y-axis on the right). The orange curve shows the
number of needs covered (y-axis on the right). The grey column dia-
gram represents needs/data set and shows that scenario 3 (equal to the
JNA data set) and scenario 5 (the three data sets mentioned before)
render the most needs per data set. The needs covered curve is quickly
reaching a plateau afterwards, whereas the costs keep on linearly in-
creasing. Integrating additional data sets beyond scenario 6 is hence not
easily justified, given that the budget required for an additional in-
tegration of a data set does not or barely result in an increase in cov-
erage. However, a case could be made to select scenario 7, which adds
another 5 information needs and only requires addition of 1 source.

We have to remember that the above results are without taking
timing constraints into account. If we do take these into account, we
can redo the same calculation also for 33 scenarios but without JNA as a
data set, since JNA becomes available too late for all information needs.
In this case, we can get a coverage of 45% by using the District Disaster
Management Plan and the Flood bulletin. Also in this case, we can get a
marginal improvement of 5% by adding five data sets.

4. Discussion

We compared our framework of information needs with the one
from Gralla et al. (2015). Context and scope of the disaster, Coordination
and the Humanitarian Needs are themes which are overlapping, and
which are the most important factors in the earlier response. Several
other information requirements are not mentioned in our interviews
such as Relevant laws and policies as part of Coordination and Looking
forward. The Gralla et al. framework emerged from consultation with
mostly responders from the international humanitarian community,
whereas our framework emerged from consultation with only national
and local responders. Also, the type and scale of disasters looked at was
different. We looked at small scale disasters, whereas Gralla et al. fo-
cused on large scale disasters, where international response is requested
by the nation affected. Floods as in our case study have severe impacts
on livelihoods but usually less in terms of loss of life. In many cases,
there can be also a difference of opinion between the NGOs on the one
hand and the government on the other hand as to whether to declare a
flood an official disaster. One interviewee mentioned encountering in
some cases political pressure to underreport the impact of a disaster.
Nevertheless, it is widely acknowledged that the role of national and
local responders is of utmost importance also in large scale disasters.
Local responders have more local context knowledge and -in case of
recurring disasters like the annual floods in our case-they also usually
have more response experience than the international community. This
leads to a different level of information needs regarding the Baseline
theme between local, national and international responders (Van Den
Homberg et al., 2014).

For international responders, the Public and media perception turned
out to be a separate theme. In our interviews media perception did not
come forward as an important issue, probably related to the fact that
national and local responders usually are not directly applying for
funding themselves (but through their supporting international NGOs)
and that the local communities affected usually do not have access to a
lot of media channels. We did not find much information needs in re-
lation to Recovery. This might have to do with the relatively limited
possibilities for the responders in our interview group to extent their
activities beyond response. In sum, it is important for each type of
context and hazard to develop a tailor-made information needs fra-
mework. We have now developed a first version for a hydrological
hazard in one of the poorest countries in the world. A comprehensive
framework with a generic set of themes can be used as a starting point
and for each actor there will be differences as to which category is the
most important to them given his or her organizational mandate, where
for example some NGOs focus on women empowerment and others on

disability. Such a comprehensive framework should include both the
local, national and international perspective. These tailor-made fra-
meworks can be used as input to the ILP modelling to select an optimal
set of sources for one specific responder, but also for all involved re-
sponders, weighing everybody's information needs equally. This can
lead to a better coverage for all involved.

Subsequent mapping of available data sources on the information
needs in the framework is key for identifying the data gaps that cur-
rently exist. It is clear from the mapping we did that both the re-
sponding and the professional community lack information to effec-
tively dimension and target their response. Data that was available
before and during the floods can be largely characterized as Small Data,
although some of the data and information products were based on
satellite data and can hence be termed Big Data. We did not include
other Big Data sources such as Call Detail Records or social media data.
Currently, social media penetration among the affected communities is
still very low. In the whole of Bangladesh, the percentage of people
using the internet is 9.6% in 2014 (ITU Statistics, 2015) and most of
these are in dense urban areas. Mobile phone use is more elevated, and
analysis of Call Detail Records can be insightful to supplement survey-
based data, as a study by Lu et al. (2016) demonstrated by unveiling
mobility patterns in climate stressed regions. However, both access to
this kind of data and its analysis is still complex and near real-time use
during a response for the time being impossible. Our approach of
characterizing a Data Set in terms of Cost and Quality will make these
considerations transparent as the Costs of extracting information from a
Big Data set will be higher than from a Small Data set. We did not yet
include in our analysis data sets or information products that were
available only in Bengali. However, to our current understanding, based
on the interviews and our literature and internet search, this seems to
be a minor fraction.

The government works with the SOS form and D form for damage
and needs assessments. The D form has 30 questions which are –usually
without clear guidelines-filled in by the Union secretary/chairman for
on average 5000 to 6000 families, based on very little or no capacity in
the field of sampling, data collection, and recording. The system is still
largely a paper-based system, whereby forms are manually summarized
at each of the administrative levels, before they are passed on to central
level, leading to the granularity loss described before. NGOs that are
part of the Local Consultative Group often do their own assessments,
such as in 2014 via a Joint Needs Assessment, creating in fact a new
process with different indicators that is only aligned with the govern-
ment process to a very limited extent. Once the information is collected
at central level, support is mobilized for the response, making the re-
sponse largely a top-down mechanism. Both the NGO and Government
information architecture are not specifically geared towards coordina-
tion and action planning at Community, Union and Upazilla level,
forming a stumbling block for effective local response. The same ob-
servations hold true in many other developing countries, given that a
digital transformation of government branches involved in disaster
management is especially at the lower administrative levels not yet
occurring due to a lack of resources and capacity.

The framework can be implemented as part of an overall data pre-
paredness framework (van den Homberg et al., 2017). First, we propose
to organize regular multi-institutional mapping cycles of data sets on
information requirements. These cycles should not only consist of
keeping an up-to-date inventory of available data sources and provi-
ders, but also of regular consultations with responders as to what their
information needs are. When the interviewees validated the informa-
tion needs framework, this sparked their creativity. We got reactions
like: “wow, if this is possible, we could also really benefit from X in-
formation”. It is important hence to keep on evolving the requirements
and to use these requirements to shape the information products that
providers are creating so that they meet the decision maker's needs.

Secondly, coordination needs to be improved in the data ecosystem
in which humanitarian responders operate. Hereby, an ecosystem is
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defined as “the people and technologies collecting, handling, and using
the data and the interactions between them” (Parsons et al., 2011:
p.557). There is an emerging literature on how to characterize and
govern data ecosystems. Haak et al. (2018) developed a framework of
criteria for a successful data ecosystem specifically for humanitarian
purposes, including data supply, user characteristics and governance
criteria. Instead of the overarching data ecosystem approach, one can
also segment a data ecosystem into data collaboratives, i.e. cross-sector
(and public-private) collaboration initiatives aiming at data collection,
sharing, or processing for the purpose of addressing a societal challenge
(Susha et al., 2017). Susha et al. developed a taxonomy to characterize
the data supply and data demand side of a data collaborative. A more
technical perspective focuses on the role data infrastructures can play in
terms of curating and sharing data among stakeholders. Data infra-
structure includes collaborative platforms for managing and sharing
data (Payne et al., 2012) that can also be supported by digital colla-
borative (work) spaces. The Global Facility for DRR has deployed sev-
eral platforms based on Geonode, a web-based application and platform
for developing geospatial information systems (GIS) and for deploying
spatial data infrastructures (SDI). For example, Geodash is such a
Geonode platform that was the started up by the World Bank and is now
taking over by the Government of Bangladesh (Geodash, 2016). UN
OCHA deploys the Humanitarian Data Exchange (HDX), more specifi-
cally targeting humanitarian data (Keβler and Hendrix, 2015).

Thirdly, to facilitate the sharing and exchange of data, standards are
being developed and used –to varying degrees-ranging from P-codes for
unique geographic identification codes up to the Humanitarian
Exchange Language (HXL). Lastly, it will be key to develop capacities of
the different stakeholders in parallel to the above activities enhancing
their data literacy and access to digital technologies. Especially at the
local level many respondents were for example not aware of all the
existing data sets nor were they trained in data collection and analysis.
The proliferation of mobile devices that can record the location of
features, and access to satellite imagery and online maps (Kitchin and
Lauriault, 2015) -as satellite data is becoming more widely and openly
available (in resolution and across frequency bands)- will facilitate this
development process. Citizens and local organizations are more and
more involved in collaborative and participatory mapping and spatial
data collection (Liu et al., 2018), whereas it was previously primarily
done by only a few specific organizations such as Departments of
Survey. Hence, information needs with a location component will be-
come more easily fulfilled.

Our extensive Data Preparedness procedure is part of a broader
knowledge discovery process (KDP) perspective, where it can be
straightforwardly mapped to the first three phases of CRISP-DM as
discussed in the introduction: Domain Understanding, Data
Understanding and Data Preparation. More specifically, our research
provides a proven recipe for operationalizing the often ignored third
layer of the CRISP-DM framework. The recipe describes the actual best
practice steps for a domain-specific instantiation. To formalize such an
approach, we envision a meta-algorithmic model that further specifies a
for all stakeholders maximally transparent analytical process for se-
lecting and configuring the appropriate activities deterministically
based on disaster-specific data input characteristics and local pre-
ferences (Spruit and Lytras, 2018). The last three phases of the CRISP-
DM model are subject for further research. Note that properly addres-
sing these steps was simply not feasible yet, as the Data Preparedness
procedure with its available data and information needs identification
has to be performed precedingly. Nevertheless, the next KDP phases
(Modelling, Evaluation and Deployment) are currently being prepared.
For example, we are currently experimenting with machine learning
approaches in combination with natural language processing techni-
ques for large-scale text classification, sentiment analysis and topic
mining (Sangameswar et al., 2017; Syed et al., 2018).

Our research focused on the relation between available data and
information needs. Although we inventoried Decisions, Activities and

Information needs, we did not investigate the relationship between these
three elements into depth and the system dynamics between the dif-
ferent stakeholders including the political and financial dimension.
These dimensions played out for example in the still largely separate
data collection processes between NGOs and government and in when a
flood is declared an official disaster. As Lars-Peter Nissen, director of
Assessment Capacities Project (ACAPS), said “Very little is known about
how decisions are made. Examining decision-making forces us to recognize
that decisions are political. It makes us ask what may be influencing deci-
sions, other than the needs on the ground. This is a hard question, but it is
vital that we ask it, if we are to improve our capacity.” (Nissen, 2015). A
political analysis of the stakeholders and the financial flows will
strengthen the information management research approach.

5. Conclusions and recommendations

To bridge the information gap decision makers are facing in the
aftermath of a disaster, data preparedness activities should become an
integral part of the preparedness phase. The main contribution of this
paper is that it developed a framework to create an inventory of
available data sources and information needs and a way to calculate the
coverage of these information needs. Our research shows how a selec-
tion of all the different data sets can be made by optimizing for cov-
erage, the costs of extracting data from structured versus unstructured
data and quality in terms of timeliness, source and content rating and
granularity. The optimal combination of data sets can be used to extract
data on information needs more efficiently. Specifically, for the context
of Bangladesh and for floods, our results show seven themes of in total
71 information needs and a poor, timely coverage of these information
needs by the data sets available. Three data sets are covering already
68% of the information needs, whereby adding more data sets gives
only a very limited increase.

We recommend a focus on two future research directions.
First of all, a refinement of the relation between available data and

information needs could lead to an enhanced understanding of the in-
formation gap. It will be worthwhile to determine the time dependency
of the information needs into more detail, including a more detailed
calculation of timeliness, and to do the mapping on the data products in
a more automated fashion, for example, using a combined forecasting
method (Maaβ et al., 2014). For large organizations, it is possible to
map through which information channels (email, mobile, fax, chat)
information consumers get information products from internal in-
formation producers. This kind of mapping does however not take into
account the degree to which information needs are covered. Further-
more, it is much more difficult to do this kind of mapping between
organizations and even more so if certain work flows are still paper
based. It might be possible to log data file usage on the main websites
that are used by responders and for example how the app and dash-
board are used (Pachidi et al., 2014). In addition, an after-action review
with the responders in a focus group setting could be used to have the
responders categorize their needs according to the four phases.

A second direction consists of leveraging Artificial Intelligence for
Disaster Response (AIDR). Currently, we extracted the data on the in-
formation needs manually from the data sets, but automatic matching
of information needs on data sources might be possible by applying
intelligent querying and semantic data matching (McNeill et al., 2014;
Spruit and Vlug, 2015; Giunchiglia et al., 2007). Obviously, also for
these technologies, a structured database will be easier to parse and to
process. It will not be necessary to do this on all data sets; we showed
that a very good coverage of information needs can already be reached
by focusing on the most important data sets out of all data sets avail-
able. One could set up so-called data spaces which are loosely in-
tegrated sets of data sources where integration happens only when
needed (Hristidis et al., 2010). This could become an essential exten-
sion to the earlier mentioned data exchange platforms so that these
platforms offer –to a certain degree-sense making to the multiple
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organizations using the platform of all the data sets that are shared
through them. An individual organization could use such an automatic
matching mechanism as part of oDMN+, linking decision-makers’ tasks
to data sources (Horita et al., 2017).

Although our framework is developed for a case study on floods in
Bangladesh, the findings can be applied also to other hazards.
Ultimately, we aim at mainstreaming data preparedness with intelligent
querying and semantic data matching into information management
and policy frameworks that govern the work of disaster management
professionals as well as to pilot and replicate this approach oper-
ationally for different hazards and in different developing countries.
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