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We present a conceptual integration of two major types of social percep-
tion models. First, according to social categorization models, perceivers 
can employ two processes: they either treat other people as individuals 
(individuation) or as members of social groups (social categorization). Sec-
ond, according to connectionist models, person perception is driven by a 
single process of spreading activation between mental representations in 
a learned associative network. We suggest that social categorization and 
individuation can be conceptualized as different types of inputs to a single 
(connectionist) process. Furthermore, we implement this idea in computer 
simulations and show that it can account for an empirical dissociation be-
tween social categorization and individuation despite being a single pro-
cess model. Overall, this work aims to contribute to the coherence and 
integration of the theoretical and empirical literature on social cognition.
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When people process information about other people, they do not always treat 
them as individuals (individuation) but frequently treat them as members of social 
groups (social categorization; Allport, 1954; Hugenberg, Young, Bernstein, & Sac-
co, 2010; Macrae & Bodenhausen, 2000, 2001; Tajfel, 1969). Treating other people as 
group members may be a useful cognitive strategy to reduce the information load 
faced by social perceivers (Macrae & Bodenhausen, 2000, 2001; Quinn & Macrae, 
2005). However, social categorization may also lead to systematic errors such as 
confusions between people within social groups (Klauer & Wegener, 1998; Taylor, 
Fiske, Etcoff, & Ruderman, 1978). These are key insights from social categorization 
models, which have been influential in the literature (Brewer, 1988; Fiske & Neu-
berg, 1990; Hugenberg et al., 2010; Macrae & Bodenhausen, 2000, 2001).

An important source of support for social categorization models comes from 
person memory research. It is a highly robust and widespread phenomenon that 
people tend to confuse other people more often within groups (e.g., men with oth-
er men) than people between groups (e.g., men with women; Blanz, 1999; Gawron-
ski, Ehrenberg, Banse, Zukova, & Klauer, 2003; Klauer, Hölzenbein, Calanchini, & 
Sherman, 2014; Klauer & Wegener, 1998; Taylor, Fiske, Etcoff, & Ruderman, 1978) 
during memory retrieval. This effect gets larger to the extent that the social group 
is salient, which suggests that the effect is not purely driven by properties of the 
stimuli but also by the cognitive strategies through which people encode other 
people, such as categorization and individuation (Blanz, 1999; Klauer & Wegener, 
1998; Van Twuyver & van Knippenberg, 1995). In addition, multinomial process-
ing tree (MPT) modeling has been applied to these findings (Klauer & Wegener, 
1998; see also Gawronski et al., 2003; Klauer et al., 2014). In line with the core no-
tions of social categorization models, the results showed evidence of two indepen-
dent cognitive components: one where speakers are treated as equivalent group 
members (social categorization) and one where speakers are treated as different 
individuals (individuation). 

In addition to the findings above, it was shown that people are more likely to 
falsely indicate that they have seen a person before (i.e., a false positive in recog-
nition) if that person is from another race than the perceiver (Hugenberg et al., 
2010). This has aroused considerable debate given that such false positives can 
have serious consequences in witness testimony, causing an innocent person to be 
sentenced for a crime that the person did not commit (for a review see Hugenberg 
et al., 2010). Importantly, this bias toward false positives for other-race people is 
reduced (or even eliminated) when people are motivated to individuate (Hugen-
berg, Miller, & Claypool, 2007; Hugenberg et al., 2010; Young & Hugenberg, 2011). 
This finding suggests that memory confusions (and their potentially devastating 
consequences) may in part be caused by reliance on social categorization rather 
than individuation. 

Roughly at the same time, connectionist models emerged, which do not make an 
explicit distinction between social categorization and individuation (Ehret, Mon-
roe, & Read, 2014; Freeman & Ambady, 2011; Kunda & Thagard, 1996; Smith & 
DeCoster, 1998; Van Overwalle & Labiouse, 2004; Van Rooy, Van Overwalle, Van-
hoomissen, Labiouse, & French, 2003). Instead, these models assume that person 
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perception is driven by interactions between mental representations that are all 
subject to the same processing rules. For this reason, connectionist models have 
often been seen as single process models (Ehret et al., 2014; Kunda & Thagard, 
1996; Thagard & Verbeurgt, 1998). More specifically, in connectionist models each 
mental representation can be activated by an observed stimulus and this activa-
tion spreads via learned associative links to other representations. Connectionist 
models have been successful in explaining a multitude of social phenomena (e.g., 
assimilation effects, contrast effects, illusory correlations, polarization effects, etc.) 
and their general notions (e.g., that activation spreads via associations between 
mental representations) have become ubiquitous in the general social cognition 
literature (Dalege et al., 2016; Freeman & Ambady, 2011; Kunda & Thagard, 1996; 
Smith & DeCoster, 1998; Van Overwalle & Labiouse, 2004; Van Rooy et al., 2003; 
Zebrowitz, Fellous, Mignault, & Adreoletti, 2003). In addition, connectionist mod-
els have successfully been used to unify various dual process notions into a single 
model such different language processes (Seidenberg & Plaut, 2014; Smith, 2009), 
bottom-up and top-down processes in social perception (Freeman & Ambady, 
2011), and learning and use of exemplars and prototypes (McClelland, McNaugh-
ton, & O'Reilly, 1995; Smith & DeCoster, 1998, 2000).

However, while both social categorization and connectionist models have been 
used to potentially explain a multitude of empirical findings, the conceptual rela-
tionship between social categorization and connectionist models has remained rel-
atively unclear. That is, while some researchers have adopted the viewpoint that 
connectionist models are a competing alternative to social categorization models 
(e.g., Cox & Devine, 2015; Kunda & Thagard, 1996), others adopted the viewpoint 
that these models may be compatible (e.g., Freeman & Ambady, 2011). Moreover, if 
they are compatible, an account is lacking of how these two types of models can be 
reconciled (although precursors exist: McClelland, McNaughton, & O'Reilly, 1995; 
Smith & DeCoster, 1998, 2000). In particular, it remains relatively unclear how the 
distinction between social categorization and individuation can be reconciled with 
the idea that all social information is processed by one underlying connection-
ist mechanism. In addition, it remains unclear how (single process) connectionist 
models fit to evidence of a cognitive dissociation between two seemingly indepen-
dent cognitive components (Klauer & Wegener, 1998). 

THE PRESENT ARTICLE

The present article aims to contribute to the coherence and integration of the lit-
erature by resolving seeming conceptual contradictions. Specifically, while it is 
clear that the notion of social categorization is consistent with evidence of a cogni-
tive dissociation, two other conceptual relationships remain unclear (see Figure 
1). First, it remains unclear how (dual process) social categorization models can 
be synthesized with (single process) connectionist models. This raises the ques-
tion: can they both be true? If social categorization and connectionist models are 
incompatible, either social categorization or connectionist models must be false 
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regardless of the empirical evidence and simply based on the logical constraint 
that: if one type of model is true, the other must logically be false. As such, clarify-
ing whether and how they are compatible is essential for the progression of these 
models. For this purpose, we aim to provide a framework, which shows that and 
explains how the categorization-individuation distinction of social categorization 
models can be integrated into connectionist models. The key idea of our frame-
work is that categorization and individuation may be seen as two different types 
of inputs to a (single process) connectionist model. This is worked out to the level 
of a formal model to give a proof of concept for the general idea.

The second conceptual relationship that has remained unclear is the relation-
ship between (single process) connectionist models and the finding of a cognitive 
dissociation between individuation and social categorization in person memory. 
This raises the question: how can a single process model be true given empirical 
findings that seem to suggest dual processes? This is particularly important for 
the framework and formal model we aim to provide, as they will provide a single 
process interpretation of social categorization models. We will argue that situating 
the categorization-individuation distinction at the input level rather than process 
level is consistent with existing evidence of a cognitive dissociation (Klauer & We-
gener, 1998) and support this argument through computer simulations. Specifi-
cally, we will show in computer simulations that we can reproduce the cognitive 
dissociations purely by varying the inputs to a single connectionist process. 

Overall, our work aims to (1) demonstrate the compatibility of social categoriza-
tion and connectionist model and (2) demonstrate that (and how) a single process 
connectionist model can account for existing evidence of a cognitive dissociation. 
In the following sections, we will introduce our framework, present a more spe-
cific formal implementation of the framework, and finally demonstrate through 
computer simulations that a single connectionist model is consistent with the find-
ing of a cognitive dissociation. 

FIGURE 1. An illustration of the intended contribution of our framework. While it is clear 
that (dual process) social categorization models are consistent with evidence of a cognitive 
dissociation, it is unclear (1) how they fit to (single process) connectionist models, and (2) how 
(single process) connectionist models fit to evidence of a cognitive dissociation. Our framework 
aims to provide a coherent integration of these three parts of the literature. 
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THE FRAMEWORK

Marr (1982) proposed an influential distinction between three levels at which a 
cognitive mechanism can be described. At the computational level, one describes 
the input-output mapping that the mechanism performs (i.e., what the mechanism 
does). At the algorithmic (or process) level, one describes the processing steps by 
which the input is transformed into the output (i.e., how the mechanism does it). 
Finally, at the implementational level one describes the physical implementation 
of the mechanism. The history of (social) cognition research has shown that dis-
tinguishing between these levels is crucial when comparing cognitive models be-
cause sometimes seemingly antagonistic models can turn out to be descriptions of 
the same theoretical mechanism at different levels (De Houwer & Moors, 2015). 
Here, we employ Marr’s distinction between computational and algorithmic level 
to resolve seeming inconsistencies in the person perception literature. Interested 
readers can find more information on Marr’s levels in Appendix A. 

Consider a simplified analogy to illustrate how our framework synthesizes the 
literature. A coffee machine may take a coffee capsule, some water, and a cup as 
input and returns a cup of coffee as output (computational level). The process by 
which this input-output mapping is achieved is to run the water through the cof-
fee capsule and into the cup (algorithmic level). First, notice that although the cof-
fee machine utilizes a single process (running the water through the coffee capsule 
and into the cup), one can nevertheless make distinctions between different types 
of inputs (e.g., normal coffee cups and caramel coffee cups). As such, the coffee 
machine can be seen simultaneously as a “dual” model at the input (or computa-
tional) level but as a “single” model at the process (or algorithmic) level. In other 
words, the model can be both “dual” and “single” as long as these labels refer to 
different levels of the machine. Second, notice that the coffee machine can also 
produce dissociable outputs: if different types of coffee capsules are employed (in-
puts) the coffee machine will produce dissociable types of coffee (outputs). There-
fore, a researcher who applies cognitive dissociation analyses to the output may 
arrive at the conclusion that there is a dissociation between two underlying cog-
nitive components. Importantly, notice that such a dissociation based on outputs 
does not necessarily reflect a dissociation between processes (algorithmic level) 
but may instead reflect a dissociation between different types of inputs (computa-
tional level). 

Our framework follows the same logic. We propose that the distinction between 
social categorization and individuation can be conceptualized as a distinction be-
tween different types of connectionist inputs, making it consistent with a single 
process connectionist model. In a connectionist model, each node receives an ex-
ternal input, which reflects the degree to which the node is excited by currently 
observed stimuli. We propose (see Figure 2) that some nodes can receive positive 
external input from any member of a social group (category nodes) while other 
nodes can receive positive external input only from specific individuals (individu-
al nodes). For example, we may call the node man a category node, and excitation 
of this node “social categorization,” because the node man can receive positive 
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external input from several observed people (any man). Conversely, we may call 
the node Brad an individual node, and exciting this node “individuation” because 
the node Brad can receive positive external input exclusively from the perception 
of a specific individual (i.e., Brad).

Importantly, while the external inputs to these types of nodes can be different, 
the processes that operate on them can be the same. In connectionist models all 
nodes are subject to the processing rules to increase activation based on exter-
nal inputs, spread activation via associative links, and decay activation over time 
(Freeman & Ambady, 2011; McClelland & Rumelhart, 1989). Given that all nodes 
employ those same processing rules, connectionist models can be seen as single 
process models (Ehret et al., 2014; Kunda & Thagard, 1996; Thagard & Verbeurgt, 
1998). Our framework is consistent with these assumptions because it situates the 
distinction between categorization and individuation in the input (computation-
al level) without affecting the single process assumptions (algorithmic level) of 
connectionist models. As such, our framework is consistent with the key notions 
of both connectionist and social categorization models. This reasoning suggests 
that the answer to our first question is yes: social categorization and connectionist 
models can be true at the same time (see Figure 1). 

However, would such a single process unification be compatible with evidence 
of a cognitive dissociation (Klauer & Wegener, 1998)? We suggest that the answer 
is yes. Although there is only a single process operating in connectionist models, 
we suggest that a cognitive dissociation can nevertheless occur because the pro-
cess is applied to two different types of inputs (external inputs to category and 
individual nodes). In the following, we will describe a more detailed implementa-
tion of the framework. Subsequently, we will demonstrate using computer simu-
lations that the framework can account for empirical evidence of two dissociable 
cognitive components in person memory. 

FIGURE 2. An illustration of our distinction between social categorization and individuation 
in the input of a connectionist model. While node A can be excited by the observation of any 
member of a social group (social categorization), nodes B and C can be excited exclusively by 
the observation of specific individuals (individuation). 
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THE FORMAL IMPLEMENTATION OF THE FRAMEWORK 

We will proceed by describing an implementation of the framework in terms of 
computer simulations. This serves several purposes. First, computer simulations 
force us to fill in more details of the framework, thereby ensuring that our integra-
tion of social categorization and connectionist assumptions is internally consistent. 
Hence, the formal implementation in our computer simulations can be seen as a 
proof of concept for the more general ideas presented in our framework. Second, 
computer simulations also enable us to test whether the single process unification 
is compatible with existing evidence of a cognitive dissociation. 

Connectionist models of person perception are usually decomposed into two 
sub-mechanisms: learning and perception. Importantly, these are not two “dual” 
mechanisms in the sense that the cognitive system must select between them. In-
stead, they constitute different sub-mechanisms of person perception that serve 
different sub-functions. Namely, while learning serves the purpose to generate 
stored knowledge, perception utilizes this knowledge to make inferences from ob-
served stimuli. 

In the learning mechanism, the cognitive system generates associative links be-
tween nodes based on observation. A commonly assumed input-output mapping 
(computational level) is that the learning mechanism takes as input the degree to 
which nodes (e.g., beard, professor, man) are currently observed as present (posi-
tive external input) or absent (negative external input), and returns as output as-
sociative links that reflect the correlations between these external inputs to nodes 
(McClelland & Rumelhart, 1989; Thagard & Verbeurgt, 1998). A possible process 
(algorithmic level) by which this input-output mapping may be achieved is to 
strengthen associations at moments where two nodes are observed as present (or 
absent) and weaken associations at moments where one node is observed as pres-
ent and the other as absent. This is also known as Hebbian learning (McClelland 
& Rumelhart, 1989) and will be the learning mechanism we employ in the com-
puter simulations in the subsequent section (for formal details see Appendix B). 
It is worth noting that this is one of several learning mechanisms that have been 
applied in the literature (Ehret et al., 2014; McClelland & Rumelhart, 1989; Van 
Overwalle & Labiouse, 2004; Van Rooy et al., 2003). Importantly, the goal here is 
not to argue for Hebbian learning but to provide a proof of concept for the general 
framework: that is, we aim to show that our (single process) synthesis of connec-
tionist and social categorization models can account for evidence of a cognitive 
dissociation (using some arbitrary learning mechanism).

In the perception mechanism, an activation pattern that reflects a perception 
output (e.g., a memory retrieval result) of another person is generated based on 
observation (external input) and internal knowledge (associative links). An over-
view is given in Figure 3. The input (first part of the computational level) of the 
perception mechanism refers to the starting state of the network, which consists of 
a set of nodes with starting activations (usually zero), the degree to which each 
node is observed as present or absent in the perceived world (external inputs), 
and a set of weighted associative links between the nodes (derived from the learn-
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ing mechanism; Thagard & Verbeurgt, 1998). The connectionist process (algorith-
mic level) refers to the set of rules that are used to update the activations of each 
node (Thagard & Verbeurgt, 1998). These rules entail to (1) increase activations of 
nodes to the degree that they are excited by an observed stimulus (i.e., influences 
of observation), (2) spread activation between nodes via excitatory and inhibitory 
links (i.e., influences of learned knowledge/prior experiences), and (3) gradual 
activation decay (McClelland & Rumelhart, 1989). This continues iteratively until 
all activation levels stabilize in an equilibrium. Finally, the output (second part of 
the computational level) refers to the final activations after all activations have 
stabilized or until the process is interrupted (for formal details see Appendix B).

To develop our framework in sufficient detail to conduct computer simulations, 
it is necessary to situate the categorization-individuation distinction in the inter-
play between learning and perception. Recall that we proposed a distinction be-
tween nodes that can receive positive external input from any member of a social 
group (category nodes) and nodes that can receive positive external input exclu-
sively from specific individuals (individual nodes). This distinction has two conse-
quences. First, it affects which associations are formed with category nodes and in-
dividual nodes during learning. Given that category and individual nodes receive 
different external inputs, their correlations with external inputs of other nodes will 
be different. Consequently, their associations with other nodes will be different as 
well (in spite of being based on the same learning mechanism). Second, the distinc-
tion affects the activation pattern that is generated during perception. Given that 
category and individual nodes receive different external inputs and also have dif-

FIGURE 3. An illustration of the distinction between input, process, and output in the perception 
part of a connectionist model. The input refers to the starting state of the network, which consists 
of a set of nodes with initial activation levels (usually zero), external inputs that indicate the 
degree to which each node is excited by an observed stimulus (in the figure above, only the 
nodes with an arrow are excited by the currently observed stimulus), and a set of excitatory 
(solid lines) and inhibitory (dashed lines) associations. The process is the set of rules by which 
the starting state of the network (input) is transformed into its final state (output). Specifically, 
the process entails to (1) increase the activations of nodes to the degree that they are excited by 
an observed stimulus (i.e., influences of observation), (2) spread activation between nodes via 
excitatory and inhibitory links (i.e., influences of knowledge/prior experiences), and (3) gradual 
activation decay (McClelland & Rumelhart, 1989). The output refers to the final activations after 
all activations have stabilized. 
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ferent associations with other nodes, they influence the person perception output 
in distinct ways (in spite of being based on the same perception mechanism). As 
a result, dissociable patterns may emerge in the person perception output such as 
the ones reported in past experiments (Gawronski et al., 2003; Klauer et al., 2014; 
Klauer & Wegener, 1998; see also Young & Hugenberg, 2011).

COMPUTER SIMULATIONS

Some of the most straightforward evidence for a cognitive dissociation comes from 
person memory research. This research has shown that people have tendency to 
confuse people within groups with each other during retrieval—especially when 
the group membership is made salient. This has been shown most extensively us-
ing the “Who said what” paradigm, which we will use as our main example here 
(Gawronski et al., 2003; Klauer, Hölzenbein, Calanchini, & Sherman, 2014; Taylor 
et al., 1978; for an overview see Klauer & Wegener, 1998). In the learning phase of 
this paradigm, participants read statements made by several speakers who fall 
into two different social categories (e.g., male and female). In the test phase, the 
statements are presented again and participants need to select the correct speaker 
of the statement. 

It is a highly robust finding that participants tend to confuse members within 
groups (e.g., male speakers with other male speakers) more often than they con-
fuse members between groups (e.g., male speakers with female speakers)—espe-
cially when the group membership is made salient (Blanz, 1999; Gawronski et al., 
2003; Klapper, Dotsch, van Rooij, & Wigboldus, 2016; Klauer et al., 2014; Klauer & 
Wegener, 1998; Taylor et al., 1978; Van Twuyver & van Knippenberg, 1995). More 
importantly, multinomial processing tree (MPT) analyses showed evidence for a 
dissociation between two underlying cognitive components: one that distinguish-
es between individual speakers (individuation) and one that distinguishes the 
speakers at a group level (social categorization; Klauer & Wegener, 1998).

In the following, we aim to demonstrate that our framework can reproduce 
within group confusions and most importantly: MPT-based evidence of dissocia-
ble cognitive components.1 For this purpose, we conducted computer simulations 
of the connectionist mechanisms described in the previous section. The key aspect 
of our account of the person memory findings lies in the idea that the perceiver 
can learn an associative link between the statement and a specific individual (e.g., 
Peter) and/or an associative link between the statement and the social category of 
the speaker (e.g., male). If the perceiver learned exclusively a statement-category 
link (learning output) then the statement will activate the category, which then 
activates all speakers that are associated with that category (perception output). 

1. It is worth noting that these are not independent results. If the MPT analysis detects evidence 
of social categorization, this necessitates that there were more within group confusions than 
between group confusions. However, if there are more within group confusions than between group 
confusions, this does not necessitate that a cognitive dissociation is found, because the MPT analysis 
makes additional assumptions that can be false. To successively build up our conclusions, we analyze 
group confusions first and subsequently focus on the MPT analysis.
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This prevents between-category confusions but does not prevent within-category 
confusions. In contrast, if the statement is directly associated with the correct in-
dividual (e.g., Peter) then the statement will activate exclusively the correct indi-
vidual, causing correct recognition of the speaker of the statement. Importantly, 
whether the statement will be associated with the individual or merely the social 
category of this individual depends on the degree to which the individual and 
category nodes received external input during learning. Most importantly, because 
the effects of external inputs to individual and category nodes are independent 
of each other, an MPT analysis will show evidence of two dissociable cognitive 
components if applied to the simulated behavioral data. These ideas were tested 
in Simulations 1–4, which were implemented in R (R Core Team, 2017). Original 
scripts are available on Open Science Framework (osf.io/ade2h).

Our simulation of the “Who said what” paradigm required simulating two 
types of learning. First, we needed to simulate lifetime learning, which leads to a 
network that is already present before the participant begins with the “Who said 
what” task. Second, we needed to simulate the learning that takes place during the 
learning phase of the “Who said what” task. In the following, we describe the sim-
ulation of lifetime learning. Learning that takes place during the “Who said what” 
task was embedded with the simulation of specific test trials and is therefore de-
scribed in the procedure of Simulations 2–4 below. Unless specified otherwise, we 
followed the rule to set the external inputs of a node to the value 1 for properties 
that are currently perceived as present (e.g., the person is perceived as male), to the 
value -0.1 for properties that are not perceived as present (e.g., the person is not 
perceived as male), and to the value 0 for currently unobservable properties (e.g., 
the node male receives no external input because no person is perceived).2

SIMULATION 1: LIFETIME LEARNING

To simulate lifetime learning, we initialized a network of eight nodes that denote 
the identities of the speakers in a “Who said what” paradigm (I1–I8) and two cat-
egory nodes (C1 and C2). During their lifetime, people usually learn that some 
properties (e.g., the name “Peter”) are associated with certain social groups (e.g., 
male). To simulate this, we created eight learning inputs corresponding to eight 
observed people. In each of these learning inputs, one identity node (e.g., I3) and 
one category node (e.g., C1) had an external input of one (e.g., the person Peter who 
is male) while all other nodes had an external input of -0.1 (with added normally 
distributed noise; μ = 0, σ = 0.1). At the beginning of the learning simulation, all 
association weights were set to zero. Next, we updated the weights by applying 
Hebbian learning (see Appendix B for details) 1000 times to each of the eight learn-
ing inputs. An illustration of the average network structure that resulted from this 
simulation is depicted in Figure 4. A possible interpretation of this simulation is 

2. We assumed a larger absolute value for properties that are perceived as present based on 
research suggesting that absence is harder to detect than presence (Agostinelli, Sherman, Fazio, & 
Hearst, 1986). As such, it seems likely that absence is perceived with less certainty. 
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that perceivers learn during their life that (1) the names Peter, Carl, Jon, and Marc 
(I1–I4) are associated with male (C1), while (2) the names Jane, Maria, Lara, and Anne 
(I5–I8) are associated with female (C2). This constitutes the type of knowledge with 
which a participant enters an experiment. In the following three simulations, we 
simulated learning and speaker selection during the “Who said what” paradigm.

GENERAL PROCEDURE OF SIMULATIONS 2–4

Our simulations followed an iterative procedure where each iteration consisted 
of a simulation of learning in a particular learning trial and the selection of the 
speaker of the statement in the corresponding test trial. In recent applications of 
the “Who said what” paradigm (Gawronski et al., 2003; Klauer et al., 2014; Klauer 
& Wegener, 1998) participants were asked two questions in each test trial of the 
“Who said what” paradigm: (1) was the displayed statement shown during the 
learning phase, and if yes: (2) who said the statement? The results that we aimed 
to replicate were based primarily on the responses to test question 2 (Klauer & We-
gener, 1998). Therefore, we simulated exclusively the cognitive mechanisms that 
may underlie answering test question 2 (who said the statement?). Responses to 
test question 1 were set directly without simulating any cognitive process to en-
sure that we can apply the same analytical approach as in past research but with-
out complicating the simulations (Klauer & Wegener, 1998). 

Specifically, each iteration of our simulation started by setting with equal prob-
ability whether the statement considered in the iteration would be treated as a tar-
get statement (which was shown during the learning phase) or a distractor (which 
was exclusively shown during the test phase). Next, we directly set the response 
to test question 1 (was the statement shown during the learning phase?) with a 
constant probability to give a correct response (.8). If the response was “no,” the it-

FIGURE 4. The learning input and resulting network in the simulation of lifetime learning. 
During our simulation of lifetime learning, eight people were observed repeatedly which each 
excited one identity and one category node respectively (see grey arrows). This led to a network 
with excitatory category-individual links while category-category and individual-individual 
links were inhibitory (on average over simulated participants).
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eration was terminated (consistent with the design of past studies). If the response 
was “yes,” we next simulated a learning trial and used the resulting connectionist 
network to simulate the retrieval of the speaker in the corresponding test trial. 

To simulate a learning trial, we took the network that resulted from Simulation 
1 (i.e., lifetime learning; Figure 4) and added a statement node. Learning during a 
“Who said what” experiment was then simulated by applying our Hebbian learn-
ing mechanism a single time with the external input of the statement node set to 
one while sampling the external inputs of the corresponding identity node (e.g., 
I3) and social category node (e.g., C1) from normal distributions (for details see the 
descriptions of Simulations 2–4). All external inputs of other (non-observed) nodes 
were set to -0.1. Taken together, this simulated that participants read the statement 
on every learning trial (in line with instructions) but paid varying amounts of in-
cidental attention to the (group and individual) properties of the speaker. Conse-
quently, in some trials the simulated participants associated the statement with the 
specific identity of the speaker (e.g., I3 which could denote the name Peter) and in 
other trials the simulated participants associated the statement to the social cat-
egory of the speaker (e.g., C1 which could denote the category male; see Figure 5).

FIGURE 5. An illustration of the cognitive consequences of social categorization and individuation during 
learning trials of the “Who said what” paradigm. If the perceiver individuates the speaker, an association is 
learned between the statement and the identity of the speaker (e.g., the name). In contrast, if the perceiver 
categorizes the speaker, an association is learned between the statement and the category of the speaker (e.g., 
the sex). These associations have dissociable effects (correct speaker selection or within-category confusions 
respectively) during the test phase when the speaker needs to be retrieved based on the statement.
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Subsequently, we simulated the retrieval process in the corresponding test trial. 
The general idea was that the statement acts as a retrieval cue to retrieve the speak-
er of the statement. Speaker selection therefore depends on the associative links 
between the statement with the properties of the speaker. We simulated perception 
of the statement node by applying the connectionist perception mechanism with 
the external input of the statement node set to one and all other external inputs set 
to zero (i.e., reflecting that no person properties were observable at this moment). 
The individual node with the highest output activation was taken as the response 
in the test trial (i.e., the selected speaker).

Response frequencies of 50 simulated participants with 100 trials each were gen-
erated iteratively by repeating the procedure above 5000 times. To simulate several 
participants, we used the weights that resulted from Simulation 1 (lifetime learn-
ing) for 100 iterations (which can therefore be seen as trials performed by the same 
participant with one lifetime learning history) before applying Simulation 1 again 
to generate weights that were used for the next 100 iterations (i.e., to simulate a 
new participant with a different lifetime learning history). The response frequen-
cies that resulted from this iterative simulation procedure were analyzed with re-
gard to the difference between within-category and between-category confusions 
and also using the standard multinomial processing tree analysis for the “Who 
said what.” 

We programmed three versions in which we simulated the situations that per-
ceived speakers are encoded both as group members and individuals (Simulation 
2), perceived speakers are encoded exclusively as individuals (Simulation 3), and 
perceived speakers are encoded exclusively as group members (Simulation 4). The 
first purpose of these simulations was to reproduce the finding that people make 
more within-category than between-category errors dependent on how salient 
group properties are (Simulation 2). The second purpose was to reproduce evi-
dence of two underlying cognitive components based on an MPT analysis (Simu-
lations 3 and 4 compared to Simulation 2). Specifically, the standard MPT analysis 
estimates two parameters for social categorization (the probability of encoding 
category 1 and category 2 respectively) and two parameters for individuation (the 
probability of encoding the identity of an individual from category 1 and category 
2 respectively). For the present discussion, the critical question was whether the 
two social categorization parameters can be influenced relatively independent of 
the two individuation parameters (and vice versa) based on the external inputs to 
category and individual nodes. It is worth mentioning that the MPT analysis also 
makes a number of other assumptions (Klauer & Wegener, 1998), which are not 
of central interest here but which are also tested below through the fit of the MPT 
model with our simulation data. 

SIMULATION 2: CATEGORIZATION AND INDIVIDUATION

To simulate a situation in which both social categorization and individuation oc-
cur during learning trials, we sampled the external inputs of the identity node of 
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the correct speaker (μ = -0.1, σ = 1) and the category node of the correct speaker (μ 
= 2, σ = 1) from normal distributions with -0.1 as lower limit.3 This simulated vary-
ing amounts of attention to the identity and category of speakers during learn-
ing trials. Before we assessed confusions between speakers, we first corrected be-
tween-category confusions for their overall higher chance of occurrence (relative 
to within-category confusions) by multiplying their frequency with 3/4 (Klauer 
& Wegener, 1998). In line with past findings, the results of a paired samples t-test 
showed that within-category confusions (M = 17.68; SD = 3.68) occurred signifi-
cantly more often than (corrected) between-category confusions (M = 8.34; SD = 
2.48), t(49) = 14.63, p < .001.

Next and importantly, the standard MPT analysis was applied to the simulated 
data (Klauer & Wegener, 1998). The fit of the standard MPT model with the data 
was satisfactory, G2 = 0.54, df = 1, p = .463. The critical MPT parameter estimates 
and confidence intervals are depicted in Table 1. Importantly, both social catego-
rization and individuation parameter estimates and the lower boundaries of their 
95% confidence intervals were well above zero. Moreover, constraining the social 
categorization parameters to be equal to zero significantly reduced the model fit, 
G2 = 199.47, df = 2, p < .001.4 The same was true if the individuation parameters 
were constrained to be equal to zero, G2 = 133.78, df = 2, p < .001. Thus, according to 
these results both social categorization and individuation occurred in our simula-
tion. However, do the social categorization and individuation parameters capture 
two dissociable cognitive components? This was addressed in the next two simu-
lations in which we tested whether social categorization and individuation can be 
eliminated independently. 

SIMULATION 3: ONLY INDIVIDUATION

Simulation 3 was equivalent to Simulation 2 except that the external inputs of 
social category nodes were always set to -0.1. This simulated a situation in which 
participants did not perceive the speaker as a group member and therefore never 
encoded a statement-category link. As expected, the results of a paired samples 
t-test showed no significant evidence that within-category errors (M = 14.00; SD = 
3.69) occurred more often than (corrected) between-category errors (M = 13.53; SD 
= 3.19), t(49) = 0.64, p = .528. 

Next and importantly, the standard MPT analysis was applied to the data. The 
fit of the MPT model with the data was satisfactory, G2 = 0.41, df = 1, p = .523. The 
critical MPT parameter estimates and confidence intervals are depicted in Table 2. 

3. We set these means such that rates of correct speaker selection and within-category speaker 
confusions are relatively similar to those observed in past research (Klauer & Wegener, 1998). 
However, these means are relatively arbitrary in relation to the discussion above.

4. Setting the parameter values to the boundaries is somewhat problematic because it compromises 
the chi squared distribution of G2 (Self & Liang, 2017). Ideally, this situation requires a more elaborate 
analytic approach. However, due to the high statistical power derived from the extensive simulation 
data, the conclusions are the same for either analytic approach. For the sake of simplicity, we report 
the simpler analyses. 
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Most importantly, social categorization parameter estimates were virtually zero 
while individuation parameter estimates and the lower boundaries of the confi-
dence intervals were well above zero. Moreover, constraining the social categori-
zation parameters to be equal to zero did not significantly reduce the model fit, G2 
= 1.13, df = 2, p = .570, whereas constraining individuation parameters to be equal 
to zero significantly reduced the model fit, G2 = 60.13, df = 2, p < .001. Thus, accord-
ing to these results only individuation occurred in our simulation.

SIMULATION 4: ONLY CATEGORIZATION

Simulation 4 was equivalent to Simulation 2 except that external inputs of indi-
vidual nodes were always set to -0.1. This simulated a situation in which partici-
pants never construed a perceived speaker as an individual and therefore never 
learned a statement-individual link. As expected, the results of a paired samples 
t-test showed that there were significantly more within-category confusions (M 
= 20.10; SD = 4.29) than (corrected) between-category confusions (M = 9.77; SD = 
2.18), t(49) = 13.94, p < .001. Hence, simulating zero reliance on individuation did 
not eliminate the phenomenon that people systematically confuse speakers within 
categories, as one would expect. 

Next and importantly, the standard MPT analysis was applied to the simulated 
data (Klauer & Wegener, 1998). The fit of the MPT model with the data was satis-
factory, G2 = 1.59, df = 1, p = .208. The critical MPT parameter estimates and con-
fidence intervals are depicted in Table 3. Most importantly, social categorization 
parameter estimates and the lower boundaries of the confidence intervals were 
well above zero while individuation parameter estimates were virtually zero. 
Moreover, constraining the social categorization parameters to be equal to zero 
significantly reduced the model fit, G2 = 212.71, df = 2, p < .001, whereas constrain-
ing the individuation parameters to be equal to zero did not significantly reduce 
the model fit, G2 = 0.00, df = 2, p = 1. Thus, according to these results only social 
categorization occurred in our simulation.

Taken together, our simulations successfully reproduced the established empiri-
cal findings. First, they reproduced the finding that within-group confusions hap-
pen more often than between-group confusions and that this effect increases with 
category salience. Second and importantly, the simulations reproduced evidence 

TABLE 1. Critical Parameter Estimates and 95% Confidence Intervals (CIs) for Simulation 2

Parameter Estimate Lower CI Upper CI

c1 0.212 0.164 0.260

c2 0.147 0.100 0.194

d1 0.540 0.414 0.665

d2 0.502 0.382 0.621

Note. The parameters c1 and c2 are the probabilities of remembering members of category C1 and C2 respectively 
(individuation) and the parameters d1 and d2 are the probabilities of remembering the social category of members of C1 
and C2 respectively (social categorization).
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of two dissociable underlying cognitive components (social categorization and in-
dividuation). This suggests that our interpretation of social categorization and in-
dividuation as different inputs of the connectionist process is consistent with this 
evidence. Hence while dissociations based on an MPT analysis are conventionally 
referred to as “process dissociations,” they need not be: they may also reflect a 
dissociation between different types of inputs. Therefore, our single process syn-
thesis of social categorization and connectionist assumptions is compatible with 
the dissociation.

DISCUSSION

In the present article, we aimed to contribute to the coherence and conceptual inte-
gration of the person perception literature by addressing long-standing conceptu-
al issues. On the one hand, there is the influential assumption that people employ 
two processing strategies: categorization and individuation. This idea has helped 
substantially in explaining how people encode and memorize information about 
perceived people. Moreover, the idea that perceivers employ these two cognitive 
strategies is supported particularly by evidence of independent cognitive compo-
nents in person memory (among others). On the other hand, it has been pointed 
out that the categorization-individuation distinction is conceptually problematic 
and (single process) connectionist models have been proposed as an alternative. 
However, two questions have remained open. First, it has remained unclear how 
(single process) connectionist models can be reconciled with the categorization-in-
dividuation distinction in (dual process) social categorization models. As a result, 
it remained unclear whether both models can be true at the same time. Second, it 
remained unclear how connectionist models could account for evidence of two 
independent cognitive components in person memory without assuming dual 
processes (see Figure 1). 

Regarding the first question, we suggested that categorization and individua-
tion can be seen as two different types of inputs to a single connectionist process. 
Consequently, person perception can be a “dual-model” in the input (computa-
tional level) while being a “single-model” with regard to the employed processes 
(algorithmic level), making social categorization and connectionist models com-
patible. Regarding the second question, we argued that evidence of a cognitive 

TABLE 2. Critical Parameter Estimates and 95% Confidence Intervals (CIs) for Simulation 3

Parameter Estimate Lower CI Upper CI

c1 0.107 0.067 0.147

c2 0.099 0.059 0.139

d1 0.000 -0.151 0.151

d2 0.066 -0.080 0.212

Note. The parameters c1 and c2 are the probabilities of remembering members of category C1 and C2 respectively 
(individuation) and the parameters d1 and d2 are the probabilities of remembering the social category of members of 
C1 and C2 respectively (social categorization).
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dissociation can emerge not because of two different processes but because the 
connectionist process is applied to two different types of inputs. To support this 
argument, we showed in computer simulations that our interpretation of social 
categorization and individuation is consistent with relevant findings from per-
son memory research—most importantly, a dissociation between two cognitive 
components (social categorization and individuation). In these computer simula-
tions, we varied exclusively the input of the model while keeping the process part 
constant and showed that this was sufficient to replicate the cognitive dissocia-
tion. Overall, this leads us to conclude that social categorization and connectionist 
models (1) seem compatible with each other and (2) consistent with evidence of a 
cognitive dissociation. In the following, we will discuss how our framework can 
further help to bridge the social categorization and connectionist literatures and 
how it advances existing theories. 

INTEGRATION OF SOCIAL CATEGORIZATION AND CONNECTIONIST 
MODELS

Our framework may help the social categorization and connectionist literatures 
to inform each other more effectively in the future. First, social categorization 
research can inform connectionist models about input assumptions. Our simula-
tions can be seen as an illustration of this idea. By adjusting the input of our con-
nectionist models based on the theorizing in the social categorization literature, 
we were able to coherently explain key findings in the person memory literature. 
Other findings may be explained in a similar fashion. For example, Van Rooy, Van 
Overwalle, Vanhoornissen, Labiouse, and French (2003) presented a connection-
ist model that explained the phenomenon that grouping people (e.g., based on 
ethnicity) accentuates their perceived between-group differences. Essentially their 
model assumed that there are some nodes (which we would call category nodes) 
that are excited during the perception of any member of a social group. These 
nodes therefore became associated with the traits (e.g., likability) of the members 
of this group (e.g., an ethnic group), which subsequently accentuated judgements 
on the trait dimension (e.g., making the group members appear more likable). Our 
framework makes explicit that this connectionist explanation (and potentially oth-

TABLE 3. Critical Parameter Estimates and 95% Confidence Intervals (CIs) for Simulation 4

Parameter Estimate Lower CI Upper CI

c1 0.000 -0.039 0.039

c2 0.000 -0.041 0.041

d1 0.521 0.417 0.625

d2 0.402 0.281 0.524

Note. The parameters c1 and c2 are the probabilities of remembering members of category C1 and C2 respectively 
(individuation) and the parameters d1 and d2 are the probabilities of remembering the social category of members of C1 
and C2 respectively (social categorization).
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ers) can also be seen as a social categorization explanation. Future research may 
apply this integrative explanatory approach to other documented phenomena. 

Conversely, connectionist models may contribute to the social categorization lit-
erature by specifying the processes by which social categorization notions trans-
late into measurable phenomena (i.e., outputs). This idea converges with recent 
arguments that social categorization appears to be driven by a dynamic (e.g., con-
nectionist) process (Freeman & Ambady, 2011). An implication of this idea is that 
research on learning mechanisms in human cognition may shape the predictions 
of social categorization models. That is, dependent on the proposed connection-
ist learning mechanism (e.g., Hebbian learning), construing perceivers as either 
group members or individuals (i.e., learning inputs) may result in different as-
sociative networks, which lead to different predicted person perception outputs. 
According to this view, social categorization and connectionist models are natural 
extensions of each other that shed light on different aspects of the same underlying 
cognitive system.

THE INTERNAL COHERENCE OF SOCIAL CATEGORIZATION MODELS

The labels “social categorization” and “individuation” have not been defined un-
equivocally in past research and as a result these labels have been applied some-
what inconsistently (Cox & Devine, 2015; Kunda & Thagard, 1996; Quinn & Mac-
rae, 2005). In fact, some researchers have argued that the distinction is artificial 
and may be better avoided (Cox & Devine, 2015; Kunda & Thagard, 1996). Our 
framework provides steps to address this issue by providing a more formal in-
terpretation of the categorization-individuation distinction. Specifically, in our 
connectionist model social categorization constitutes mapping people onto repre-
sentations (e.g., male) that are generally mapped onto any member of some social 
group (e.g., any man) while individuation constitutes mapping people onto repre-
sentations (e.g., Peter) that are generally mapped exclusively onto that individual. 
This distinction was implemented in computer simulation, which addresses con-
cerns that the distinction is conceptually problematic: that is, the computer simu-
lation would not work if the conceptual distinction was not internally consistent. 

Our connectionist interpretation may also help to derive more unequivocal ex-
planations and predictions from social categorization models. For instance, it was 
theorized that memory confusions are caused by “social categorization” but it 
remained ambiguous what constitutes “social categorization.” For example, per-
sonality traits were often explicitly distinguished from “social categories” in past 
research (Fiske & Neuberg, 1990; Tajfel, 1969; Tajfel & Wilkes, 1963), which may 
cause a reader of the literature to believe that representing a person in terms of a 
personality trait (e.g., trustworthy) would not lead to the commonly found mem-
ory confusions (let alone a cognitive dissociation). In contrast, our framework and 
computer simulations suggest that all that is necessary for these memory confu-
sions to occur is that the perceiver maps several observed people onto the same 
mental representation—and there seems to be no a priori reason why mapping 
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several people onto the same personality trait (e.g., trustworthy) should be an 
exception. In line with this argument, we recently found evidence that memory 
confusions occur between (un)trustworthy looking faces and that these confusions 
occur more often when trustworthiness is made salient by instructions (Klapper, 
Dotsch, van Rooij, & Wigboldus, 2016). Moreover, a multinomial processing tree 
analysis showed evidence that two cognitive components were driving this phe-
nomenon: one that distinguishes between people based on their trustworthiness 
(social categorization) and one that distinguishes between individuals (individua-
tion). These findings were not clearly predicted from the past literature but follow 
naturally from our framework and computer simulations. 

This can also help to make more unequivocal predictions for future research on 
person memory. Although we discussed our computer simulations primarily as 
a model of the “Who said what” paradigm, the general logic of the simulations 
also applies to other memory contexts such as identifications of potential culprits 
though eye witnesses. In general, the simulation describes how a perceiver may 
recognize a previously perceived person (e.g., a speaker or culprit) based on a 
provided cue (e.g., a statement or crime). Consequently, our work has implica-
tions for the interpretation of witness testimony. Past research has demonstrated 
that people seem to rely more on categorization when perceiving other-race faces 
(relative to same-race faces) causing more memory confusions (Bernstein, Young, 
& Hugenberg, 2007; Hugenberg et al., 2007, 2010). The current work and recent 
evidence (Klapper et al., 2016) suggest that this phenomenon may be more gen-
eral. To give one possible example, suppose that a witness observed an untrust-
worthy looking person committing a crime and that this witness has a relatively 
strong tendency to categorize people into trustworthy and untrustworthy. In that 
case, the witness may falsely accuse an untrustworthy appearing suspect of being 
the culprit because of an increased tendency to confuse untrustworthy with other 
untrustworthy looking people. A consequence of this theoretical prediction is that 
testimony of witnesses who have a general tendency to categorize may gener-
ally (e.g., even if same-race faces are observed) produce more false positives than 
testimony of witnesses who have a tendency to individuate. Future research may 
further investigate such possibilities.

LIMITATIONS AND FUTURE RESEARCH

Our computer simulation (necessarily) adopts specific processing assumptions 
such as the Hebbian learning mechanism. As mentioned before, those details are 
not important to the general argument that social categorization and connection-
ist models are compatible in principle (with each other and with evidence of a 
cognitive dissociation) but it limits the degree to which that insight can be gen-
eralized to specific models in the literature (e.g., connectionist models with a dif-
ferent learning mechanism). Similarly, some social categorization theories make 
more specific assumptions (e.g., that individuation entails featural or more graded 
processing; Blair, Judd, & Chapleau, 2004; Brewer, 1988; Fiske & Neuberg, 1990). 
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Our computer simulations abstract away from such specific assumptions and may 
better be seen as a general framework based on a relatively global distinction be-
tween categorization and individuation. Future research may complement our 
work by exploring the compatibility of different theories using different process-
ing assumptions (e.g., learning mechanisms) and by adding more details to the 
categorization-individuation distinction (e.g., featural vs. holistic processing). In 
addition, future research can further test the framework by extending it to more 
specific findings such as the higher malleability of individuation to cognitive load 
(Klauer & Wegener, 1998) or effects of structural fit and situational relevance on 
categorization (Blanz, 1999; Van Twuyver & van Knippenberg, 1995). 

CONCLUSION

The idea that perceivers can construe other people as individuals (individuation) 
or group members (social categorization) has been highly influential in the social 
perception literature. Another influential idea is that social perception is driven 
by a dynamic connectionist process in which activation spreads via learned as-
sociations between internal representations. We presented a framework that syn-
thesizes these broad theoretical ideas and demonstrated how this framework can 
account for key evidence in the person memory literature. This framework aims 
to contribute to the coherence of the literature, provides conceptual bridges be-
tween the social categorization and connectionist literature, and helps to alleviate 
concerns that the categorization-individuation distinction is a conceptual artifact. 
Finally, we hope that our work can serve as a stepping stone toward more unified 
models of person memory and perception.
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APPENDIX A. MARR’S LEVELS

While Marr’s levels have been influential for decades, the exact interpretation of these 
three levels (computational, algorithmic, and implementational) has varied somewhat in 
the literature (McClelland, 2009). Our interpretation of Marr’s levels is consistent with re-
cent mathematical interpretations (Thagard & Verbeurgt, 1998; van Rooij & Wareham, 2012; 
van Rooij, Wright, & Wareham, 2010). To clarify our usage of Marr’s levels, we provide a 
brief explanation below with the main focus on the computational and algorithmic level. 

To begin with, consider a simplified explanation: while the computational level describes 
“objects” or “states,” the algorithmic levels describe active “events” that happen to these 
“objects.” In our coffee machine example, the objects are the coffee capsules, the water, and 
the cup (computational level) while the active events are pressing the water through the 
coffee capsule into the cup (algorithmic level). In a connectionist model, the main objects 
(or states) are nodes, activation levels of these nodes, association weights, and external in-
puts to the nodes (see Figure 3). These objects constitute (much of) the computational level. 
The algorithmic level is the active events that happen to these objects. In the connectionist 
model, the main events are (1) updating the activation levels based on external inputs, (2) 
updating the activation levels based on spread of activation via associations, and (3) con-
tinuous activation decay. These points belong to the algorithmic level because they describe 
what actively happens to the objects.

More formally, the computational level describes a function ƒ:I → 0 where I is the set of 
inputs, O is the set of outputs. A function is a mapping that defines which input i ϵ I belongs 
to which output o ϵ O. As such, the computational level entails three aspects: (1) what the 
input domain I is, (2) what the input domain O is and (3) how elements of the input do-
main are mapped onto elements of the output domain (→). The specification of the input 
domain I and output domain O is what we informally referred to as describing “objects” in 
the previous paragraph. This was oversimplified in the sense that the computational level 
also entails a mapping (→) from elements of the input domain to elements of the output 
domain. For example, a full computational level description of the coffee machine would 
not only describe the coffee capsule, water, and cup but also clarify which type of coffee is 
returned for which type of coffee capsule (e.g., that caramel coffee will be the output if a 
caramel capsule is provided as input and that a mocha coffee will be the output if a mocha 
capsule is provided as input or more generally that the returned coffee will have acquired 
the taste of the content of the coffee capsule). The latter constitutes the mapping. Similarly, 
an informal computational level description of the perception mechanism that we employ 
in the present article is that it takes initial activation levels, external inputs, and association 
weights (inputs), and returns final activation levels (outputs) such that an equilibrium is 
achieved between all forces that act on the activation of a node (mapping). However, the 
mapping aspect of the computational level is not directly relevant to the argument in the 
present article and so we have devoted less attention to it. Interested readers are referred 
to the work of Thagard and Verbeurgt (1998) or McClelland and Rumelhart (1989) for more 
detailed computational level descriptions of connectionist models. For the purpose of the 
present article, it suffices to think of the computational level of a description of objects and 
their properties or more mathematically the input domain I and the output domain O. 

What is the algorithmic level? Simply put, the algorithmic level is the algorithm that de-
rives the outputs from the inputs. In programming, the computational level constitutes the 



242	 KLAPPER ET AL.

documentation of a function (“the function takes x and returns y”) while the algorithmic 
level constitutes the algorithm (/code) behind the function. Especially, input and algorithm 
are relatively easy to distinguish in computer code. For example, our computer simula-
tions employ two main functions: the learning and the perception function. Both of these 
functions take inputs (part of the computational level), which are defined between brackets 
in the first line of the definition of the function (although some of them were hard coded 
because they were not of interest here). Below this line one can find various lines of code 
(algorithmic level), which constitute the algorithm that is applied to these inputs. 

Based on this outline of the computational and algorithmic level in our computer simula-
tions, we can describe the main argument of our article in more general terms. A key point of 
our argument is that the “process” dissociation (i.e., a dissociation at the algorithmic level) 
shown through MPT modeling need not to be interpreted as a process dissociation but may 
alternatively be seen as an input dissociation (i.e., a dissociation at the computational level). 
In the language of a programmer, this claim sounds as follows: it is not necessary to vary 
the algorithms in the computer simulations in order to reproduce the MPT dissociation. 
Instead, it suffices to keep the algorithms constant and vary two different parts of the inputs 
(i.e., what is entered between the brackets of the function). In our case, this entailed varying 
the external inputs to nodes while keeping the learning and perception algorithms constant. 
We hope that this helps to clarify the distinction between computational and algorithmic 
level and how that distinction maps onto our argumentation and computer simulations.

Finally, what is the implementational level? Essentially, the implementational level de-
scribes the inputs, outputs, and the algorithm in terms of physical entities. For example, 
saying that the brain adds two numbers x and y constitutes an algorithmic level description 
while saying that the brain adds two number x and y by feeding the firing rate x of neuron 
1 and the firing rate y of neuron 2 into the same neuron constitutes an implementational 
level description. As such, whether a model belongs to the algorithmic or implementational 
level depends on whether the model describes the algorithm in terms of physical entities or 
merely abstractly without a clear mapping onto physical entities in the world. 

Some readers may feel that connectionist models may better be placed at the implemen-
tational level given that they seem conceptually close to neural networks in the brain. We 
take a neutral position on this point. Although connectionist models certainly resemble 
neural networks in the brain, the exact mapping onto neural processes is usually left open. 
In addition, there are other models, which are considerably closer to neural networks in the 
brain than the connectionist model we employ (e.g., Schröder & Thagard, 2013). As such, 
whether connectionist models should be situated at the implementational level is some-
what debatable. More importantly though, whether the connectionist model belongs to the 
implementational level is not essential for the present article. Our unification works if the 
“dual process” part of social categorization models (i.e., the categorization-individuation 
distinction) is situated at a different level than the “single process” part of connectionist 
models. Our proposal is to situate the “dual part” at the computational level and situating 
the “single part” at either the algorithmic or the implementational level would enable social 
categorization and connectionist models to be compatible. As such, situating connection-
ist models at the implementational level would not change the conclusions of the present 
article.
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APPENDIX B. FORMAL DETAILS OF COMPUTER SIMULATIONS

Learning Mechanism. Learning starts with a set of nodes with weighted links between 
the nodes. The strength of a link between two nodes i and j is represented by a numerical 
weight wij. At the onset of learning all weights are set to zero. Next, weights are updated 
iteratively based on a set of stimuli that constitutes the learning input. Each stimulus in 
this learning input is formally represented by a vector of external inputs exti for each node 
i in the network. We used the standard Hebbian learning algorithm for auto-associators by 
Rumelhart and McClelland (1989) to update the association weights based on the external 
inputs. Specifically, weights were updated by applying the following learning rule:

Dwij = h * exti * extj

where h is the learning rate, exti is the external input of node i and extj is the external input 
of node j. In all simulations, the learning rate was h = 0.01, which is a standard value (Free-
man & Ambady, 2011; McClelland & Rumelhart, 1989). Weights of self-connections were 
permanently set to zero (wii = 0).

Perception Mechanism. Our formal implementation of the person perception mechanism 
adopts standard connectionist assumptions (Freeman & Ambady, 2011; McClelland, 1991; 
McClelland & Rumelhart, 1989; Rumelhart, Hinton, & McClelland, 1986). Each node in the 
network had a numerical activation level, which was initially set to zero. The activation of 
each node i was then updated iteratively based on its net input. The net input of node i is 

Swij * 0j + exti + ε0.01 

where wij is the association weight between node i and j, oj is the output of node j, exti is the 
external input of node i, and e0.01 is normally distributed noise with a mean of 0 and stan-
dard deviation of 0.01. The latter reflects the noisy conditions under which the brain pro-
cesses information (see also Freeman & Ambady, 2011). The output of node j is the amount 
of positive activation of node j:

oj = max(aj,0)

where aj is the activation of node j. In other words, if the activation of a node be-
comes negative, it does not spread activation to other nodes. This is a common as-
sumption in connectionist models of this type (Freeman & Ambady, 2011; Mc-
Clelland, 1991; Rumelhart et al., 1986). Once the net input for all nodes had 
been computed, the activations of all nodes were updated in parallel as follows: 

If neti > 0:
Δ αi = I(M–αi)ai–D * αi
If neti ≤ 0:
Δ αi = I(αi–m) ai–D * αi

 
where M and m are the maximum and minimum activations respectively, I is a constant that 
scales the effect of the net input on the activation of the node, and D is a constant that scales 
the tendency of activations to decay to zero. In all simulations, we used the standard values 
M = 1, m = -0.2, D = 0.1, and I = 0.4 (Freeman & Ambady, 2011; McClelland, 1991; Rumel-

j
neti=
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