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A Time for a Crime:
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Abstract
Objectives: This article examines to what extent repeat offenders’ crime
location choices are conditional on the timing of the offenses within the week
and within the day. Extending crime pattern theory, we argue that offenders
acquire time-specific rather than general knowledge of their environment.
We hypothesize that offenders are more likely to offend in previously tar-
geted areas at similar than at different days and times. Methods: Data on
12,639 offenses committed by 3,666 repeat offenders in the Netherlands are
analyzed using discrete spatial choice models. Results: Offenders are most
likely to offend in areas they already targeted before at similar parts of the
week and similar times of the day, especially when the previous offense was
committed on exactly the same weekend day or weekday and at the same
hour of day. Offenders are less likely to return to previously targeted areas
at different times of the week and day, and least likely to offend in areas they
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never targeted before. The effects were stronger for the same than for
different types of crime. Conclusions: Assessing cyclic time patterns in crime
location choice not only enhances our understanding of spatial criminal
decision-making, but could also improve predictive policing methods.

Keywords
crime location choice, repeat offenders, crime pattern theory, time-specific
awareness space, discrete spatial choice models

Introduction

Criminologists have long been interested in the question where offenders

commit crimes. Several decades of research on the geography of crime have

shown that initial criminal victimization is associated with a higher risk of

being targeted again within a short period of time (e.g., Bowers and Johnson

2005; Farrell, Phillips, and Pease 1995; Morgan 2001). In the repeat victi-

mization literature, these findings are often explained by a tendency of

offenders to return to previously targeted areas (Ashton et al. 1998; Ber-

nasco 2008; Everson 2003; Johnson, Summers, and Pease 2009). Two

recent studies tested this explanation using an offender perspective (Ber-

nasco, Johnson, and Ruiter 2015; Lammers et al. 2015). Following crime

pattern theory (Brantingham and Brantingham 1981; Brantingham and

Brantingham 2008), the authors argued that offenders learn where to offend

based on their past experiences with criminal risks, rewards, and opportu-

nities. Both studies showed that offenders’ prior crime locations indeed

strongly influenced their subsequent crime location choices (see Bernasco

et al. 2015; Lammers et al. 2015).

Importantly, both crime pattern theory and related empirical research are

mainly concerned with offenders’ spatial choices of where to commit crime

but barely address the timing of those choices. Almost all crime location

choice studies that used the discrete choice approach (for an overview, see

Ruiter 2017) have paid little to no attention to the timing of spatial criminal

decision-making within the week or day (for an exception, see Bernasco,

Ruiter, and Block 2017). However, why would an offender have knowledge

about whether a place is attractive for robbery at night, when he or she

previously targeted the area during the day? What does an offender know

about the attractiveness of potential burglary targets in an area on Sunday,

when he or she only passes through the area on Monday to Friday? Previous
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spatiotemporal studies outside the crime location choice framework already

showed the importance of cyclic time patterns across weeks (e.g.,

Andresen and Malleson 2015; Johnson, Bowers, and Pease 2012) and

over the course of the day (e.g., Haberman and Ratcliffe 2015;

Sagovsky and Johnson 2007). In the present study, we argue that offen-

ders’ knowledge about the attractiveness of potential target areas applies

to specific times and so differs over the seven days of the week and the

24 hours of the day. We thus extend the theoretical and empirical

models of Lammers et al. (2015) and Bernasco et al. (2015) by inves-

tigating to what extent the timing of previous and subsequent offenses

within the week and within the day influences the chance an offender

returns to a previously targeted area.

This study contributes to the geography of crime research in three

ways. First, we extend Brantingham and Brantingham’s (1981; 2008)

crime pattern theory by arguing that offender awareness spaces are not

static over the week or day but rather time-specific. Ignoring temporal

variations in offenders’ spatial knowledge, previous research implicitly

assumed that offenders could commit offenses at any time and day in all

possible places within their awareness space. However, awareness

spaces in crime pattern theory should be conceptualized as time-

specific instead of time-invariant. Second, in contrast to repeat victimi-

zation studies, the present study addresses temporal aspects of criminal

target selection within the week and day from an offender’s perspective,

thus trying to understand where offenses are committed by looking at

those who are ultimately responsible for deciding where and when

crime occurs. The only study so far that examined offenders’ target

location choices for different time intervals (Bernasco et al. 2017) did

not take offenders’ crime histories into account, let alone compare the

time and place of multiple offenses committed by the same offenders.

Third, by comparing the crime types of previous and subsequent

offenses, we also provide more insight into the influence of more gen-

eral versus crime type–specific knowledge on the decision to target a

particular area at a certain day and time. Most previous crime location

choice studies only looked at one offense per offender, often also of a

specific type (for an overview, see Ruiter 2017), without taking into

account that offenders actually might have a history of offenses of

similar or different types which influences their subsequent decision-

making. We examine the timing of offenders’ crime location choices

using offenses with a clear geographic location, such as robbery, bur-

glary, theft, and assault.
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Theoretical Framework

Answering the question to what extent repeat offenders’ crime location

choices are time-specific requires research aimed at understanding offen-

ders’ spatial criminal decision-making. Two theoretical perspectives are

dominant in the crime location choice literature (see Bernasco and Ruiter

2014; Ruiter 2017): the rational choice perspective and crime pattern the-

ory. According to the rational choice perspective, offenders are goal-

oriented decision-makers who evaluate the expected costs (e.g., risk of

apprehension, obstacles to reach a target) and benefits (e.g., material and

symbolic rewards) of potential target areas and choose the target area that is

believed to bring them closest to their goals (Bernasco, Block, and Ruiter

2013; Clarke and Cornish 1985). Crime pattern theory also stresses that

offenders’ crime location searches are far from random. The theory asserts

that everyone develops a so-called awareness space, which consists of

major routine activity nodes, like the home, work, leisure activity locations,

and the travel paths that connect them (Brantingham and Brantingham

1981). According to crime pattern theory’s geometry of crime, offenders

would commit crimes at locations where the distribution of attractive

opportunities for crime overlaps with their personal awareness spaces

because they have limited knowledge of locations and the potential risks

and rewards involved outside these mental boundaries (Brantingham and

Brantingham 2008). Bernasco (2010) conceptualized the awareness space

more dynamically by not only including areas around contemporaneous

activity nodes and the travel paths between them but also those that used

to be part of one’s activity space in the recent past. He showed that offen-

ders are indeed more likely to commit crimes in areas where they used to

live than in comparable areas in which they had never lived.

In the repeat victimization literature, it has often been suggested that

victims of crime have an increased risk of being victimized again because

offenders would return to the same targets (e.g., Ashton et al. 1998; Ber-

nasco 2008; Everson 2003; Johnson et al. 2009). In line with crime pattern

theory, it is argued that offenders’ experiences during previous offenses

provide them with valuable information about the attractiveness of the

target area, which is used in future criminal decision-making (Bernasco

et al. 2015; Lammers et al. 2015). Examples include the accessibility of a

particular target area, the existence of possible escape routes, and the

absence or presence of potential guardians. In all crime location choice

studies so far, it has implicitly been assumed that any spatial knowledge

acquired would be useful for committing offenses irrespective of their
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timing. However, when offenders learn about criminal opportunities from

previous offenses, their knowledge about the attractiveness of previous

target areas might not apply equally to all situations. As the potential risks

and rewards involved during the week might be quite different from those

during the weekend, offenders’ knowledge about the spatial environment

that stems from a previous crime event might not be directly related to what

the situation is like at an entirely different part of the week. Moreover, why

would an offender have knowledge about whether a place is attractive for

crime at night, when he or she has previously only targeted the area during

the day?

To incorporate time specificity more explicitly in crime pattern theory,

the term awareness space needs an even more dynamic conceptualization

than the extended version as proposed by Bernasco (2010). He argued that

“it takes time to become familiar with new places and routes as well as to

forget former ones” (p. 393). This acknowledges the effects of time passing

on spatial knowledge, but we suggest that not only such linear but also

cyclic time patterns should be incorporated. Although people can to some

extent infer time-invariant information regarding the places visited, some

information will only be applicable to the specific time of day and day of

week. Therefore, we suggest that people actually have a time-specific

awareness space that relates their spatial knowledge to the time of day and

day of week they visit the areas. Offenders would thus acquire time-specific

knowledge about the potential costs and benefits associated with a specific

crime location. Anecdotal evidence from a qualitative study on residential

burglars illustrates the point:

I always go back [to the same places] because, once you been there, you

know just about when you been there before, and when you can go back.

And every time I hit a house, it’s always the same day [of the week] I done

been before cause I know there ain’t nobody there. (Offender #51; Wright

and Decker 1994:69)

Hence, in the process of learning where to commit crime, we argue that

the timing of previous offenses is also important. If an offender targeted a

particular area at a specific part of the week or time of the day, the knowl-

edge acquired about that area best applies to exactly that time period. For

that reason, we expect that repeat offenders target areas they know to be

attractive mainly at those days or times their knowledge applies. Moreover,

we expect this learning effect to be the highest when both days and times are

most similar. Following that offenders are more likely to commit a crime in

542 Journal of Research in Crime and Delinquency 55(4)



an area where they have already offended before than in otherwise compa-

rable areas where they have not offended before (see Lammers et al. 2015),

our hypotheses read as follows:

Hypothesis 1a: Offenders are more likely to commit crime in areas

they previously targeted at similar parts of the week than in areas

where they had already offended before at different parts of the week.

Hypothesis 1b: Offenders are more likely to commit crime in areas

they previously targeted at similar times of the day than in areas where

they had already offended before at different times of the day.

Hypothesis 1c: Offenders are more likely to commit crime in areas

they previously targeted when both days and times are similar than in

areas where they had already offended before when days and times are

different.

These first hypotheses are ignorant about the type of crime. Although

crime pattern theory provides a generic explanation for where offenders

commit crime, opportunity structures for different types of crime clearly vary.

Consider the example of an offender who committed a burglary in a certain

area. By doing so, the offender acquired knowledge about characteristics of

the area that might be relevant for future burglaries such as levels of home

occupancy in the area (Coupe and Blake 2006) and whether neighbors that

could oversee the property were at home at the time of the offense (Rengert

and Wasilchick 2000; Wright and Decker 1994). This knowledge is obvi-

ously time-specific and might be valuable information when the offender

decides to commit another burglary, but it is probably less useful when the

offender decides to commit another type of crime because home occupancy

might not be a relevant factor that makes an area attractive for the other type

of crime. Different types of crime simply require different knowledge about

the opportunity structures (Lammers et al. 2015). Hence, we argue that

offenders acquire crime-specific time-specific knowledge about the attractive-

ness of potential targets in an area. This leads to our second hypothesis that

conditions Hypothesis 1c with respect to the type of crime:

Hypothesis 2: Offenders are more likely to commit crime in areas

where they previously committed the same type of crime at similar

days and times than in areas where they committed a different type of

crime at similar days and times.
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Data and Method

To study the impact of the timing of offenses on repeat offenders’ crime

location choices, an approach is needed that enables to explain why an

offender commits crime at certain locations and which factors influence

these choices. First introduced in the geography of crime by Bernasco and

Nieuwbeerta (2005), discrete spatial choice models are well-suited to

analyze such offender decision-making. These models allow the researcher

to simultaneously assess the impact of offender characteristics (e.g., resi-

dential and offending histories) and characteristics of crime location

alternatives (e.g., attractiveness of target areas) on the spatial criminal

decision-making process. These models overcome important shortcomings

of earlier approaches to the study of crime location choice that focused

exclusively on either the offender (Gabor and Gottheil 1984; Hesseling

1992) or potential targets (Hakim, Rengert, and Shachmurove 2001;

Sampson and Groves 1989; Velez 2001).

Discrete choice models distinguish four elements of a choice situation:

the decision-maker, alternatives, attributes of the alternatives, and a deci-

sion rule (Ben-Akiva and Bierlaire 1999). In our case, the decision-maker is

the offender who chooses a crime target area from a set of alternative target

location areas that are mutually exclusive and collectively exhaustive.

According to the decision rule, the offender chooses the alternative that

maximizes the expected utility based on the attributes of the alternatives

(Bernasco and Ruiter 2014; Ruiter 2017). Hence, offenders commit crime in

those areas where they expect the rewards of crime to be highest, the risks

lowest, and the least effort needed. In the present study, the alternatives

represent the 142 different four-digit postal code areas of the study region,

the greater The Hague area in the Netherlands. The area comprises of nine

municipalities around—and including—the city of The Hague, the third

largest city in the Netherlands. These postal code areas have an average

population of approximately 7,000 residents and an average area size of

about 2.96 km2 (Lammers et al. 2015). In previous studies, it was argued

that four-digit postal code areas are well-suited for crime location choice

research, as these administrative areas were constructed in such a way to

have minimal travel restrictions for postal delivery services that usually

travel on foot or bicycle (Bernasco 2010:398). Hence, most people who

live in or regularly visit an area should be familiar with that area. Besides,

most previous crime location choice studies analyzed areas of a similar size

(e.g., Bernasco and Nieuwbeerta 2005; Clare, Fernandez, and Morgan

2009; Townsley et al. 2015).
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Data Sources

Information on offenders and their offenses was obtained from the Dutch

Suspect Identification System (in Dutch “Herkenningsdienstsysteem

[HKS]”) used by The Hague Police Service. In HKS, Dutch police system-

atically recorded reports about suspects of serious types of crimes. It contains

information on offender characteristics such as gender and age, as well as

type, date, time, and location of their offenses. Although suspects who were

charged with a crime were not necessarily convicted, approximately 90 per-

cent of all suspects were found guilty at a later stage (Besjes and van Gaalen

2008; Blom et al. 2005). As the repeat offenders of our study population were

charged with more than one offense, the percentage of conviction might be

even higher for this group. The second source is a nationwide citizen infor-

mation system, called BRP (in Dutch: “Basis Registratie Personen”). BRP is

continuously updated with information on all residents of the Netherlands

such as residential addresses and histories. Hence, these data provide valuable

measures for offenders’ current and past residential locations. In order to

control for several important target area characteristics, the main data set

was further supplemented with contextual data from two sources that con-

tained year-specific information. First, for all Dutch postal code areas, Sta-

tistics Netherlands provides demographic and socioeconomic census-like

statistics on a regular basis. Second, the LISA database (in Dutch: “Landelijk

Informatiesysteem Arbeidsplaatsen”) was used to obtain data on a variety of

businesses and facilities in the Netherlands including bars, restaurants, super-

markets, retail stores, schools, and several leisure facilities (see Steenbeek

et al. 2012).

Sampling Procedure

As this research extends the study of Lammers et al. (2015), it uses the same

sample. From all suspects in the registration data of The Hague Police

Service with at least one offense in 2009, a random sample of 10,000

suspects was drawn, and their registered offenses in the period 2006 to

2009 were obtained. In addition, their offense histories with a maximum

of three years prior to these 2006 to 2009 offenses were included, thus

ranging from 2003 to 2009. The following selections were made to obtain

the final sample, consisting of repeat offenders who committed at least two

crimes within a period of three years in the study area and who also lived in

the area at the time of the offense. First, 4,244 single offenders were

excluded because they had no crime history and consequently do not belong
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to our target population of repeat offenders. Second, 1,993 individuals did

not have a known residential address within the study area or committed

one of their offenses in a region outside the study area or study period.

Third, 92 individuals were not involved in a felony and 5 individuals were

younger than 12 years of age in 2009, and Dutch criminal law does not

allow criminal prosecution under the age of 12. This results in a sample of

3,666 offenders who altogether committed 12,639 repeat offenses in one of

the 142 potential target areas between 2006 and 2009 and who at least had

committed one prior offense in the three years before.

Dependent Variable

The dependent variable represents the choice outcome, that is, the target

area the offender has selected from the set of alternative areas. As all

offense locations were geocoded and allocated to one of the 142 postal

codes in the study area, the dependent variable describes the choice for a

particular postal code from all 142 potential alternatives in the greater The

Hague area. Several offenders had multiple repeat offenses during the study

period (2006 to 2009), on average 3.45 offenses per offender. We used all

these repeat offenses to test our hypotheses.

Independent Variables

In order to operationalize the main independent variables, all recorded

offenses that offenders committed up to three years prior to each 2006 to

2009 offense were also geocoded and allocated to one of the 142 postal code

areas. For each offense and the associated 142 alternative postal code areas, it

is indicated whether the offender had committed a prior offense in that

particular postal code in the previous three years. In the next paragraphs, the

time variables that are constructed from these offense histories are described

in more detail. If an offender committed several previous offenses in the three

years prior to the 2006 to 2009 offense, all offenses were taken into account

for the independent variable construction. In cases where the offender com-

mitted an offense on the exact same date as the previous offense (about 6

percent of the sample), one of the two offenses was randomly retained.

Because there is no a priori best way to operationalize time similarity within

the week and within the day, we used different temporal classifications to test

which was most influential: (1) week-weekend differences, (2) differences by

specific day of the week, (3) part of day differences (e.g., morning vs. after-

noon), and (4) differences by specific hour of day.
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Timing of crime within the week. In order to test Hypothesis 1a, several vari-

ables were constructed based on the recorded offense dates. As routine

activities vary between the weekend and workweek but also within, five

different variables were created that represent all possible combinations:

offenses committed during the same part of the week (i.e., week-week or

weekend-weekend) versus a different part of the week (i.e., week-weekend

or weekend-week) and at the same versus a different day of the week. First,

the dichotomous variable previous crime location on same weekday (1 ¼
yes; 0 ¼ no) was constructed to indicate whether the offender had commit-

ted a prior offense in a particular postal code during the exact same work-

week day (Monday, Tuesday, Wednesday, Thursday, or Friday) as the

subsequent offense. For example, a particular area received a score of 1

if the previous offense had been committed in that area on a Tuesday and a

subsequent offense was also committed on a Tuesday. Previous crime

location on different weekday (1 ¼ yes; 0 ¼ no) was created similarly, the

only difference being that the subsequent crime was committed on a dif-

ferent day of the workweek. In a similar manner, the dichotomous variables

previous crime location on same weekend day (1 ¼ yes; 0 ¼ no) and

previous crime location on different weekend day (1 ¼ yes; 0 ¼ no) were

constructed. With regard to the latter, for example, a particular target area

was assigned a score of 1 if the previous offense was committed in the area

on a Saturday and the subsequent offense on a Sunday. Lastly, the dichot-

omous variable previous crime location on different week part (1¼ yes; 0¼
no) indicated whether the offender had committed a previous offense in a

particular area during a different part of the week (i.e., week-weekend or

weekend-week)—and therefore automatically on a different day of the

week—compared to when the subsequent offense was committed.

Timing of crime within the day. For testing Hypothesis 1b, different variables

were constructed based on the recorded offense times. First, the dichoto-

mous variables previous crime location with a . . . hour difference (1 ¼ yes;

0 ¼ no) were created, ranging from zero hours, one to two hours, three to

five hours, and greater than six hours difference. These variables indicated

whether the offender had committed a previous offense in a particular postal

code at the same or a different time of day, and if different, how much so.

Subsequently, four six-hour intervals were defined: morning (6 a.m. to

noon), afternoon (noon to 6 p.m.), evening (6 p.m. to midnight), and night

(midnight to 6 a.m.). The four hour-difference variables were subdivided

for previous and subsequent offenses that were committed on the same

daypart (i.e., both in the afternoon) and for offenses that were committed
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on a different part of the day (see Table 1 for the complete list of variables).

For example, if the previous offense was committed in a particular postal

code at 8 p.m. and the subsequent offense at 5 a.m., a score of 1 was

assigned to the variable previous crime location on different daypart with

a greater than six-hour difference. If both offenses were committed at

exactly the same time of day, a score of 1 was assigned to the variable

previous crime location on same daypart with a zero-hour difference.

Because all dayparts consist of six-hour time periods, the variables previous

crime location on same daypart with a greater than six-hour difference and

previous crime location on different daypart with a zero-hour difference can

only score a 0 and are therefore left out of the analysis.

Timing of crime within the week and day combined. After separately testing the

effects of the specific week parts, days of the week, dayparts, and hours of

the day, a combined model was estimated to examine whether offenders are

more likely to offend in a previously targeted area when both the timing

within the week and within the day are more similar to that of the previous

offense. For example, would an offender who already committed a crime in

a certain area at 12 p.m. on Saturday be more likely to strike there again on

another Saturday at 12 p.m. than on a totally different part of the week and

day? Based on the findings from the models in which separate time-specific

effects were estimated (see models 1 and 2 in Table 2), the most distinctive

temporal categories of timing within the week and timing within the day

were used to construct the temporal classification that combined timing

within the week and day: previous crime location on . . . with a . . . hour

difference (see model 3 in Table 3).

It is important to note that the date and time of the offenses in the Dutch

police records were listed as start and end dates and times. For about one-

fifth of the offenses, the start and end dates and/or times were different,

ranging from very small differences within the hour to major differences

within the week. This is most likely due to the fact that for some types of

crime (e.g., residential burglaries), the victim is generally not present at the

time of the offense and can therefore not reliably report on the exact timing

of the offense (Ratcliffe 2002). Also, the nature of certain offenses naturally

leads to larger time periods than one single point in time. The end dates and

times were used to construct the time variables used in the analysis. These

recordings are expected to yield the most accurate information because a

crime can only be determined after it is committed. As a robustness check,

the analyses were repeated with a sample that only consists of the 9,235

offenses committed by 3,187 offenders, for which exact dates (i.e., no
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differences between the starting and ending date) and times (i.e., no differ-

ences between the starting and ending hour) were recorded.

Type of crime. For the test of Hypothesis 2, the dichotomous variables

previous crime of the same type (1 ¼ yes; 0 ¼ no) and previous crime

of a different type (1 ¼ yes; 0 ¼ no) were created to indicate whether the

previous offense was of the same or different crime type as the subsequent

offense. The crime types were based on the classification scheme as used

by Statistics Netherlands (2014): violence, property, vandalism, traffic,

environmental, drugs, weapons, and other types of crime. These variables

were interacted with the time variables as used in the combined model (see

model 4 in Table 3).

Control Variables

Several control variables were included in the analysis as they were

expected to influence crime location choice and are possibly also related

to our study variables. Table 1 shows summary statistics for the offense-

alternative and potential target area characteristics. First, we control for

offender’s current or former residence (1 ¼ yes; 0 ¼ no) and distance from

current residential area to the target area alternatives (ranging from 0.2 to

27.4 km). Offenders are assumed to have more knowledge on areas that are

closer to their homes than on areas further away (Bernasco 2010; Bernasco

and Kooistra 2010). Bernasco (2010) showed that offenders were more

likely to commit crime in an area where they were living at the time of

or before the offense than in otherwise comparable areas. Therefore, all

home addresses inside the study area were geocoded and allocated to 1 of

the 142 postal code areas. Euclidian distances between the centroids of the

offender’s current residential postal code area and each alternative postal

code area were used. Distances of zero (i.e., the offender’s own residential

postal code area) were replaced by the average distance between two ran-

dom points in that postal code area, approximated by .49 times the square

root of the size of the area in square kilometers (see Lammers et al. 2015).

Furthermore, previous studies have shown that several target area charac-

teristics, such as indicators of guardianship or crime attractors and generators,

affect crime rates (e.g., Bernasco and Block 2011; Bernasco and Nieuwbeerta

2005; Cohen and Felson 1979). The following target area characteristics from

Statistics Netherlands were taken into account: proportion of residents with a

non-Western background (ranging from 0 to 1), proportion of single-person

households (ranging from 0 to 1), and population density, calculated by
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Table 1. Summary Statistics of Offense-alternative Characteristics for 12,639
Repeat Offenses Committed by 3,666 Offenders (N ¼ 1,787,105) and Characteris-
tics of the Potential Target Areasa (N ¼ 142).

Variable
Mean/

Proportion
Standard
Deviation Min. Max. N

Timing of crime within the week
Previous crime location on

Same weekend day 0.002 — 0 1 1,787,105
Different weekend day 0.001 — 0 1 1,787,105
Same weekday 0.003 — 0 1 1,787,105
Different weekday 0.009 — 0 1 1,787,105
Different week part 0.010 — 0 1 1,787,105

Timing of crime within the day
Previous crime location on

Same daypartb with
0 hour difference 0.003 — 0 1 1,787,105
1-2 hour difference 0.005 — 0 1 1,787,105
3-4 hour difference 0.002 — 0 1 1,787,105

Different daypart with
1-2 hour difference 0.002 — 0 1 1,787,105
3-4 hour difference 0.005 — 0 1 1,787,105
>6 hour difference 0.009 — 0 1 1,787,105

Control variables
Current or former residence 0.012 — 0 1 1,787,105
Distance from current residential area 7.942 4.667 .172 27.338 1,787,105
Proportion of non-Western residents 0.189 0.183 0 0.875 142
Proportionof single-person households 0.391 0.147 0 0.693 142
Population density (per 1,000) 6.338 6.395 .023 42.844 142
Number of employees (per 1,000) 3.440 3.554 .002 20.520 142
Retail business (per 10) 5.645 5.806 0 36.400 142
Hotels, restaurants, and bars (per 10) 2.258 3.049 0 21.100 142
Schools (per 10) 1.254 0.722 0 3.800 142
Health-care facility (per 10) 1.459 1.254 0 7.400 142
Cultural facility (per 10) 1.618 1.117 0 22.500 142
Sports and leisure facility 4.107 3.230 0 18.000 142

aTarget area characteristics were calculated as the average for the years 2006 to 2009. Infor-
mation from one postal code area (2643, “Pijnacker”) was missing for the years 2006 to 2008
(N ¼ 7,633) because it only became a residential area by the year 2009. The averages for that
postal code area were thus exclusively based on the year 2009. Therefore, the final data set
contains 1,787,105 offense-alternative cases; for the year 2009, we have 142 alternative postal
code areas and for all other years 141. bFour equally divided dayparts ranging from morning
(6 a.m.-noon), afternoon (noon-6 p.m.), evening (6 p.m.-midnight), and night (midnight-6 a.m.).
Because the four different dayparts consist of six-hour time periods, the variables previous
crime location on the same daypart with a greater than six-hour difference and previous crime location
on different daypart with a zero-hour difference do not yield any scores and are therefore left out
of the table.
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dividing the number of residents in each postal code by its surface in square

kilometers. Using information from the LISA database, we also controlled for

the number of employees and several variables that count the presence of a

variety of facilities in each postal code (see Table 1). These facilities are

expected to attract flows of people that, depending on the specific type of

crime, could function as potential targets as well as possible guardians. All

contextual variables were constructed using year-specific information that

relates to the year of the offense under study (2006 to 2009).

Method

Conditional logit models1 were used to test our hypotheses. For this purpose,

a large data matrix of 1,787,105 rows was constructed containing 142 rows

(i.e., target alternatives) for each of the 12,639 offenses to be explained.2 The

results of the conditional logit models are presented using odds ratios (ORs)

and their respective standard errors (SEs). The ORs represent the multiplica-

tive effect of a unit increase of the study variables on the odds of selecting 1

of the 142 potential target areas. The independent study variables score 0

when an offender never targeted a certain area before. Therefore, the effects

of all study variables are expected to be positive with ORs greater than 1.

More important for testing our hypotheses, differences between ORs were

tested using Wald’s Chi-Square difference tests. These tests reveal whether

the ORs differ statistically significantly between the study variables of inter-

est: committing a crime in an area that the offender already targeted before at

similar versus different parts of the week (model 1), similar versus different

times of the day (model 2), similar versus different parts of the week and day

combined (model 3), and similar versus different types of crime (model 4).

To account for the fact that multiple offenses are nested within offenders,

cluster-corrected SEs were estimated.

Results

Timing of Crime within the Week (Hypothesis 1a)

After estimating a baseline model with the control variables only (model 0,

Table 2), the first hypothesis was tested. Model 1 in Table 2 shows that

offenders are more likely to commit crime in previously targeted areas on

the same weekend day than in any other potential target area (OR ¼ 6.38,

p < .001). When committing an offense on a different weekend day, offen-

ders are still more likely to return to a previously targeted area, although the

OR (OR ¼ 2.93, p < .001) is statistically significantly smaller, w2(1) ¼
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41.18, p < .001. When looking at the timing of crime within the Monday to

Friday workweek, the odds to offend in a particular target area were 4.26

times larger when the offender already targeted that area before on the same

weekday, compared to an OR of 3.82 when the previous offense was com-

mitted on a different weekday. The difference between these effects was not

statistically significant, w2(1) ¼ 1.52, p ¼ .218. Lastly, we observe that the

odds to offend in a particular target area were only 3.02 times larger when

the offender already targeted that area before on a different part of the week

(i.e., week-weekend or weekend-week) than when the offender had not

committed a crime in that area before. This OR was statistically signifi-

cantly lower than the previously described ORs regarding offenses commit-

ted in the same part of the week, both during the workweek and or during

the weekend, w2(4) ¼ 73.72, p < .001. Taken together, these results support

Hypothesis 1a. It seems particularly important to not only examine differ-

ences between the weekend and the rest of the week but also take specific

days of the week into account, especially within the weekend.

Timing of Crime within the Day (Hypothesis 1b)

In model 2 of Table 2, we observe that the effects of all hour-difference

variables were positive and statistically significant. The size of the ORs for

offenses that were committed on the same daypart decreased from 9.38 when

committed in an area that the offender previously targeted at the exact same

hour of the day to 3.67 when committed in areas that the offender previously

targeted with a three- to five-hour difference. A joint test showed that the

effects of the consecutive pairs of all three hour-difference variables (i.e.,

zero-hour difference vs. one- to two-hour difference and one- to two-hour

difference vs. three- to five-hour difference) differed statistically significantly,

w2(2) ¼ 166.87, p < .001. When the previous offense was committed on a

different part of the day, a similar decreasing trend in effect sizes is observed

but with smaller ORs, w2(2)¼ 38.37, p < .001. In line with Hypothesis 1b, the

results indicate that offenders are more likely to target areas where they have

already offended before at similar times of the day than areas where they have

offended before at different times of the day. The findings also show that

important hourly differences would be overlooked when only the four different

six-hour periods of the day (i.e., morning, afternoon, evening, and night) are

distinguished. Therefore, the hour-difference intervals are used for our inte-

grated model of the timing of crime within the week and day combined.
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Table 2. Conditional Logistic Regression Models Testing the Effects of Timing of
Crime within the Week and Timing of Crime within the Day on Repeat Offenders’
Crime Location Choices.

Variable

Model 0 Model 1 Model 2

Control
Variables Only

Timing of Crime
within the

Week (H1a)

Timing of Crime
within the
Day (H1b)

OR SE OR SE OR SE

Timing of crime within the week
Previous crime location on

Same weekend day 6.384*** (.551)
Different weekend day 2.930*** (.328)
Same weekday 4.256*** (.253)
Different weekday 3.815*** (.171)
Different week part 3.023*** (.133)

Timing of crime within the day
Previous crime location on

Same dayparta with
0 hour difference 9.384*** (.620)
1-2 hour difference 4.799*** (.250)
3-5 hour difference 3.674*** (.253)

Different daypart with
1-2 hour difference 5.158*** (.447)
3-5 hour difference 4.361*** (.248)
>6 hour difference 3.378*** (.141)

Control variables
Current or former

residence
6.177*** (.282) 3.465*** (.137) 3.377*** (.134)

Distance from current
residential area

0.694*** (.007) 0.731*** (.005) 0.733*** (.005)

Proportion non-
Western residents

2.392*** (.197) 2.322*** (.163) 2.292*** (.160)

Proportion single-
person households

1.525** (.235) 1.897*** (.245) 1.894*** (.244)

Population density
(per 1,000)

0.992** (.003) 0.993** (.002) 0.993** (.002)

Number of employees
(per 1,000)

1.031*** (.004) 1.027*** (.003) 1.026*** (.003)

Retail business (per 10) 1.050*** (.006) 1.036*** (.005) 1.035*** (.004)
Hotels, restaurants, and

bars (per 10)
1.011* (.011) 1.016* (.008) 1.016* (.008)

(continued)
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Combined Model: Timing of Crime within the Week
and Day (Hypothesis 1c)

Model 3 (Table 3) presents a combined model for the hypothesized time

effects within the week and day simultaneously. Similar as the results in

model 2, a pattern of decreasing effect sizes is observed within each “block”

of the four hour-difference variables (i.e., zero-hour difference vs. one- to

two-hour difference, one- to two-hour difference vs. three- to five-hour

difference, and three- to five-hour difference vs. greater than six-hour dif-

ference) for each of the five time categories within the week. For example,

the odds to offend in a particular target area were 25.77 times larger when

the offender already targeted that area before on the same weekend day with

a zero-hour difference than when the offender had not committed a crime in

that area before. The ORs decreased to 3.22 when both crimes were com-

mitted on the same weekend day with a greater than six-hour difference.

Table 2. (continued)

Variable

Model 0 Model 1 Model 2

Control
Variables Only

Timing of Crime
within the

Week (H1a)

Timing of Crime
within the
Day (H1b)

OR SE OR SE OR SE

Schools (per 10) 1.073** (.028) 1.043* (.024) 1.054* (.024)
Health-care facility

(per 10)
0.949*** (.014) 0.974* (.013) 0.974* (.013)

Cultural facility (per 10) 1.011** (.004) 1.008* (.003) 1.007* (.003)
Sports and leisure
facility

1.027*** (.005) 1.025*** (.004) 1.025*** (.004)

AIC 92,043 85,973 85,308
Pseudo R2 .265 .313 .318

Note: N ¼ 1,787,105 offense alternatives for 12,639 repeat offenses, committed by 3,666
offenders. OR ¼ odds ratio coefficient; SE ¼ standard error corrected for clustering within
offenders; AIC ¼ Akaike information criterion.
aFour equally divided dayparts ranging from morning (6 a.m.-noon), afternoon (noon-6 p.m.),
evening (6 p.m.-midnight), and night (midnight-6 a.m.). Because the four different dayparts
consist of six-hour time periods, the variables previous crime location on the same daypart with
a greater than six-hour difference and previous crime location on different daypart with a zero-hour
difference do not yield any scores and are therefore left out of the analysis.
*p < .05. **p < .01. ***p < .001 (two-tailed).
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The ORs of the consecutive pairs of hour-difference variables differed

statistically significantly, w2(3) ¼ 87.46, p < .001.

A similar but somewhat smaller decreasing pattern was found when both

offenses were committed during the same day of the week, w2(3)¼ 92.61, p <

.001. We still observe a decay in effect sizes for crimes committed on a

different weekend day, w2(3) ¼ 9.30, p ¼ .026; different day of the work-

week, w2(3)¼ 39.20, p < .001; and different part of the week, w2(3)¼ 26.41,

p < .001. However, the ORs are expectedly smaller compared to those within

the same part of the weekend or week. The joint test showed that the ORs of

the consecutive pairs of the hour-difference variables differed statistically

significantly between all the five week categories, w2(15) ¼ 329.13, p <

.001. An additional joint test, w2(4) ¼ 2018.42, p < .001, showed that the

ORs for the most similar time categories (i.e., on the exact same weekend or

weekday with a zero-hour difference between the offenses) differed statisti-

cally significantly from the most different time categories (i.e., on a different

part of the week with a greater than six-hour difference between the offenses).

We can thus conclude that Hypothesis 1c is also supported.

Combined Model for Same versus Different Types of
Crime (Hypothesis 2)

Model 4 (Table 3) presents our final model with simultaneous effect size

estimates for offense pairs of the same versus a different type of crime. As

in model 3, all effects of the study variables are positive and statistically

significant. Again, we observe the highest ORs and the largest effect size

differences between the four hour-difference categories when the previous

offense was committed on the exact same day of the weekend, followed by

previous offenses committed on the same weekday. More importantly, we

observe that the effects are much stronger when offense pairs are of the

same type of crime than when they are of a different crime type, w2(20) ¼
135.63, p < .001. In line with Hypothesis 2, offenders are more likely to

commit crime in areas where they previously committed the same type of

crime at similar days and times than in areas where they committed a

different type of crime at similar days and times.

Model Fit and Robustness Check

The models in which the time-specific effects for previously targeted areas

were taken into account (models 1–4, Tables 2 and 3) show a pseudo R2 of

.32. This is a substantial increase compared to the pseudo R2 of .26 of the
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baseline model (model 0, Table 2) in which previous crime locations and

their timing were not included. Previous offense locations thus provide an

important part of the explanation of where repeat offenders commit crime.

According to McFadden (1973), pseudo R2 values between .2 and .4 rep-

resent an excellent fit for discrete choice models, especially when analyzing

large choice sets. To check the robustness of our findings, we reestimated

all models with an adjusted data set (N ¼ 1,305,994) that only included

offenses with precisely recorded dates and times (see Data and Method

section). The results (not shown here) confirm the overall conclusions with

regard to our hypotheses.

Discussion

This article investigated to what extent the likelihood that offenders return

to previously targeted areas is conditional on the timing of previous and

subsequent offenses within the week and within the day. Extending crime

pattern theory, we argued that offenders acquire time-specific rather than

general knowledge about criminal risks, rewards, and opportunities in their

activity space. This was expected to influence the locations where offenders

subsequently choose to offend. Analyzing the crime location choices of

3,666 repeat offenders using discrete spatial choice models, we confirmed

that offenders are more likely to commit crime in previously targeted areas

than in areas where they had not committed offenses before. In line with our

hypotheses, we found that the likelihood to commit crime in previously

targeted areas was much stronger when offenders committed the previous

offense during similar parts of the week or similar times of the day than

when they previously targeted the area at different parts of the week and

different times of day. Particularly, repeat offenders most likely offend in

areas they already targeted before on the exact same weekend day or week-

day with only a zero- to two-hour difference between the offense times.

This confirms Hypotheses 1a and b. Offenders do not just return to previ-

ously targeted areas, they are much more likely to do so when committing

the offense at a similar day or time.

Another important finding of the present study is that our hypothesized

time effects also hold when tested simultaneously (Hypothesis 1c). In fact,

our results show that differences between days of the week and time of the

day should be analyzed in conjunction. If we had only tested our hypotheses

in separate models, we would have wrongly concluded that there is no need

to differentiate between specific days of the workweek. Our integrated

model, however, does show that offenders are more likely to return to
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previously targeted areas at the same day of the workweek, but mainly when

the offenses were committed on the exact same hour of day. Hence, our

findings indicate that for a better understanding of the spatiotemporal

aspects of criminal decision-making, it is important to take both part of

week and time of day into account.

Our results correspond with findings from previous studies outside the

crime location choice framework that looked at the timing of offenses

within the week (e.g., Andresen and Malleson 2015; Johnson et al. 2012)

and day (e.g., Haberman and Ratcliffe 2015; Sagovsky and Johnson 2007).

For example, Sagovsky and Johnson (2007) compared initial and subse-

quent burglary victimizations in Australia and found that more than 60

percent of the repeat events occurred within the same eight-hour period

of the day. More generally, our findings provide support for crime pattern

theory as Brantingham and Brantingham (1981) already stressed the impor-

tance of time next to space in their earlier work. However, the findings also

suggest that the term awareness space needs an even more dynamic con-

ceptualization than the extended version proposed by Bernasco (2010); not

only linear but also cyclic time patterns should be incorporated. We there-

fore propose the term time-specific awareness space that relates people’s

spatial knowledge to the time of day and day of week they visit the areas.

These results are not only important for how we should think about the

time specificity of offenders’ awareness spaces and how this provides a better

explanation of their crime location choices. They could also be used to

improve predictive policing methods that strongly rely on the near-repeat

phenomenon (e.g., Bowers, Johnson, and Pease 2004; Mohler et al. 2015;

Rummens, Hardyns, and Pauwels 2017). Our findings show that the like-

lihood to return to previously targeted areas is actually increased at similar

days of the week and similar times of the day, whereas most predictive

policing applications do not take such cyclic time effects into account but

merely rely on spatial and temporal decay functions. Although Johnson

et al. (2007) already developed a predictive approach that takes cyclic

time patterns in repeat victimizations into account, virtually all recent

work on predictive policing seems to have overlooked such patterns (for

an exception, see Rummens et al. 2017). In this study, we started from an

offender’s perspective and we found support for cyclic time patterns in

crime location choice. This stresses the importance for future predictive

policing methods to combine spatiotemporal decay functions and cyclic

time effects within the week and day. Moreover, our findings imply that

also time-specific situational preventive measures that make a targeted

area less attractive on similar days and times of previous crimes could help
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preventing future crime in that area (e.g., improve lighting in an area that

was targeted at night).

Although the present study offers important insights into offenders’

spatiotemporal criminal decision-making, some caveats and opportunities

for future research should be mentioned. First, this study relies on police

data regarding arrested offenders. As only a proportion of all crimes are

solved by the police, the results from this study might suffer from detection

bias. The question remains whether we can generalize our findings to non-

arrested offenders because there might be differences in the probability of

arrest between first offenders and offenders who committed multiple

offenses in the same area. In fact, our findings could to some extent reflect

police detection strategies that focus on repeat offenders. However, recent

research suggests that detection bias is not as large as has often been

assumed in previous literature (Johnson et al. 2009; Lammers 2014; Sum-

mers, Johnson, and Rengert 2010). These studies found little evidence that

solved and unsolved offenses display large spatiotemporal differences.

Nevertheless, the fact that our offender population was arrested for

offenses committed at a certain place and time might seem contradicting to

our predictions based on rational choice and crime pattern theory. From a

purely rational choice perspective, one would expect that offenders adjust

their cost-benefit analysis after they get caught in ways that previous offense

locations and times will be perceived as less attractive. However, following

crime pattern theory, familiarity with a certain area is one of the most impor-

tant determinants for target selection. Although rational offenders would

prefer to offend in areas where they were never caught before, they might

still rather go to places within their awareness space where they were caught

than to go outside this familiar environment where they have never been

before (and hence never been caught) and thus lack the required spatial

knowledge of criminal opportunities. It requires detailed offender data on

both solved and unsolved cases to examine which mechanism most strongly

drives crime location choice. Another possible explanation for why offenders

return to previously targeted areas even if they were arrested could be that

those that got caught reduce their sanction certainty estimate based on a belief

that they would have had to be exceedingly unlucky to get arrested. This is

also known as the “gamblers fallacy” (Pogarsky and Piquero 2003).

Second, our hypotheses are built on the assumption that offenders actively

learn about suitable targets at particular times and days and that they subse-

quently use this information in their future spatiotemporal criminal decision-

making. However, we did not explicitly test such an underlying “state

dependence” mechanism, and other explanations for our findings are also
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possible. For example, offenders might be constrained by their own daily

routine activities, which forces them to engage in consistent and habitual

behavior over time (Hägerstrand 1970; Ratcliffe 2006). The findings could

also reflect how opportunities for crime vary across areas and times. Unfor-

tunately, our data do not allow us to distinguish between these different types

of explanations, and hence, we could not empirically assess the extent to

which these other mechanisms might explain our findings. However, the

offense-type-specific effects of this study provide a first step in trying to

understand the underlying mechanism. The finding that offenders have a

higher chance to strike in a previously targeted area at similar times of the

day and week especially when the previous and subsequent offenses were of

the same type of crime provides tentative support for the proposed rational

choice explanation over the alternative routine activity explanation. Appar-

ently, particular crime type–specific knowledge acquired during a previous

offense might make the target area attractive for committing that same type of

crime again on a similar day and at a similar time, while it might not influence

whether an area is attractive for other types of crimes.

Third, we analyzed offenders’ crime location choice behavior given the

time they committed their offenses instead of treating the timing of

the crime as a choice itself. There are several possible scenarios for

how the timing and place of a crime are the result of offender decision-

making: (1) Offenders indeed choose their crime locations given a certain

time, as assumed in this study, (2) offenders choose the timing of their

crimes given the location, (3) both the location and timing of a crime are

chosen, and these decisions need not be independent, or (4) offenders

choose whether to commit a crime given the time and location. More

research into these scenarios could also shed light on the long-standing

criminological debate about whether crime journeys start with the explicit

intention to offend (planned behavior) or whether offenders commit crime

more impulsively during ordinary activities based on the opportunities at

hand (opportunistic behavior). However, the current data and methods do

not allow us to distinguish the different scenarios empirically.

In order to shed more light on the planned-opportunistic distinction and

the role of time of day and part of week within offender decision-making,

future studies could measure which other activity nodes than the ones

currently available for research are visited by offenders and when they are

usually visited. Examples include the locations of offenders’ schools, work,

leisure activities, and home locations of their family and friends. A recent

study made a first step showing that offenders are also more likely to target

residential areas of close family members (Menting et al. 2016). Another
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way forward is through offender interviews in which offenders are asked

more specifically about their routines as well as spatiotemporal preferences.

Future research might also take more direct measures of time-varying target

attractiveness into account, for example, by focusing on effects of opening

and closing hours of facilities and businesses on crime location choices. As

most businesses are not open 24/7, it seems unrealistic to assume that

offenders would be attracted to potentially criminogenic facilities irrespec-

tive of time of day, although two recent studies found surprisingly stable

effects of target attractiveness (Bernasco et al. 2017; Haberman and Rat-

cliffe 2015). When we would know the exact hours and days facilities are

open, their influence on crime patterns could be more realistically assessed.

To examine time-varying target attractiveness that relate more specifically

to certain crime types such as bike theft, car theft, or robbery, future

research might also consider carrying out systematic observations to deter-

mine variations in, for example, the number of bicycles, motor vehicles, or

people in a given area.

To conclude, the main finding of our study emphasizes that the under-

studied role of time of day and part of week in crime location choice studies

deserves more attention. Extending crime pattern theory by adding a cyclic

time dimension to awareness spaces, the present study contributed to the

geography of crime literature by stressing that offenders’ knowledge about

potential risks, rewards, and opportunities could no longer be conceptua-

lized as completely time-invariant. For a better understanding of offenders’

spatial criminal decision-making, both offenders’ previous crime locations

and their timing within the day and week need to be taken into account.

Hence, there is not only a place but also a time for a crime.
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Notes

1. Although the more flexible mixed logit model was recently used (Frith, Johnson,

and Fry 2017; Townsley et al. 2016), we use the conditional logit model as

originally proposed by McFadden (1973) and most commonly used in crime

location choice research (Ruiter 2017). Given the nature of the Bayesian estima-

tion technique, the task to estimate a mixed logit model for a research problem

the size of ours exceeds the limits of most contemporary computer workstations.

We estimated it would have taken us several months to estimate a single model

using Stata/MP version 11 running on our workstation with two Intel Xeon 4-

core CPUs at 2.27 GHz with 32 GB RAM.

2. Information from one postal code area (2643, “Pijnacker”) was missing for the

years 2006-2008 (N ¼ 7,633) because it only became a residential area by the

year 2009. Therefore, the final data set contains 1,787,105 offense-alternative

cases; for the year 2009, we have 142 alternative postal code areas and for all

other years 141.
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