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## 1 Introduction

The Witness is a puzzle video game that was produced by Thekla [1]. Since its release in 2016 the game has been critically acclaimed, and has been praised for its intelligence and astonishing visuals. The Witness contains 9 principal types of puzzles, and a number of hidden "environmental" puzzles, totaling to an amount of 664 puzzles spread over the open world of the game. A player is invited to explore the world and to deduce the rules of various puzzles they encounter.

Most of the puzzles in the game are based on a square grid, requiring the player to connect a starting point to an end point with a simple grid path while satisfying certain constraints, such as splitting the grid cells of different colors, passing through a set of given points, and drawing polyomino shapes comprising of a set of tetris blocks, among others. For example, the puzzle depicted in Figure 1 asks to connect the bottom-left corner of the grid to the top-right corner with a grid path separating the white square from the black squares.


Figure 1 An example of a Black and White Squares puzzle from the Witness. (Image from [1].)


Figure 2 An example of a solved colored squares puzzle. All red squares are separated from the blue squares by the path.

In this short paper we resolve the complexity of two out of the nine types of puzzles in the game, namely the Black and White Squares and the Multicolor Squares puzzles. We show that in a restricted setting these types of puzzles can be solved in polynomial running time, but that in general they are NP-complete.

To formalize the setting, consider a rectangular grid of size $w \times h$, which we interpret as a graph $G=(V, E)$, where $V=[0,1, \ldots, w] \times[0,1, \ldots, h]$ and two vertices $(a, b)$ and $(c, d)$ are connected by an edge in $E$ if and only if $a=c$ and $|b-d|=1$, or $|a-c|=1$ and $b=d$. $G$ is a planar graph whose natural embedding decomposes the plane into $(w-1)(h-1)$ square faces that we call cells, and one unbounded outer face. Cells are colored by a color $c$ from a

[^0]set $C \cup\{\square\}$. Cells colored by $\square$ are called empty. Furthermore, two vertices $s$ and $t$ from $V$ lying on the outer face are selected as the start and end point respectively. The decision version of the puzzle asks whether there exists a simple path $P$ from $s$ to $t$ in the graph $G$, whose embedding on the grid splits the grid into several connected components of cells, that each contain cells of only one color from $C$ and possibly some empty cells. We call such a path $P$ a color-separating path. An example of a puzzle and its solution is given in Figure 2.

Related work. The Witness puzzle is closely related to Sheep and Wolves, a puzzle where one has to build a fence that separates sheep from wolves on a grid introduced by Dave Tuller. ${ }^{1}$ In his version, however, some cells contain additional clues describing the number of fences directly incident to the cell. This puzzle type is known, among other names, as Slither Link, which was proven to be NP-hard by Yato [9]. The study of the computational complexity of puzzle games is as old as the notion of NP-completeness itself [8], and has a rich history, which is beyond the scope of this short note to discuss; instead, we refer the interested reader to the excellent surveys by Demaine and Hearn [3] and by Kendall et al. [4].

The object of the puzzles in The Witness, to find a curve separating white from black cells on a grid, is also closely related to the problem of finding a grid-aligned approximation of a shape: given a region overlaid by a grid, we wish to find a curve that has all cells that lie completely inside the shape inside, and all cells that lie completely outside the shape outside, with applications ranging from early computer graphics (casting characters to low-resolution screens) [7] to geographical information systems. Often, one has additional objectives, such as minimizing the symmetric difference or another distance measure of the two shapes. This area remains an active domain of research $[2,6]$.

## 2 Algorithms

First we consider the problem every cell is colored either red or blue. We will give an algorithm to solve this problem in time linear in the size of the grid $O(w h)$.

Observations. We can make a couple of basic observations about the path that will help us in understanding the problem. We let a border be defined as a maximal set of connected edges between an area of red cells and blue cells. Furthermore we let $p_{1}$ and $p_{2}$ be the paths from $s$ to $t$ along the edges of the outer face (see Figure 3). We observe that if a color-separating path $P$ exists, then it must go through all the edges of all borders to separate the colors. Moreover as soon as the path $P$ encounters a vertex on some border, it cannot deviate from the border. If it could deviate then only one endpoint of an edge $e$ would be on $P$ as $P$ must be simple, and thus the colors adjacent to $e$ would not be separated. It follows that the path through a border must start at either $p_{1}$ or $p_{2}$, as that is where the endpoints of the borders are. Large parts of any potential path $P$ are thus fixed.

We categorize the borders into two types: crossings (that start on $p_{1}$ and end on $p_{2}$, or vice versa) and bumps (that both start and end on either $p_{1}$ or $p_{2}$ ). These are depicted in Figure 4. As a special case, borders that start or end in $s$ or $t$, respectively, are considered bumps. A third possible type would be an island (that does not have any vertices on $p_{1}$ or $p_{2}$ ). These however cannot exist if a simple color-separating path $P$ exists, as $P$ would need to contain all edges around the island, which results in a cycle. Furthermore, bumps cannot be nested if there is to be a solution, as any color-separating path needs to traverse all of those bumps, which requires the path to be non-simple.

[^1]

Figure 3 Paths $p_{1}$ and $p_{2}$ go from $s$ to $t$ along the outer face.


Figure 4 An example of a crossing and a bump are shown in black.

Witty algorithm. The idea of the algorithm is to construct a directed graph $G^{\prime}$ that admits an $s t$-path if and only if there is a simple color-separating path in our input grid. It works as follows. We cut the grid along all crossings, producing a sequence of pieces $\mathcal{G}=\left[g_{1}, g_{2}, \ldots, g_{k}\right]$, ordered such that $s$ is in $g_{1}, t$ is in $g_{k}$, and for all $1<i<k, g_{i}$ shares a border with $g_{i-1}$ and $g_{i+1}$. For each piece we remove all vertices (and adjacent edges) that are part of its adjacent crossings, except for the endpoints on $p_{1}$ and $p_{2}$. As we have subdivided $G$ along all crossings, the only borders left within the pieces are bumps.

For each grid $g \in \mathcal{G}$, we now create a small directed graph $g^{\prime}$. Let $s_{1}, s_{2}$ be the vertices on $p_{1}$ and $p_{2}$, respectively, that are closest to $s$, and similarly let $t_{1}, t_{2}$ be the vertices on $p_{1}$ and $p_{2}$ that are closest to $t$. For $g_{1}$ it holds that $s=s_{1}=s_{2}$, and in $g_{k}, t=t_{1}=t_{2}$. For each grid $g$ we put vertices representing $s_{1}, s_{2}, t_{1}, t_{2}$ into $g^{\prime}$.

Grids $g_{i}$ and $g_{i+1}$ used to be connected to each other by a crossing in the original grid. We know that any separating path $P$ must use this crossing and thus we connect $t_{1}$ of $g_{i}^{\prime}$ to $s_{2}$ of $g_{i+1}^{\prime}$ and $s_{1}$ of $g_{i}^{\prime}$ to $t_{2}$ of $g_{i+1}^{\prime}$ to form $G^{\prime}$. It then remains to determine how $P$ can route within the grids $g \in \mathcal{G}$.

As each border must be followed from start to end by $P$, the path in a grid $g_{i}$ must always start at $s_{1,2}$ and end at $t_{1,2}$. We add an edge between $s_{x}$ and $t_{y}$ in $g^{\prime}$ if there exists a color-separating path in $g_{i}$ starting at $s_{x}$ and ending at $t_{y}$. The existence of such paths can be determined by checking two conditions on $g_{i}$. Firstly, if there are bumps on both $p_{1}$ and $p_{2}$, then there must be at least two grid cells between the bumps on $p_{1}$ and $p_{2}$ such that the path can pass between them. Secondly, there must be enough vertices between bumps on $p_{1}$ and $p_{2}$ such that we can exit/enter $p_{1}$ and $p_{2}$ to go to the other side (and back again if needed). We need to enter/exit each path at most once. Figure 5a shows an example of such a path: Graph $g_{2}$ has an extra vertex after the bump on $p_{2}$, and enough space between the bumps on $p_{1}$ and $p_{2}$. A path starting at the bottom left can separate all bumps at the bottom, route back to the top left and separate all bumps at the top to end in the top right.

The graph $G^{\prime}$ now exactly represents all possible paths $P$ can take. The answer to our original problem is thus reduced to whether there exists a path from $s$ to $t$ in $G^{\prime}$.

- Lemma 1. There exists a simple color-separating path P from sto in a fully 2-colored grid $G$ iff there exists a simple path from $s$ to $t$ in $G^{\prime}$.

More colors. In Lemma 1 we assumed that the grid contained only two colors. The same algorithm works using any number of colors, if we make some small adjustments. We construct graph $g^{\prime}$ to characterize $P$, and we use the fact that $P$ should always follow the borders. However, if we have more than two colors, borders no longer have to be paths. Three/four faces with distinct colors can share a vertex $v$. Whenever this happens we know that there is no color-separating path, because the path would need to visit $v$ more than once. We thus know that all borders are paths, and these borders can only be crossings or


Figure 5 (a) Sequence of graphs created by removing crossings. (b) The graph that is created to decide whether there is a simple path that separates squares of different colors.


Figure 6 An egg. (a) The input. (b) One possible internal state of a path traversing the egg. (c) The other possible state. (d) The fixed edges and sockets of the egg. The egg outline is drawn in black, for easy recognition when used in later constructions.
bumps. We can therefore recolor the grid using only colors from $\{r, b\}$, such that on both sides of each crossing we get a different color. Assume that $r$ is used to color cells between two crossings (or between $s$ or $t$ and a crossing) then $b$ can be used to color the bumps (or vice versa). We can now apply Lemma 1 to find out whether there is a color separating path.

Running time. We can find the at most $O(w h)$ crossing borders in $O(w h)$ time by walking over $p_{1}$ and following the outline of every color to check if it hits $p_{2}$. As the total size of all pieces combined is bounded by $O(w h)$, we can thus create the graph $G^{\prime}$ in $O(w h)$. Finally we can determine if a path from $s$ to $t$ exists in the graph $G^{\prime}$ in $O(w h)$ with a simple DFS.

- Theorem 2. Deciding whether there exists a simple color-separating path $P$ from $s$ to $t$ in a fully-colored grid $G$ can be done in $O(w h)$ time.


## 3 Hardness

In this section we show that deciding whether there exists a simple color-separating path $P$ from $s$ to $t$ in a grid $G$ with 2 colors is NP-hard if the grid contains empty squares. To prove this we provide a reduction from planar rectilinear 3-SAT [5].

Eggs. Our reduction is built from several gadgets. Our most basic gadget consists of a $5 \times 4$ grid with 12 colored squares, which we call an egg. The gadget is illustrated in Figure 6a. Note that five edges of $G$ inside the egg must be on $P$, because the adjacent cells are of different colors. There are then only two possible ways how $P$ can traverse the egg (note that it is not possible to connect the edges to the boundary of the gadget using multiple paths), depicted in Figures 6 b and 6 c . Two pair vertices of $G$ are used by only one of the two paths, we refer to those vertices as the sockets of the egg (see Figure 6d).

Variables. Variables are built by connecting many eggs together at their sockets: if one egg uses a socket, the adjacent egg cannot use the same socket. We define an egg snake of length


Figure 7 An egg snake of length 3.


Figure 8 A clause comb. There are 6 sets of adjacent empty cells; one at the handle, two ornaments and three teeth.
$k$ to be an arrangement of $12 k-2$ eggs, as depicted in Figure 7.
If $x_{i}$ is true, then all top left and bottom right sockets (in the orientation shown in Figure 6d) of every egg are used, otherwise all bottom left and top right sockets of every egg are used. Note that, by the nature of their arrangement, all eggs in a snake must be in the same state. We globally place all variable egg snakes in a horizontal line; see Figure 9.

Clauses. We represent each clause of the SAT instance by a comb gadget, consisting of long strips of adjacent blue and red squares; see Figure 8. The exact shape of the comb is flexible: horizontal and vertical stretches can be made longer as required. The outside of the comb is covered by red squares, except for a single blue square in the top left which we refer to as the handle of the comb. Any color-separating path $P$ must enter through the handle, collect (surround) all blue squares, and then leave again through the same gap.

There are five places in a comb where a choice can be made: three teeth and two ornaments, each can be found in Figure 8 as a set of adjacent empty cells. We can think of the choice to make as filling each tooth and ornament with either red or blue squares; this then fully determines the course of $P$. However, not all choices lead to valid paths: the two ornaments cannot both be set to blue because they would cause $P$ to touch itself, and the left ornament and left tooth or the right ornament and right tooth cannot both be set to blue because this would create a red island. Similarly, we argue that exactly two out of the five teeth/ornaments must be blue and three must be red, otherwise there will be either a red or a blue island. It follows that at least one of the teeth must be blue.

Now, we observe that when a tooth is blue, it causes the path to run lower than when a tooth is red. We have a left and a right socket on each tooth of the comb, which we will let overlap with sockets of eggs. We connect a variable to the left socket for positive variables as the top right socket is not used in the case, and the right socket for negative variables for the same reason. Figure 9 shows a small example of an instance, leaving out most of the puzzle details, but showing how a color-separating path can be routed. The remaining space between variable and clause gadgets is filled by a grid of empty cells.

Satisfiability. We now show that we can efficiently find a solution to a planar 3-SAT formula


Figure 9 An example of a small satisfiable instance. The left egg snake represent the variable $x$ and the right egg snake represent the variable $y$. The clause represent the statement $x \vee \neg x \vee \neg y$. The color-separating path shows us that setting $x$ to true and $y$ to false satisfies the clause.
if we can efficiently find a color-separating path in the constructed instance for such a formula.
To find a color-separating path, we thread six horizontal paths through all variables. The ends of the topmost and bottommost of these paths will be routed through the clause gadgets above and below the variable line respectively. Finally, we connect the six paths through the variables into a single path to create a color-separating path.

- Theorem 3. Deciding whether there exists a simple color-separating path $P$ from $s$ to $t$ in a grid $G$ with two colors is NP-hard if the grid contains empty squares.
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