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Abstract
This paper examines the effects of loss aversion and negative equity

on household mobility. We stress the importance of studying these

mechanisms simultaneously. By making use of a unique administra-

tive data set of Statistics Netherlands, covering the period 2006–

2011, we estimate the effects of loss aversion and negative equity.

The results provide strong evidence for loss aversion, while less evi-

dence is found for a lock-in effect of negative equity. The results indi-

cate thatmoderately underwater households do have a lowermobil-

ity, but heavily underwater households do not. Additional results

indicate that the particularly high mobility of heavily underwater

households is not default-driven.
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1 INTRODUCTION

House prices in the Netherlands have been rising from the early 1980s until prices peaked in 2008. The following drop

in house prices led to a sharp decrease in transaction numbers. Loss aversion and negative equity can both explain how

decreasing house prices affect household mobility. The decrease in house prices and its effects on household mobil-

ity have been debated widely, but there seems to be no agreement on the exact mechanisms. The relation between

decreasing house prices and household mobility, therefore, deserves further attention.

We will study the effects of decreasing house prices in the owner-occupied market on sales rates and household

mobility as it is not clearwhether the decrease in transaction numbers is caused by financial constraints or by loss aver-

sion.Wewill investigate whether households did not want tomove or were no longer able to do so after prices started

dropping. Studying the difference between the binding and nonbinding constraints will lead to a better understanding

on how the housingmarket functions.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and repro-
duction in anymedium, provided the original work is properly cited.
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Twomain strands of literature exist within the study of reduced householdmobility due to decreasing house prices.

The first strand focuses on nominal loss aversion. Loss averse households are notwilling to sell their home for less than

they paid themselves (Engelhardt, 2003; Genesove & Mayer, 2001). Facing a prospective nominal loss thus reduces

mobility. Even though these households couldmove froma financial point of view, they are notwilling to do so at a nom-

inal loss. The second strand focuses on reducedmobility due to financial constraints (Chan, 2001; Ferreira, Gyourko, &

Tracy, 2010, 2012; Henley, 1998; Schulhofer-Wohl, 2012). Equity constraintsmay severely limit possibilities of obtain-

ing a mortgage for a new home. Households with negative equity are spatially locked-in as they are not able to move;

even though there is no formal downpayment constraint in the Netherlands, the prospective residual debt causes a

barrier in obtaining a newmortgage.

Most scholars have studied the effects of loss aversion and equity constraints on household mobility separately.

We argue, as did Engelhardt (2003), that loss aversion and negative equity effects should be studied simultaneously.

We contribute to the existing literature bymaking a clear distinction between loss aversion and negative equity effects

andestimate the effects simultaneously. Besides,weprovide estimates of negative equity effects conditional onhouse-

hold savings and look into voluntary and involuntarymobility. To the best of our knowledge, loss aversion and negative

equity have not been investigated this extensively before in connection with housingmarkets.

Our analysismakesuseof a unique administrative data set of StatisticsNetherlands that contains the stockofDutch

owner-occupied houses and the traits of the households living in them. The period under investigation, 2006–2011,

contains the peak in house prices and the following decline. Differences in housing durations and price decreases pro-

vide the variation that we need for estimation and identification. This papermakes use of duration analysis to estimate

the hazard rates of moving. The hazard rates are estimated with an extended Coxmodel.

The results suggest a strong effect of loss aversion. A 1 percent increase in prospective nominal loss decreases

household mobility by more than 20 percent. We find limited evidence of negative equity effects. Moderately under-

water households seem to have a somewhat reducedmobility but heavily underwater households are themostmobile

of all. Furthermore, the positive effect of household savings onmobility for underwater households provides evidence

that themobility is voluntary.

The remainder of this paper is organized as follows. Section 2 provides the institutional setting. Section 3 presents

the theoretical background. Section 4 discusses the data set and variables. Section 5 describes the empirical model.

Section 6 reports the estimates. Section 7 looks into the robustness of the results by incorporating local labor market

conditions. Section 8 summarizes and concludes.

2 INSTITUTIONAL SETTING

In the Netherlands, during the period under investigation (2006–2011), few restrictions existed on the deductibility

of home mortgage interest payments. That is, the interest paid on the home mortgage is fully deductible from tax-

able income as long as the property is occupied by the owner. TheUnited States is one of the few countries in theworld

where homemortgage interest payments are fully deductible too (Rouwendal, 2007). Still, apart from the shared inter-

est deductibility important institutional differences exist between the Netherlands and the United States.

The most notable differences are the absence of a formal downpayment requirement and the existence of exclu-

sively recourse mortgages in the Netherlands. The first implies that Dutch households do not have to bring in their

own money if they buy a house. As a matter of fact, Dutch homeowners have been generally allowed to borrow more

than the value of the house.1 Equity constraints, therefore, are likely to be smaller in the Netherlands than in markets

where formal downpayment requirements exist. The second institutional difference implies that “strategic” defaults

do not exist in the Netherlands: defaulting would leave a household with a residual debt. Households are thus not able

1 A binding code of conduct for mortgage loans (GHF), setting a formal limit to the loan-to-value (LTV) ratios, was introduced in August 2011. The initial LTV

limit was set at 106 percent, decreasing to 100 percent in 2018.
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to walk away from the negative housing equity if themortgage is larger than the house value. Consequently, voluntary

defaults do not exist in the Netherlands.

The lack of a formal downpayment requirement and the fiscal policy that encourages mortgage debt through the

full deductibility of mortgage interest payments have led to high LTV ratios, making the LTV ratios in the Netherlands

among the highest in theworld (Dröes &Hassink, 2014; DutchCentral Bank&Netherlands Authority for the Financial

Markets, 2009). Summary statistics for the LTV ratios are presented in Section 4.

The relationship between mobility and house sales also differs between the Netherlands and the United States.

More particularly, house sales are a good measure of mobility of homeowners in the Netherlands as nonsale moves of

owner-occupiers are rare. Sale-and-rent-back constructions have been virtually nonexistent in the Netherlands; that

is, a very small number of parties have offered either sale and rent backs or sale with lifelong usufruct to the elderly

but a market never developed. By 2010, the market had come to a standstill altogether (Reifner, Clerc-Renaud, Pérez-

Carrillo, Tiffe, & Knobloch, 2009; Taskforce Verzilveren, 2013).

Moving while renting out the old home is not common in the Netherlands either. The tenant protection is such

that with a regular contract even the sale of a property is “not a valid reason for the termination of a rental contract”

(Huisman, 2016a, p. 97, emphasis hers), making houses with tenants in them not desirable for potential buyers. Con-

sequently, owner-occupiers will opt for temporary rental contracts; otherwise they become permanent landlords. The

Law on Vacancies (Leegstandswet) allows for temporary contracts but only under strict conditions (Huisman, 2016b).

In order to get a permit for a temporary rent out from the municipality, the property has to be vacant and for sale.

The permit is valid for a limited duration only and it comeswith a rent ceiling (Haffner, Van derVeen, &Bounjouh, 2014;

Huisman, 2016a, 2016b; Scanlon & Elsinga, 2014). Still, based on the political debate it seems that getting permission

from themortgage lender to rent out the house is an even larger hurdle than getting permission from the local govern-

ment (e.g., De Jager, 2009;Vander Laan, 2009). Itwas only post-2012 that the strict conditions on temporary tenancies

of (previously) owner-occupiers dwellings were lifted (Huisman, 2016b). The Dutch association of owner-occupiers

(VEH) claims that during the period 2006–2011 the Law on Vacancies was “almost exclusively” used by nonprivate

parties (Vereniging EigenHuis, 2017, translation ours). Official statistics, however, are not available (Huisman, 2016a).

All in all, even though sales might not perfectly measure household mobility of owner-occupiers, in the case of the

Netherlands it does seem plausible to define mobility in terms of house sales. A polemic as the one that developed

betweenFerreira et al. (2010, 2012) andSchulhofer-Wohl (2012) aboutwhether “temporarymoves”—movesbyhouse-

holds that do return to their (unsold) original home—may explain the difference between finding a negative effect of

negative equity on household mobility or finding a positive effect would therefore not apply to the Netherlands.

3 THEORETICAL BACKGROUND

3.1 Loss aversion

Loss aversion is one of the mechanisms that explains how decreasing house prices can deter household mobility. Loss

aversion describes the behavior that households are not willing to incur a nominal loss if they sell their house. The

nominal price that was originally paid functions as a reference point in the household's selling decision (Genesove &

Mayer, 2001). Prospective losses thus deter residential mobility (Engelhardt, 2003). Loss aversionwas first introduced

in prospect theory to describe the behavior that people give more importance to avoiding losses than to obtaining

equivalent gains (see Kahneman & Tversky, 1979; Tversky & Kahneman, 1991).2

In their seminal paper, Genesove and Mayer (2001) apply loss aversion to the housing market and study the effect

of nominal loss aversion on asking prices, selling prices, and time-on-the-market. They corroborate that sellers use the

transaction price that they originally paid as a reference point in their selling decision. Based on data of downtown

2 It should be noted that inmost housingmarket studies the gain domain is not defined; that is, nominal losses are not compared to equivalent gains but to the

more general situation where losses do not occur (e.g., Anenberg, 2011; Genesove &Mayer, 2001).
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Boston for the years 1990–1995 they conclude, as hypothesized, that facing a nominal loss leads to a higher selling

price. The higher selling price is the result of a higher list price and a lower probability of sale. Genesove and Mayer

(2001) do not study household mobility itself, but following their paper mobility studies have started to incorporate

loss aversion into their studies.

Engelhardt (2003) studies the effect of equity constraints and loss aversion on household mobility in the United

States. The focus is on the identification of these effects as both occur when prices start falling; periods of declining

house prices are required for both binding equity constraints and nominal loss aversion. High equity households that

are (financially) unconstrained are used for the identification of the nominal loss effect, while households potentially

at risk of being constrained are used for the identification of negative equity effects. Engelhardt (2003) concludes that:

“Householdmobility is significantly influencedbynominal loss aversion. There is little evidence that lowequity because

of fallen house prices constrains mobility” (p. 171). Anenberg (2011) focuses on the effects of loss aversion and nega-

tive equity on house prices. He finds strong evidence that nominal losses and high LTV ratios have a positive effect on

the selling price.

Loss aversion in the Dutch housing market has received almost no attention. Eichholtz and Lindenthal (2013) are a

notable exception. They study loss aversion through the centuries based on housing transactions of theHerengracht in

Amsterdam, spanning 324 years. They conclude that loss aversion has gotten more important over time. Still, a major

concern of this paper is that it does not differentiate between loss aversion and equity effects. Financial constraints are

even explicitly mentioned as an explanation for the psychological barrier that is loss aversion (Eichholtz & Lindenthal,

2013, p. 13).

3.2 Equity constraints

Equity constraints are the secondmechanism that relatedecreasinghouseprices andhouseholdmobility. Stein's down-

payment model (1995), which relates the downpayment constraint in the mortgage market to prices and trading vol-

ume, is the basis ofmost of the empirical studies on equity constraints.Wewill not focus on low (positive) equity house-

holds as there is no downpayment requirement in the Netherlands; insteadwe concentrate on the situation where the

mortgage is larger than the contemporaneous house value, that is, negative housing equity. Having negative equity, or

being “underwater” as it is also called, can make it impossible to obtain a mortgage for a new home. Like low equity

households in a downpayment setting these households are spatially locked-in (Chan, 2001). Nonetheless, negative

equity could also increasemobility through defaults and foreclosures.

Henley (1998) is one of the first to study the effects of negative equity on household mobility. He finds strong evi-

dence that negative net housing equity deters residential mobility and labor market flexibility. Chan (2001) studies

whether falling house prices reducemobility of households with little equity (high LTV ratios). If such a household sells

its house, it is left with insufficient funds to repay its mortgage and make a downpayment on a new home, leading to

a spatial lock-in. The household's contemporaneous LTV ratio is the variable of main interest. The crucial value for the

LTV is set at 80 percent, as it is assumed that higher LTV ratios make a downpayment on a new house impossible. Chan

(2001) recognizes that loss aversion may affect mobility and incorporates a cumulative house price change variable in

the estimated models.3 She does conclude that there is clear evidence of “severe constraints to mobility as a result of

negative housingmarket shocks” (p. 584).

Ferreira et al. (2010, 2012) and Schulhofer-Wohl (2012) find contradicting results for negative equity based on

the same U.S. data. Ferreira et al. (2010, 2012) find a negative effect of negative equity on household mobility while

Schulhofer-Wohl (2012) finds the contrary, i.e., that homeowners with negative equity are more mobile. Schulhofer-

Wohl (2012) argues that Ferreira et al. (2010) underreport household mobility by excluding temporary moves, moves

by households that do return to their original home.

Coulson andGrieco (2013) find that underwater households aremoremobile than households with positive equity.

That is, moderately underwater households have the same mobility rate as above-water households, while heavily

3 In this specification, the cumulativehouseprice changemeasuresmore thanonly loss aversion, sonoconclusive results of a loss aversioneffect arepresented.
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underwater households are the most mobile category. The results, therefore, go against the predictions of the lock-

in mechanism. Coulson and Grieco (2013) give both increasedmobility due to defaults and increasedmobility in order

to prevent an approaching default as possible explanations for the empirical findings. The results found byCoulson and

Grieco (2013) indicate that lock-inmaynot be the onlymechanism throughwhich negative equity can affect household

mobility.

It is regularly hypothesized that defaults and foreclosures may increase mobility (Chan, 2001; Ferreira et al.,

2010; Schulhofer-Wohl, 2012). Andersson andMayock (2014) explicitly differentiate between voluntary mobility and

default-inducedmobility (due to strategic behavior or the inability to pay), i.e., they disentangle the lock-in mechanism

from the default mechanism. Their results show a U-shaped relationship between equity and household mobility; at

moderate debt levels an increase in debt decreases mobility, while at high debt levels an increase in debt increases

mobility.4 In other words, they find that for low levels of negative equity the lock-in effect dominates, while for high

levels of negative equity the default mechanism dominates.5

3.3 Simultaneousmechanisms

Both loss aversion and equity constraints are driven by decreasing house prices, resulting in a positive correlation

between them. The correlation between the two mechanisms seems to make it impossible to study one without the

other. Estimating the effect of negative equitywithout incorporating loss aversionwill overestimate the absolute effect

of negative equity, that is, the true effect of negative equity is likely to be less negative than found in studies that do not

account for loss aversion.

Strongevidenceexists that loss aversionhasanegativeeffect onmobility,whereas theevidence for anegativeeffect

of equity constraints is less conclusive. Prior studies that take loss aversion into account have found little evidence that

equity constraints hampers mobility (Engelhardt, 2003). Studies that do find a lock-in effect of equity constraints have

generally refrained fromdistinguishing between loss aversion and negative equity effects (Henley, 1998; Ferreira et al.,

2010, 2012; Struyven, 2015).

In our analysis, we will distinguish between loss aversion and negative equity effects. We will look into nonhousing

wealth of underwater households as being locked-in is conditional on household savings; it is not evident that negative

housing equity hinders mobility if a household has additional sources of wealth. By taking into account nonhousing

wealth, we are able to investigate the U-shaped relationship between negative equity and household mobility that is

suggested by Andersson and Mayock (2014). To our knowledge, this study is the first to investigate the relationship

between decreasing house prices and household mobility in such detail.

4 DATA

4.1 Data set

The data set, covering the period 2006–2011, consists of housing spells and characteristics of households living in the

stock of owner-occupied existing row houses in the Netherlands.6 Most of our observations have housing spells that

started before our stock sampling date, January 2006. Houses and households are observed annually until 2011, or

4 Andersson and Mayock (2014) lump all LTV ratios between 0 and 0.8 together in a single group (over 53 percent of their sample). Equity effects for above-

water households with LTVs under 0.8 can therefore not be distinguished, while Henley (1998) shows that household mobility increases with positive house

equity. Coulson andGrieco (2013) also provide estimates that show that householdmobility increaseswith positive house equity for above-water households,

up to an LTV of 0.9.

5 Ghent and Kudlyak (2011) study differences in default between recourse and nonrecourse states in the United States. The results indicate that having a

recourse loan affects default through a decrease in the sensitivity to negative equity. In recourse states, defaults are involuntary (due to liquidity constraints),

while in nonrecourse states defaults may also be strategic. The lack of nonrecourse loans in the Netherlands suggests that default-induced mobility will be

substantially lower than in countries with nonrecourse loans.

6 The housing stock is divided into existing homes and newly build houses. Newly build houses only enter the analysis after they have been sold, that is, after

they have become an existing home.
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until the moment that the house is sold. The data set is extended with new housing spells beginning between 2006

and 2011. That is, houses and households can reenter the data set after a sale. These latter observations have spells

that started after the stock sampling date. The data set is thus constructed as a stock sample extended with an inflow

sample. In total, the data set consists of 2,441,598 observations of 566,900 unique spells.7

The data set has been constructed by making use of unique administrative data of Statistics Netherlands (CBS).

The data set combines individual data from the Cadastre records (Bestaande Koopwoningen), the Housing Stock Regis-

ter (Woonruimteregister verrijkt), the Population Register (Adresbus, Huishoudensbus, Persoontab), the Integrated Capital

Data Set (Integraal Vermogensbestand), and the Integrated Income Data Set (Integraal Huishoudens Inkomen). Job Regis-

ter information (Baankenmerkenbus, Baansommentab, Hoofdbaanbus) is used for robustness checks.

The Cadastre records are matched with the Housing Stock Register to identify the owner-occupied houses in the

Netherlands. The Cadastre records contain information on transactions of existing homes, thereby providing informa-

tion on mobility and housing duration. The transaction records consist of both voluntary and involuntary sales; forced

sales are included in the data but it is not possible to distinguish them from the other sales. The Population Register,

based on information from themunicipalities, contains information on household composition and demographic char-

acteristics. The Dutch tax authority is the main source of information for both the Integrated Capital Data Set and the

Integrated IncomeData Set. The former provides information on the assets and liabilities of the households, while the

latter contains information on household income and the income composition. The Job Register has been compiled by

Statistics Netherlands out of administrative sources from the tax office and the Employee Insurance Agency (UWV). It

provides information on all employment relationships in the Netherlands (see Schoonhoven & Bottelberghs, 2014).

The panel data set that we have constructed contains the stock of owner-occupied row houses in the Netherlands

and the characteristics of the households living in these homes. Row house are by far the largest category of family

homes, making up almost 50 percent of the transactions during the years 1995–2011; the annual percentage ranges

between45.0 and50.2 percent (CBSStatLine, 2017). As rowhouses have on average lower transaction prices than cor-

ner houses, semidetached houses, and detached houses, the households living in them have on average lower incomes

and wealth (Steegmans & Hassink, 2017, pp. 12–13). Households living in row houses tend to have shorter durations

than households living in the other types of family homes. This implies that left-censoring, an unobserved spell start, is

less of a problem for row houses (see Section 5.2). It is due to computational limitations and the advantages regarding

left-censoring that we restrict our analysis to row houses.

4.2 Spell length andmobility

The Cadastre records (1995–2011) are the main source for our owner-occupied housing duration variable. For the

stock-sampled observations, house sales in the period 1995–2005 provide the beginning of the spell if a house is an

existing home; the duration start of houses that were newly build in the period 1995–2005 is found in the Housing

Stock Register. Durations of houses last sold before 1995 are not observed directly.8 For the inflow-sampled observa-

tions, the spell begins as soon as a house is bought after the stock sampling date. House sales in the period 2006–2011

provide, if a house is sold, the end of a spell for both the stock-sampled and the inflow-sampled observations. Amove is

thus defined as a house sale after the stock sampling date.

Table 1 shows the distribution of the starting years of the housing spells at the stock sampling date. The table shows

that of the spells that started before January 2006 11.50 percent (51,497 observations) did start before 1995. For

these observations, the exact spell start is not observed; these observations are said to be left-censored. The way to

handle left-censored observations is discussed in Section 5.2 (and inmore detail in Appendix C).

Figure 1 shows the regional distribution in median duration in the Netherlands. The economic core, the Randstad,

has relatively long durations compared to the periphery. However, major differences are observed in the so-called

7 Including the observations with an unobserved spell start the data set counts 2,576,225 observations of 619,420 unique spells.

8 TheHousing StockRegister provides thedate that a (newly build) house is added to thehousing stock. These addition dates gobackuntil January1992.How-

ever, as (re)sales between 1992 and 1994 are not observed the spell start of the houses that were newly build between 1992 and 1994 cannot be determined

with absolute certainty.
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TABLE 1 Year of duration start

Frequency Percent Cum. percent

pre-1995 51,497 11.50 11.50

1995 23,279 5.20 16.69

1996 27,110 6.05 22.75

1997 30,475 6.80 29.55

1998 34,975 7.81 37.36

1999 37,812 8.44 45.80

2000 36,069 8.05 53.85

2001 40,844 9.12 62.97

2002 44,302 9.89 72.86

2003 44,474 9.93 82.79

2004 43,115 9.63 92.42

2005 33,960 7.58 100.00

Total 447,912 100.00

Note: Statistics of stock-sampled row houses in 2006.

F IGURE 1 Median duration of stock-sampled row houses in the Netherlands in 2006
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F IGURE 2 Repeat sales price index for family homes in the Netherlands (nominal price development) [Color figure
can be viewed at wileyonlinelibrary.com]

shrinking regions: the southwest corner (Zeeuws-Vlaanderen) and the northeast corner of the Netherlands (Gronin-

gen) have relatively long durations, whereas the durations in the southernmost province (Limburg) are relatively short.

Evidently, the regional differences in duration imply differences in mobility as well.

4.3 Decreasing prices

The price development of family homes in the Netherlands is presented in Figure 2. The repeat sales price indices

that we have estimated show that house prices peaked in 2008.9 Prices gradually increased up to 2008 and started

decreasing afterward; for row houses prices decreased 6.2 percent on average between August 2008 and Decem-

ber 2011. The figure shows that the price development of row houses is very similar to the development of the other

types of family homes. The price decreases are important as they are the main driver for both negative equity and

loss aversion. In the following subsections we will look into the measures of negative equity and loss aversion. Sum-

mary statistics of the remaining household characteristics and statistics per cohort can be found in Tables B1 and B2 in

Appendix B.

4.4 Prospective losses

Observed sale prices cannot be used to identify loss aversion as unsold houses are the likeliest to be affected by loss

aversion and their sale prices are by definition not observed. Instead of actual losses we have to resort to prospective

losses. After all, whether a nominal gain or loss would occur depends on the price that could be obtained if the house

was to be sold, while potential losses could result in transactions not taking place.

In this study, we define the market value of a house as the purchase price adjusted by the cumulative change in the

regional repeat sales price index.10 In other words, themarket value of a house is determined by the price at which the

9 The estimation of the repeat sales price index is discussed in Appendix A.

10 As we are interested in the (relative) price development only, the smoothed repeat sales price index fits our purpose very well. A comparison between

various price indices for the Netherlands is done by Jansen, de Vries, Coolen, Lamain, and Boelhouwer (2008) and De Vries, de Haan, van derWal, andMariën

(2009).
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housewas bought (P0), the price index at the time the housewas bought (I0), and the contemporaneous price index (It).

Pit = Pi0

(
1 +

Ict − Ic0
Ic0

)
, (1)

where subscript c of the price index denotes the region.

A household faces a prospective nominal loss if the contemporaneous value (Pt) is less than the price that was ini-

tially paid (P0). Given that Pt is expressed in terms of P0 the size of the prospective loss can be expressed in terms of the

price index.

pros. loss =
⎧⎪⎨⎪⎩
0 if Ict ≥ Ic0,
Ic0−Ict
Ic0

∗ 100% if Ict < Ic0.
(2)

We have estimatedmonthly repeat sales price indices for all 40COROP regions in theNetherlands.11 Thatmeans that

loss aversion is identified through the use of the regional repeat sales price index.12 The estimation of the repeat sales

price indices is discussed inmore detail in Appendix A.

Figure 2 implies that only houses thatwere bought not that long before the stock sampling date are confrontedwith

potential nominal losses. Even though regional differences exist, it is only toward 2011 that prices had decreased until

the price level of around 2006. This means that the lion's part of the households facing a prospective loss have spells

that started after the stock sampling date. For the households with a spell starting before January 2006, 0.16 percent

of the observations (3,411 obs.) have a prospective loss, while for the households with a spell starting after January

2006, 30.5 percent of the observations (107,167 obs.) have a prospective loss.13

4.5 LTV ratios

The effects of negative equity are studied bymaking use of the household's LTV ratio, i.e., the value of themortgage rel-

ative to the value of the house, which is observed annually. The LTV information originates from the Dutch tax author-

ities.14 We observe the overall value of the mortgage; that is, if multiple mortgages on a home exist we observe the

total value only. The value of the house finds its origin in the (administrative)municipality valuation, the so-calledWOZ

value. Themunicipality bases its valuation on house characteristics, local price developments, and comparable proper-

ties. The valuation procedure is legally defined in the Netherlands (Council for Real Estate Assessment, 2010; Dröes &

Hassink, 2014). It has to be noted that the LTV ratios are occasionally overestimated as the asset side in endowment

mortgages (in Dutch beleggingshypotheek and spaarhypotheek) is not observed by the tax authorities.15

11 TheCOROP regionswere defined in 1971by a committee namedCoördinatiecommissie RegionaalOnderzoeksprogramma, hence the nameCOROP.ACOROP

is an administrative region, in size between provinces andmunicipalities, that joins together regional labormarkets based on commuting flows.Most COROPs,

therefore, consist of a larger city and its periphery. Estimation at a lower level of aggregation is not possible as observations become too sparse.

12 The regional indices have been smoothed through (second degree) local polynomial smoothing in order to limit monthly fluctuations from the trend.

13 For robustness purposes, we have also defined prospective nominal losses in terms of the observed previous transaction price, Pi0, and the house value

based on the formal municipality valuation, Pit (see the next subsection for details). For this smaller sample, the findings are qualitatively the same although

the coefficients for prospective losses and negative equity become smaller in absolute terms.We prefer regional price indices to define prospective losses as

it providesmonthly observations under few assumptions and, therefore, seems likelier to correspond to household decisionmaking. Still, one could argue that

municipal valuations correspond closer to self-assessedhouse values than the house value thatweuse.However, a detailed discussion of the role self-assessed

values is beyond the scope of this study.

14 As LTV data are available only from 2006 onward, we are not able to differentiate the effect of the initial LTV, that is, the LTV at themoment of origin of the

mortgage, from the overall LTV effect, which incorporates the price decreases.

15 Using Dutch survey data, Schilder and Conijn (2012) exploit information on mortgage expenditures and interest payments to estimate the asset side of

endowment mortgages and include endowment mortgage assets in the calculated potential residual debt. They estimate that households with an expected

residual debt have, on average, a capital insuranceworth 5,950 euros. Nevertheless, as this information is not available in our data setwe are not able to follow

this approach.
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TABLE 2 Percentiles of loan-to-value ratios

Nonleft-Cens. Left-Cens. Total

p1 0.000 0.000 0.000

p5 0.250 0.000 0.117

p10 0.394 0.000 0.283

p25 0.591 0.163 0.523

p50 0.823 0.335 0.777

p75 1.007 0.538 0.991

p90 1.128 0.787 1.117

p95 1.218 0.984 1.208

p99 1.405 1.322 1.401

Observations 396,415 51,497 447,912

Note: Statistics of stock-sampled rowhouses in 2006. Spells starting before 1995 are left-censored. The respective percentiles
are given by p1 until p99.

Table 2 shows the distribution of LTV ratios for left-censored andnonleft-censored observations.16 The table shows

that households with the longest spells, that is the spells that started before 1995, have lower LTV ratios. The median

LTV for spells that started before 1995 is 0.335, whereas the median LTV for spells starting after 1995 is 0.823. The

table also shows that within the left-censored observationsmanymore households have paid off their mortgages than

within the nonleft-censored observations, between 10 and 25 percent and 1 and 5 percent, respectively. These dif-

ferences suggest that simply discarding the left-censored observations when analyzing equity effects might affect the

results.

The LTV ratios have been used to create seven LTV groups, which increase 0.2 (20 percent) per category (see

Table 3). The latter two groups, LTV between 1.0 and 1.2 and LTV above 1.2, respectively, are so-called underwater

households as their mortgage is larger than their house value. In Table 3, the underwater households have also been

subdivided into different groups based upon additional wealth, i.e., wealth excluding housing wealth. The table shows

that the great majority of underwater households has additional wealth, but that the additional wealth is smaller than

the amount that the household is underwater. This holds for both themoderately (1.0<LTV≤ 1.2) and the heavily (LTV

> 1.2) underwater households.

5 EMPIRICAL MODEL

5.1 Specification of the hazard rate

Duration analysis is particularly well-suited to study mobility in the housing market as it easily allows for the inclusion

of (right) censored observations and duration dependence; that is, duration analysis does not exclude households that

do not move or sell from the analysis, while at the same time duration length itself is allowed to have an impact on the

moving or selling probability of a household. Mobility is generally studied by estimating hazard rates, i.e., the probabil-

ity that a household will move in a given period conditional on not having moved before. In order to analyze housing

durationwewill be estimating an extended Coxmodel.Wewill be applying a continuous time specification as the ratio

of the interval length (duration ismeasured inmonths) to the typical housing duration is relatively small (Jenkins, 2005,

p. 21).

16 Following the convention in Dutch studies, LTV ratios larger than 1.5 have been excluded from the analysis (e.g., Schilder & Conijn, 2012; Van Veldhuizen,

Vogt, & Voogt, 2016). As information on loans and values originates from the same data set, we consider the (remaining) large LTV ratios plausible. The distri-

bution of LTV ratios seems to corroborate this. Furthermore, the conclusions in this paper are robust to lowering or increasing the LTV upper limit.



STEEGMANS AND HASSINK 621

TABLE 3 Ratios of LTV groups with andwithout left-censored observations

Nonleft-Cens. Left-Cens. Total

LTV≤ 0.2 0.040 0.298 0.070

0.2< LTV≤ 0.4 0.063 0.295 0.089

0.4< LTV≤ 0.6 0.156 0.207 0.162

0.6< LTV≤ 0.8 0.216 0.106 0.203

0.8< LTV≤ 1.0 0.264 0.048 0.240

1.0< LTV≤ 1.2 0.203 0.027 0.183

LTV> 1.2 0.057 0.020 0.053

Moderately underwater 1.0< LTV≤ 1.2 (subgroups):

W< 0 0.004 0.001 0.004

0≤W<U 0.196 0.025 0.177

W≥U 0.003 0.001 0.003

Heavily underwater, LTV> 1.2 (subgroups):

W< 0 0.001 0.001 0.001

0≤W<U 0.055 0.019 0.051

W≥U 0.001 0.001 0.001

Observations 396,415 51,497 447,912

Note: Statistics of stock-sampled row houses in 2006. Moderately underwater (1.0 < LTV ≤ 1.2). Heavily underwater (LTV >

1.2). Additional wealth (W). Amount underwater (U).

The Cox proportional hazard model (Cox, 1972, 1975) has empirically been very successful (Cameron & Trivedi,

2005). The Cox proportional hazard is a semiparametric method: nonparametric regarding the baseline hazard, para-

metric regarding theeffects of the set of covariates. The starting point is the standardproportional hazards framework.

The hazard rate is given as follows (see Cameron & Trivedi, 2005):

𝜆(t|x, 𝛽) = 𝜆0(t)𝜙(x, 𝛽), (3)

where t is duration, x is the set of covariates, and 𝜆0 is the baseline hazard. The baseline hazard is a function of t alone

and𝜙 (x, 𝛽) is a function of x alone. As𝜙 (x, 𝛽) is generally specified in an exponential form, i.e., exp(x′𝜷), the conditional
hazard rate becomes:

𝜆(t|x, 𝛽) = 𝜆0(t) exp(x′𝜷). (4)

The hazard functions 𝜆(t|x) are all proportional to the baseline hazard, hence its name. Differences in characteristics

simply imply a scaling of the baseline hazard. The scaling factor is given by exp(x′𝜷). In other words, the hazard ratios
depend on the covariates but not on t. Cox (1972, 1975) suggested a partial likelihood approach that allows for estima-

tion of the parameters without estimating the baseline hazard.

The Cox proportional hazardmodel can easily be extended to include time-varying covariates

𝜆(t|x(t)) = 𝜆0(t)𝜙(x(t), 𝛽). (5)

However, as x depends on t the proportionality factor now varies with survival time, that is, the proportional hazard

assumption is no longer satisfied. Still, as long as the partial likelihood is adjusted accordingly, the model can be esti-

mated (Cameron & Trivedi, 2005; Jenkins, 2005). It is the Cox model with time-varying covariates that is called the
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extended Cox model. Even though it is not a proportional hazard model in a strict sense, it is often referred to as a

proportional hazard with time-varying covariates (Cameron & Trivedi, 2005, p. 991).17

5.2 Left truncation and left-censoring

The above model could directly be estimated if one uses an inflow sample, that is, a sample of all households starting

a housing spell in a given time interval. However, a large part of our data set consists of a stock sample. These spells

start before our stock sampling date. The problem is that the probability of observing a short duration is smaller than

observing a longer duration. This sample selection problem is known as left truncation. It is easy to deal with as long

as we observe the starting dates of the spells and have observations of some spells after the sampling date (Cameron

& Trivedi, 2005). We can correct for the sample bias by taking into account the time between the start of the spell and

the moment of sampling. Put differently, we can analyze the observations conditional on surviving up to the sampling

date (Jenkins, 2005, pp. 64–66).

Some of the houses in our stock sample have not been sold between 1995 and 2005. The exact starting dates of

these housing spells remain unobserved. These observations are said to be left-censored. Left-censoring could lead to

a selection bias as the longest durations are excluded from the analysis (Iceland, 1997). Even though the proportion of

left-censored spells is relatively small in our data set, 11.50 percent of the stock sampled observations (see Table 1), we

consider it necessary to investigate whether excluding left-censored spells causes selection bias in our results.

In order toexamine theeffects of excluding the left-censoredobservations fromtheanalysis,wewill provideestima-

tion results with and without the left-censored spells. We employ two different methods to include the left-censored

observations. The first method uses a proxy/matching approach. More precisely, the Housing Stock Register provides

likely starting dates for “left-censored homes” that have been added to the housing stock between 1992 and 1994.

The proxied spell starts of houses newly built in the period 1992–1994 are then matched, based on the age of the

head of the household, with the remaining left-censored observations. The secondmethod naively substitutes the left-

censoring date as the spell start. The comparison of the results with and without the left-censored spells will show

whether omitting the left-censored spells leads to selection bias (Iceland, 1997; Stevens, 1999).18 For details on left-

censoring, the potential bias, andways of handling left-censoring, we refer to Appendix C.

5.3 Covariates

The variables of main interest are the loss indicator, indicating whether there is a prospective nominal loss based on

the regional house price index, and the LTV indicators. The other covariates that will be used to estimate Equation (5)

include a loan-to-income (LTI) indicator (six categories), an age indicator (10 categories), a household type indicator

(seven categories), a gender indicator, a divorce indicator, a region indicator (40 COROPs), and a cohort indicator (16

start years). The latter captures, for instance, mortgage particularities that are shared by households that bought at a

specific time.

The LTV categories are LTV below 0.2, 0.2–0.4, 0.4–0.6, 0.6–0.8, 0.8–1.0 (reference category), 1.0–1.2, and LTV

above 1.2. The LTI categories are LTI below 1.0 (reference category), 1.0–2.0, 2.0–3.0, 3.0–4.0, 4.0–5.0, and LTI above

5.0. The age groups areunder25 (reference category), 25–30, 30–35, 35–40, 40–45, 45–50, 50–55, 55–60, 60–65, and

over 65. The household types are single-person household (reference category), unmarried couple without children,

married couple without children, unmarried couple with children, married couple with children, one parent household,

and other household types.

17 Estimating a frailty model, a model that incorporates unobserved heterogeneity, is not possible from a theoretical point of view; the frailty term cannot

be identified in the stock sample we use (see Van den Berg & Drepper, 2016, for a thorough discussion). Besides, estimation would not have been feasible

empirically.

18 Following Stevens (1999), we have also run a regression with an artificial stock sampling date, that is, we excluded durations that started in 1995 and 1996

from the sample of nonleft-censored observations. The estimates of the standard (left-censored) sample and the artificially left-censored sample are virtually

the same, suggesting no effect of a sample selection bias due to left-censoring.
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6 ESTIMATES

The estimation results of Equation (5) can be found in Table 4. The table presents the estimated hazard ratios of the

semiparametric extended Coxmodel with COROP clustered standard errors. A ratio of one indicates that the effect is

the same as the baseline hazard. Coefficients below one indicate a probability lower than the baseline, whereas coeffi-

cients above one indicate a higher probability.

The first column of Table 4 shows the results where the left-censored observations have been discarded.19 The

coefficient for the prospective loss variable is 0.788, indicating that when the prospective nominal loss increases 1

percent the probability of selling is only 78.8 percent of the situation where there is no such loss. A 1 percent increase

in prospective loss thus decreases the probability of selling by 21.2 percent.20

Compared to households that have a mortgage between 80 and 100 percent of the house value (the reference cat-

egory), those with a mortgage between 100 and 120 percent of the house value have a 5.5 percent lower probability

of moving (the coefficient is 0.945). Thesemoderately underwater households thus have a lower probability of moving

than the group that has a slightly better financial position. Note, however, that the moderately underwater house-

holds have a higher probability of moving than the households with LTVs between 0 and 80 percent.21 The coefficient

for households with mortgages over 120 percent of the house value is 1.425, meaning that these heavily underwater

households have a 42.5 percent higher probability ofmoving than the reference category (0.8< LTV≤ 1.0). The heavily

underwater households, therefore, have the highest mobility of all LTV categories.22

The results in column 1 also show that, overall, mobility decreases with age; people under 25 (the reference cate-

gory) have by far the highest mobility. There are no significant differences between men and women, while divorced

people have a substantially higher probability of selling/moving than nondivorced people. Furthermore, the coeffi-

cients of the LTI ratios show aU-pattern; households with amoderate LTI have the lowest mobility.

The second and third column of Table 4 show the estimates when the left-censored observations have been

included. Column 2 shows the results for the matching approach, column 3 shows the results for the naive approach

(see Section 5.2). A 1 percent increase in prospective loss is estimated to decrease mobility by 21.8 percent in the

matching approach and 21.7 percent in the naive approach. Compared to the reference category being moderately

underwater reduces mobility by 1.6 and 1.5 percent, respectively. However, these estimates are not significantly dif-

ferent from the reference category. Being heavily underwater increases mobility by 62.1 and 63.0 percent, respec-

tively. The patterns and magnitudes of the estimated effects are similar for all three approaches, that is, the inclusion

or exclusion of the left-censored observations does not drive our results.

In the estimates that are presented in the columns 4, 5, and 6 of Table 4, the moderately underwater households

(1.0 < LTV ≤ 1.2) and the heavily underwater households (LTV > 1.2) have been divided into three different groups

based on wealth excluding net housing wealth (savings, etc.). The first group has negative wealth/savings, that is, the

household has additional debt. The second group has positive wealth/savings but the total is smaller than the amount

that the household is underwater, while the third group has positive wealth/savings that is larger than the amount that

it is underwater.

19 All results are robust to, for instance, the exclusion of cohort dummies (i.e., year of spell start dummies), the inclusion of year of observation dummies (that

could capture exogenousmarket circumstances), andmunicipality fixed effects (instead of COROP fixed effects). Although the results are almost identical, we

prefer not to present the results with both cohort and year of observation dummies because, strictly speaking, the spell start and the duration imply the year

of observation. Estimation with duration in years instead of months does not alter the conclusions either.

20 An additional regression confirms that dropping the prospective loss variable from the regression leads to smaller coefficients for the negative equity cate-

gories (see the discussion in Section 3.3). In other words, not including themeasure of loss aversion in the regressionmodel indeed leads to an overestimation

(in absolute terms) of the effect of negative equity onmobility.

21 The results indicate that for above-water households mobility is lowest for the lowest LTV groups. This corresponds to the findings of Henley (1998) and

Coulson and Grieco (2013), who find that (positive) house equity decreases mobility. This result is consistent, for instance, with low LTV households taking

larger steps on the property ladder, resulting in less moves over a lifetime.

22 Lowering or increasing the upper limit of the highest LTV category (set at 1.5) leaves the conclusion unaltered. Heavily underwater households remain

clearly themost mobile LTV category.
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The results in the columns 4, 5, and 6 confirm that the mobility of the moderately underwater households is lower

than the mobility of the heavily underwater households. The estimates also show that the moderately underwater

householdswith additional debt are the leastmobile subgroup. These households are between 9.2 and 8.1 percent less

mobile than the groupwith an LTV between 80 and 100 percent although only the first estimate is significant. Another

important observation is that overall the coefficients for the subgroups increasewith additional wealth, thereby show-

ing that mobility of households with negative equity rises with additional (nonhousing) wealth. This holds for both the

moderately and heavily underwater households. It seems that the high mobility of the heavily underwater households

is not associated with involuntary mobility. After all, the (heavily) underwater households without household savings

(i.e., with additional debt) aremost likely todefault on theirmortgagepayments and tobe confrontedwith forcedhouse

sales. We observe exactly the opposite, suggesting that the high mobility of underwater households is not default-

driven.23

7 LOCAL LABOR MARKETS

Thus farwe have incorporated local labormarkets only by distinguishing betweenCOROPs. In otherwords: local labor

market havebeen taken into account through the inclusionof administrative labormarket regions,which are treated as

exogenous.We have, arguably, abstracted from interdependencies between the housing market and the labor market.

In this section, we will look into the robustness of our results by extending the analysis through the inclusion of local

labor market conditions.

We recognize that proxies for local labor market conditions are potentially, or even likely, endogenous.24 Never-

theless, as suitable instruments for local labor market conditions are lacking we resort to a proxy-based approach. For

robustness purposes, we use a wide range of proxies to account for local labor market conditions. The unavailability

of regional vacancy numbers for the period under investigation, necessary to create a market thickness indicator such

as the ratio of the number of unemployed workers (job searchers) and the number of vacant jobs (see, for example,

Broersma & Van Ours, 1999; Petrongolo & Pissarides, 2001), is an additional reason to opt for a multitude of alterna-

tive proxies.

Weuse regional unemployment rate, regional labormarket participation (gross and net), an estimate of the regional

commuting distance,25 and regionally aggregated changes in employment to proxy local labor market conditions. All

these proxies for local labor market conditions are observed at the COROP level. Unemployment rate, labor market

participation, and commuting distances are obtained fromCBSStatLine (2013, 2014). The jobdynamics proxies consist

of regional aggregates, based on the microdata at our disposal, that describe administrative changes in employment

status: no change in job or jobs (reference category), loss of a job, getting a (or an extra) job, and losing a job while

getting another. Apart from the average commuting distance, which is expressed in kilometers, the proxy variables are

expressed in percentage terms.

While none of the proxies is ideal Table 5 does suggest that our findings are not driven by local labor market condi-

tions. After all, the various proxies do not alter any of ourmain conclusions. The coefficient of the nominal lossmeasure

ranges from 0.783 to 0.793. The coefficients for moderately and heavily underwater households range from 0.937 to

23 Wehave looked into potential endogeneity due to the business cycle affecting the value of other assets in a household's portfolio by distinguishing between

households that do and do not own stocks. After all, the business cycle would affect the portfolios of households that do own stocks stronger than those that

do not own stocks. We have estimated the same regressions for households that owned stocks at least one of the years under observation (41 percent of the

observations of the sample), households that owned stocks all years under observation (21 percent), and households that never owned stocks (59 percent).

The results are very similar for all groups. All in all, there is no indication that the relation between the business cycle and other assets does affect our results.

The estimates are available upon request.

24 See, for instance,Munch, Rosholm, and Svarer (2006) andCoulson andFisher (2009) for endogeneity issues related to the housingmarket and labormarket.

For studies on the Netherlands, in particular, see Van Leuvensteijn and Koning (2004), Sanz-de Galdeano (2006), and Van Vuuren (2009).

25 It is an estimate as the job location is approximated and not perfectly observed. We hypothesize that average commuting distance increases during eco-

nomic downturns. A thorough analysis of the relation between commuting distance and housing lock is beyond the scope of the current study.
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0.978 and from 1.402 to 1.481, respectively.26 All in all, these results seem to imply that while labormarket conditions

undoubtedly matter, they do not drive our results.

8 CONCLUSIONS

In this study, wemake a clear distinction between loss aversion and equity constraints. Using administrative data from

theNetherlands (2006–2011), the prospective loss indicator is used to identify nominal loss aversion, while LTV ratios

larger than one indicate the existence of negative equity. The analysis has shown that a 1 percent increase in prospec-

tive loss decreases mobility in the owner-occupied housingmarket bymore than 20 percent. Beingmoderately under-

water (LTV between 1.0 and 1.2) reduces mobility by about 5 percent compared to the group that has a mortgage that

is not larger than its house value (LTVbetween0.8 and1.0) although the difference is not significant in all of the estima-

tions. Nevertheless, the mobility rate of the moderately underwater households remains higher than the households

with lower LTVs. The analysis shows that heavily underwater households have the highestmobility: roughly 50 percent

higher than those with an LTV between 0.8 and 1.0. The analysis also shows that additional wealth/savings increases

mobility for underwater households. The effects are similar for moderately and heavily underwater households, the

difference being that mobility is roughly 1.6 times higher for the heavily underwater households.

The conclusions are threefold. First, our results—consistent with the findings of Engelhardt (2003)—indicate the

existence of nominal loss aversion as prospective losses decrease mobility substantially. Second, there is much less

evidence for negative equity effects; moderately underwater households are slightly lessmobile than households with

mortgagesbetween80and100percent of their house values, butmoderately underwater households aremoremobile

than households with lower LTV ratios. This finding is similar to the findings of Schulhofer-Wohl (2012) and Coulson

and Grieco (2013). Moderately underwater households might have encountered some negative effects—especially

households with additional debt—but heavily underwater households have the highest mobility. Third, nonhousing

wealth increasesmobility for underwater households, suggesting that the highmobility for heavily underwater house-

holds is not default-driven. If the highermobility for heavily underwater householdswas default-driven thenwewould

have seen higher mobility rates for the households with negative wealth/savings. After all, households with positive

wealth are likelier to be able to make their mortgage payments even if their house is underwater. The high mobility of

heavily underwater households is an interesting phenomenon that needs attention in future research. Possibly heavily

underwater households use their financialmeans tomove instead of continuingmortgage payments on their underwa-

ter home.

This study has presented evidence that decreasing house prices have hampered household mobility through nom-

inal loss aversion. There is less evidence that negative equity limits household mobility even though some particular

groupswith negative equity are indeed lessmobile. All in all, it seems that households did notwant tomove in amarket

with decreasing prices, while they generally could have from a financial perspective.
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APPENDIX A: REPEAT SALES PRICE INDEX

The repeat sales index makes use of repeated sales of houses or pairs of transactions as Bailey, Muth, and Nourse

(1963) call them in their seminal paper. Under the assumption that house quality is constant, house price changes over

time can be estimated without house characteristics being observed (e.g., Wang & Zorn, 1997). The starting point for

the repeat sales index is a standard hedonic pricingmodel with a time indicator for themoment of sale.

ln(Pit) = 𝛽0 +
K∑

k=1
𝛽kzik +

T∑
t=2

𝛾tDit + 𝜇it , (A1)

where Pit is the price of property i at time t, zik is the kth house characteristic, Dit is the sale time indicator, and 𝜇it is a

random error term.

The price change for a house that is sold twice is easily found by subtracting the price at time t1 from the price at

time t2 (where 0 ≤ t1 < t2 ≤ T). It follows that the difference in price between sale and resale is given by

ln(Pit2 ) − ln(Pit1 ) = ln

(
Pit2
Pit1

)

=
T∑
t=2

𝛾t2Dit2 −
T∑
t=2

𝛾t1Dit1 + (𝜇it2 − 𝜇it1 ) (A2)

=
T∑
t=2

𝛿tD
⋆
it + 𝜖it ,

where D⋆
it
is a time indicator that is equal to one in the period of the resale, minus one in the period of the (original)

sale, and zero otherwise. The random error term is given by 𝜖it . The repeat sales index It is found by exponentiating the

Ordinary Least Squares regression results of Equation (A2). By multiplying the coefficients with 100 we set the base

for I0 at 100.

It = 100 exp (𝛿t). (A3)

Wehave estimated a separate price index, Ict , per COROP region. Thus, we have estimated a total of 40 regional repeat

sales price indices.

http://www.eigenhuis.nl/besparen/tijdelijke-verhuur/tijdelijke-verhuur-gebaseerd-op-leegstandwet
http://www.eigenhuis.nl/besparen/tijdelijke-verhuur/tijdelijke-verhuur-gebaseerd-op-leegstandwet
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APPENDIX B: SUMMARY STATISTICS

TABLE B1 Household summary statistics

Nonleft-Cens. Left-Cens. Obs. Total

Age 41.3 55.2 42.9

(10.5) (12.7) (11.7)

Male 0.916 0.871 0.911

(0.278) (0.335) (0.285)

Single person household 0.129 0.178 0.135

(0.335) (0.383) (0.341)

Unmarried couple w/o children 0.136 0.035 0.124

(0.342) (0.183) (0.330)

Married couple w/o children 0.157 0.325 0.177

(0.364) (0.469) (0.381)

Unmarried couple with children 0.095 0.028 0.087

(0.293) (0.164) (0.282)

Married couple with children 0.446 0.387 0.439

(0.497) (0.487) (0.496)

One parent household 0.036 0.046 0.038

(0.187) (0.210) (0.190)

Other household types 0.001 0.001 0.001

(0.035) (0.033) (0.035)

Divorced 0.009 0.018 0.010

(0.096) (0.134) (0.101)

Loan-to-income 3.1 1.6 2.9

(40.1) (409) (37.7)

Observations 396,415 51,497 447,912

Note: Statistics of stock-sampled rowhouses in 2006. Standarddeviations are shownunder themeans. Age and loan-to-income
have been divided into different groups in the analysis.

TABLE B2 Summary statistics per cohort

Age LTV LTV> 1 LTI Pros. loss Obs.

pre-1995 55.2 0.382 0.047 1.621 0.000 51,497

1995 47.4 0.525 0.047 1.883 0.000 23,279

1996 46.7 0.571 0.060 2.070 0.000 27,110

1997 45.3 0.612 0.070 2.337 0.000 30,475

1998 44.4 0.657 0.085 2.542 0.000 34,975

1999 43.2 0.717 0.115 2.698 0.000 37,812

2000 41.4 0.775 0.170 3.147 0.000 36,069

(Continues)
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TABLE B2 (Continued)

Age LTV LTV> 1 LTI Pros. loss Obs.

2001 40.3 0.840 0.241 3.165 0.000 40,844

2002 39.1 0.892 0.331 3.472 0.000 44,302

2003 38.3 0.931 0.458 4.202 0.000 44,474

2004 37.6 0.935 0.495 3.555 0.000 43,115

2005 36.7 0.950 0.553 3.722 0.000 33,960

2006 43.8 0.696 0.202 2.904 0.000 27,929

2007 42.6 0.712 0.209 3.228 0.001 27,207

2008 41.8 0.721 0.216 2.976 0.007 24,575

2009 40.4 0.804 0.357 3.453 0.366 18,244

2010 40.3 0.805 0.395 3.351 0.457 12,944

2011 43.3 0.718 0.283 2.670 0.164 9,238

Note: Summary statistics at the stock sampling date for cohorts before 2006 and at the year of inflow for cohorts thereafter.

APPENDIX C: LEFT-CENSORING

Left-censoring ismost commonlyhandledbydiscarding the left-censoreddata altogether.AlthoughAllison (1984, p.

57) calls this the “safest approach”—claiming that “it should not lead to any biases”—the contemporary view is that dis-

carding the left-censored observations could cause serious selection bias (Gottschalk & Moffitt, 1994; Iceland, 1997;

Moffitt & Rendall, 1995; Stevens, 1999). Apart from simply discarding the left-censored data one could also refine the

research question to exclude the left-censored observations (Iceland, 1997). In our analysis that would have meant

restricting the research question to exclude the longest durations from our analysis.

The simplest way to include the left-censored observations is to substitute the left-censoringmoment as the begin-

ning of the spell (Guo, 1993). An empirical application of this approach can be found in Lawrance and Marks (2008).

However, this approach is only optimal if the hazard rate is constant, which is generally not the case (Allison, 1984;

Guo, 1993; Iceland, 1997). For obvious reasons, we will call this the naive approach. A more elaborate approach is

“integrating out” over all possible durations (see Gottschalk &Moffitt, 1994; Moffitt & Rendall, 1995). This approach,

however, is not feasiblewith time-varying covariates as is the case in our analysis (Gottschalk &Moffitt, 1994; Stevens,

1999). The remaining approaches estimate the durations of the left-censored spells through additional assumptions on

the distribution of the durations (e.g., Guo, 1993).

Our preferred way of handling the left-censored data makes optimal use of a not yet exploited feature of the left-

censored observations in our data set. That is, for a part of our left-censored observations we observe the date that

the house has been added to the housing stock. While the transaction records of the Cadastre records do not go back

further than1995, theHousing StockRegister goes back until 1992, providing likely starting dates for houses that have

been added to the housing stock between 1992 and 1994. While the spell start is not observed directly, it is not likely

that these “left-censored homes” have been sold twice in a very short period. The date (in the period 1992–1994) that

the newly build house has been added to the housing stock can serve as a proxy for the beginning of the housing spell.

Furthermore, these observed “left-censored” durations can be matched with the remaining left-censored observa-

tions. Given the strong correlation between the age of the owner and the duration of the left-censored observations,

age is used to match the proxied observations with the left-censored observations lacking this proxy. Even though the

majority of the left-censored observations is likely to have started between 1992 and 1994 (see Table 1), the estimated

left-censored durations will be an underestimation of the actual durations as nomatched spells start before 1992. The

main advantage of this approach, however, is that we do not need any further distributional assumptions while opti-

mally using the available information.


