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Detailed images of subsurface structures

can be obtained by studying the echoes

of controlled seismic sources. For many

decades, such techniques have been

used for engineering purposes, scientific

investigations of the Earth’s structure

and oil and gas exploration. As the

seismic waves travel through the Earth,

they are reflected at the interfaces

between layers or formations of dif­

ferent rock type. Assuming that the con­

trast between these structures is small,

we can define a linear relationship

between the image and the data.

Mathematically speaking, this linear

transformation enjoys the special prop­

erty that it preserves singularities.

Hence, images of the various interfaces

(singularities) can be obtained by

applying the transformation in reverse.

Techniques based on this linear for­

malism have been used for many

decades and are still the workhorse in

many settings.

As opposed to many other sound­based

imaging modalities, such as medical

ultrasound, the speed of sound in the sub­

surface can be strongly heterogeneous

and is not known a priori. This can be

problematic as strong lateral variations

of the sound speed cause distortions in

the image. Because the data are typically

redundant, they enable the generation of

multiple, independent images. Imposing

consistency between the various images

allows one to estimate the spatially

varying sound speed. This additional

step of estimating the sound speed is spe­

cific to seismic imaging but bears some

resemblance to calibration problems

found in other imaging modalities. An

extensive overview is given by [1].

In more complex geological settings, the

contrasts between layers is large and we

can no longer approximate the image

formation process as being linear. A

prime example is shown in Figure 1,

where a subsurface salt body has a large

sound speed and density contrast with

the surrounding sediments. Instead of a

linear imaging problem, we now have to

solve a non­linear parameter estimation

problem. This entails repeatedly simu­

lating the seismic experiment with

detailed numerical models for wave

propagation and updating the parame­

ters until the simulations fit the data.

Given its formidable computational

burden, current research is aimed at

reducing its cost by working on small
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For many decades, seismic studies have been providing useful images of subsurface layers and

formations. The need for more accurate characterisation of complex geological structures from

increasingly large data volumes requires advanced mathematical techniques and high performance

algorithms.

Figure 1: A subsurface salt body is insonified by seismic sources near the Earth’s surface (at

z=0). The goal is to retrieve the geometry of the salt body and the surrounding medium from

recordings of the response at the Earth’s surface.

Figure 2: Reconstructed parameters using a conventional method. The true salt geometry (indi­

cated in red) is not well recovered and spurious structure is introduced in the surrounding area.

Figure 3: Reconstructed salt geometry and parameters using a level­set method. The true salt

geometry (indicated in red) is recovered almost perfectly.



subsets of the data [2]. Moreover, the

number of parameters that need to be

estimated is large, even if we assume

that the surrounding medium varies

smoothly. Because we do not know the

salt geometry a priori, we have no

choice but to represent the entire

medium on a very fine grid. Due to lim­

itations of the aperture, we cannot esti­

mate all these parameters independ­

ently. Also, the solution to the non­

linear problem is not unique. Figure 2

illustrates the result of a standard

parameter estimation technique. Even if

we assume the sound speed in the sur­

rounding medium to be known, the

reconstruction of the geometry of the

salt body is not very accurate. 

To reduce the number of parameters, we

split the problem in two parts: a geo­

metric inverse problem for the salt body

and a parameter­estimation problem for

the surrounding medium. The geo­

metric inverse problem is formulated

with a level­set function [3]. The salt

geometry is now implicitly defined as

the zero contour of this level­set func­

tion. Assuming that both the level­set

function and the surrounding medium

are smooth, we can efficiently represent

them with relatively few degrees of

freedom. The result of this joint

approach is shown in Figure 3. Here, we

parametrized the level­set function with

radial basis functions and assumed the

sound speed in the surrounding medium

to be linearly increasing with depth. The

resulting number of unknown parame­

ters in the level­set approach is 5x102 as

compared to 12x103 in the conventional

method. The level­set function and the

surrounding medium are estimated in an

alternating fashion.

In summary, seismic imaging in the

presence of salt bodies can be split into

a geometric inverse problem for the salt

body and a parameter­estimation

problem for the surrounding medium.

This separation greatly reduces the

number of parameters that need to be

estimated and leads to improved recon­

structions.
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The ability to retrieve volumetric infor­

mation about the crystallographic grain

microstructure is necessary for under­

standing the initiation of damage and for

establishing safety margins in critical

applications. An interesting example is

presented in [1], where the authors study

the propagation path of corrosion cracks

through polycrystalline steel samples

(i.e., the materials used for the vessels of

nuclear reactors), using a non­destruc­

tive three­dimensional orientation

imaging technique, called diffraction

contrast tomography (DCT), in conjunc­

tion with traditional X­ray absorption

computed tomography.

Each crystalline object, when illumi­

nated with X­rays, deflects some of the

incoming photons whenever one of its

crystal planes is oriented in a way that

satisfies the famous Bragg law.

If captured on a high resolution X­ray

imaging detector close to the sample,

these diffracted beams form projected

images of the diffracting object, which

are called diffraction spots.

DCT is an X­Ray diffraction technique

that uses the diffraction spots of each

individual grain, in polycrystalline sam­

ples, to build a three­dimensional map

of its grain microstructure.

DCT is naturally well suited for fast

acquisitions, due to the use of extended

beam sizes, which can capture large

portions of the samples in a single scan.

This makes it a good candidate for in­

situ deformation studies where many

deformation steps are applied to the test

samples during the course of an experi­

ment. However, traditional DCT

assumes nearly perfect recrystallization

of the materials, meaning that the

internal deformation of the individual

grains can be considered negligible.

This imposes a strong limitation of

applicability: real­world materials are

often affected by several degrees of

residual intragranular deformation, and

the study of such deformation is the aim

of the aforementioned type of in­situ

experiments.

To adequately model and reconstruct

plastically deformed grains, which

exhibit rotations of the local crystal lat­

tice, we developed a new mathematical

framework in [2]. In this framework,

each grain volume is defined over a six­
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The vast majority of metallic and ceramic objects have a granular microstructure, which has a direct

influence on their mechanical behaviour. Understanding the microstructure of these materials is espe-

cially important for nuclear reactors and other safety-critical applications in which they are used.

Modern mathematical tools and recent developments in computed tomography can be used to study

the evolution of these materials when they are being deformed or heated.


