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ABSTRACT

In recent years it has been proposed that a negative (positive) Indian Ocean dipole (IOD) in boreal

autumn favors an El Niño (La Niña) at a lead time of 15 months. Observational analysis suggests that a

negative IOD might be accompanied by easterly anomalies over the western Pacific. Such easterlies can

enhance the western Pacific warm water volume, thus favoring El Niño development from the following

boreal spring onward. However, a Gill-model response to a negative IOD forcing would lead to nearly

zero winds over the western Pacific. The authors hypothesize that a negative IOD—or even a cool western

Indian Ocean alone—leads to low-level air convergence and hence enhanced convectional heating over

the Maritime Continent, which in turn amplifies the wind convergence so as to cause easterly winds over

the western Pacific. This hypothesis is tested by coupling an idealized Indian Ocean model and a con-

vective feedback model over the Maritime Continent to the Zebiak–Cane model. It is found that, for a

sufficiently strong convection feedback, a negative (positive) IOD indeed forces easterlies (westerlies)

over the western Pacific. The contribution from the eastern IOD pole dominates. IOD variability is found

to destabilize the El Niño–Southern Oscillation (ENSO)mode, whereas Indian Ocean basinwide warming

(IOB) variability dampens ENSO, even in the presence of convection. The influence of the Indian Ocean

on the spectral properties of ENSO is dominated by the IOB, while the IOD is a better predictor for

individual ENSO events.

1. Introduction

Skillful predictions of the different phases of El

Niño–Southern Oscillation (ENSO) are still a chal-

lenge for the climate research community. While the

basic processes in the equatorial Pacific Ocean are

reasonably well understood (see, e.g., Philander 1990;

Neelin et al. 1998; Zebiak and Cane 1987), the degree

to which the extratropical Pacific, the Atlantic Ocean,

and the Indian Ocean (IO) affect ENSO is still an

active field of research. In this study we will focus on

the influence of the Indian Ocean transmitted via the

atmosphere (the ‘‘atmospheric bridge’’).

In the Indian Ocean, two modes of variability have

been identified: the Indian Ocean basinwide warming

(IOB; Klein et al. 1999) and the Indian Ocean dipole

(IOD) (Webster et al. 1999; Saji et al. 1999). Both IOB

and IOD may be influenced by and in turn have influ-

ence on ENSO. The IOB is the dominant Indian Ocean

response to ENSO, with Indian Ocean SST peaking in

boreal spring following El Niño (Klein et al. 1999). The

IOB in turn is thought to dampen ENSO and increase

its frequency, as a warming Indian Ocean causes east-

erlies over the western Pacific (Gill 1980), which

counteract the westerlies associated with the ongoing

El Niño and initiate a switch to La Niña (see, e.g., Kug

and Kang 2006; Kug et al. 2006; Santoso et al. 2012;

Kajtar et al. 2017). While these studies relied on GCMs

and observations, Wieners et al. (2017) confirmed their

results with an intermediate-complexity model. The

IOB does not offer much additional predictive skill,

possibly because the IOB depends so strongly on

ENSO that it can be regarded as part of the ENSO

cycle (Xie et al. 2009; Izumo et al. 2014).

The relation between the IOD and ENSO is less clear.

Throughout this study we define as year 1 the year

wherein El Niño develops (peaking in the boreal winter

of year 1/2). A positive IOD [i.e., a warm western IndianCorresponding author: Claudia E. Wieners, c.e.wieners@uu.nl
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Ocean (WIO) and cool eastern Indian Ocean (EIO)],1

often occurs in the boreal autumn of year 1 but can

also occur independently of ENSO (Schott et al. 2009,

section 4.2; Webster et al. 1999). It has been argued

that the Gill response of the two poles of the IOD

over the Pacific nearly cancels, due to their close

proximity, but that an IOD co-occurring with El Niño
(i.e., in autumn/winter of year 1) can indirectly

strengthen it by reducing the damping effect of the

IOB (Annamalai et al. 2005; Santoso et al. 2012).

Izumo et al. (2015) proposed a mechanism by which

the IOD in autumn(year 0) can impact ENSO in

winter(1/2): in autumn(0), the wind effects of the cool

western and warm eastern Indian Ocean over the

western Pacific cancel, but in the spring(1), when the

eastern pole also cools (so as to yield a pure IOB

pattern), the resulting westerlies cause a downwelling

Kelvin wave that might initiate El Niño, without being
partially compensated by the delayed negative feed-

back that would arise if the IOB-induced westerlies

had already been present in autumn. However, Izumo

et al. (2010, 2014) suggest that a negative IOD is asso-

ciated with easterlies over the western Pacific. Wieners

et al. (2016) found in observational data that a cool

western Indian Ocean in autumn(0) is accompanied

by easterlies over the western Pacific. These are signif-

icant (but only at 80% confidence) even if the effect

of a decaying La Niña (winter 21/0) is regressed out.

Such easterlies lead to a significant increase in warm

water volume (WWV); the correlation between autumn

western Indian Ocean SST and WWV a few months

later is significant (Wieners et al. 2016). A highWWV in

turn is a prerequisite to El Niño (Wyrtki 1975; Jin 1997;

Meinen and McPhaden 2000). Note that although we

use a negative IOD as example, a positive IOD might

likewise induce La Niña.
But how does the negative IOD or cool western

Indian Ocean cause easterlies over the western Pa-

cific, while based on the Gill response one would ex-

pect very little response in case of a negative IOD or

westerlies in case of a cool western Indian Ocean

(Fig. 1a)? In case of the IOD, Izumo et al. (2010, 2014)

suggest that SST anomalies in the eastern pole have a

stronger effect on the atmosphere because the eastern

pole lies under a region of high humidity, where con-

vective precipitation is most sensitive to SST anomalies.

However, Wieners et al. (2016) found that the western

Indian Ocean in autumn(0) contains more information

on ENSO in winter(1/2) than the eastern Indian Ocean.

They conjectured that the weak upward motion above

the east Indian Ocean and the Maritime Continent

(MC) that is part of the Gill response to western Indian

Ocean cooling can also be amplified by a positive con-

vective feedback in the warm and moist air over the

Indonesian warm pool (Fig. 1b). If the convection effect

becomes strong enough, wind convergence near the

ground arises, which leads to easterlies over the west-

ern Pacific. This hypothesis is in line with Watanabe

and Jin (2002, 2003), who suggest that Indian Ocean

warming during El Niño helps to suppress convection

above the eastern Maritime Continent (although this

convection anomaly may not overcome the Gill re-

sponse due to local SST forcing). Also, Annamalai et al.

(2010) suggest that SST and precipitation anomalies

over the Maritime Continent influence ENSO. Note

that if the SST anomaly is close to or even within the

region with a warm, moist background state, the Gill

response and nonlinear convection effect coact, as il-

lustrated in Fig. 1c.

The aim of this study is to test whether nonlinear

convection can indeed lead to easterly winds as a

response to a negative IOD or even a cool western

Indian Ocean. Next, we compare the effect of the

IOD and IOB and assess the relative importance of

the IOD poles to obtain a comprehensive overview of

the impact of various Indian Ocean modes on ENSO.

We use again the intermediate-complexity Zebiak–

Cane model as in Wieners et al. (2017), to which we

add a convective feedback representation over the

warm pool. Similar idealized models have been used

to investigate the effect of convection on the Indo-

Pacific climatology and its stability (Anderson and

McCreary 1985; Watanabe 2008), but we focus on

the effect of Indian Ocean interannual variability

on ENSO.

The model is described in section 2. In section 3 we in-

vestigate whether a simple convection feedback can lead

to an easterly wind response over the western Pacific to

western IndianOcean cooling.Wealso consider the effects

of other Indian Ocean modes of variability, mainly the

IOB and IOD, on this wind response. A summary, dis-

cussion, and conclusions are provided in section 4.

2. Methods

The model used in this study is a two-basin exten-

sion of the Zebiak–Cane (ZC) model (Zebiak and

Cane 1987). The basins are meridionally unbounded,

and the Maritime Continent is modeled as a meridionally

1 Note that throughout this paper by positive IODwemean a warm

western and cool eastern Indian Ocean, as obtained when regressing

autumn Indian Ocean SST only onto the IOD index (Saji et al. 1999)

and not mainly a cool eastern pole, as Izumo et al. (2015) and Shinoda

et al. (2004) obtain by partial regression of SST onto IOD and IOB.

10156 JOURNAL OF CL IMATE VOLUME 30



unbounded block with meridional coasts and width

LMC5LI /25LP/4, where LI and LP are the widths of

the Indian and PacificOceans, respectively (see Fig. 2 and

Table 1). Zonal coordinates x are as indicated in Fig. 2;

the meridional coordinate y is zero at the equator. Our

model is based on the fully coupled (i.e., generating its

own background state) version of the ZC model by van

der Vaart et al. (2000), to which we add a simple repre-

sentation of the Indian Ocean and a nonlinear convection

feedback. A detailed description of the model with a linear

atmosphere and an Indian Ocean extension is given in

Wieners et al. (2017), so here, after a brief summary of the

linear atmosphere model (section 2a), we focus on the

convection aspects (section 2b).

a. The linear atmosphere model

ThePacific component is the fully coupled pseudospectral

ZC model of van der Vaart et al. (2000). The ocean

dynamics is described by a linearized shallow-water

reduced-gravity model on the equatorial b plane with a

deep lower layer at rest and an active upper layer with

horizontal velocities (ur, yr), separated by a thermocline at

depthH1 h withH5 200m (see Fig. 2). A mixed layer of

depthH1 5 50m is embedded into the shallow-water layer

FIG. 1. Diagram of the mechanisms to be investigated. (a) Gill response toWIO cooling. The

low SST leads to cooling, subsidence, and surface divergence of the air over theWIO; hence, to

the east of the WIO, westerly anomalies and upward motion prevail. The westerlies may cause

a depletion of the western PacificWWV. (b) If the upwardmotion induced by theGill response

(gray arrows) is amplified by convective heating over the warm and moist Maritime Continent,

surface convergence is induced there (purple arrows). If this effect is strong enough, it might

overcome the Gill-induced westerlies and lead to net easterly anomalies over the western

Pacific, which in turn may build up theWWV. (c) If the SST anomaly is in the EIO, such that it

is close to or even overlaps with the region with a warm and moist background state, Gill

response (gray) and convection-induced upward motion (purple) coact; hence, a warm eastern

Indian Ocean is also expected to yield easterlies over the western Pacific.
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to include theEkmanvelocity (us, ys). The total horizontal

velocity in themixed layer is given by u1 5 ur 1 us; vertical

velocity is determined by mass conservation. Both for the

Ekman velocity and the reduced-gravity model linear

friction is assumed and they are forced by the wind stress

t5 (txext 1 gtu
a, gty

a), where txext is a weak externally

generated easterly wind stress (thought of as being due to

the Hadley circulation), (ua, ya) is the wind speed, and gt

is a constant (see Table 1) (i.e., the wind stress depends

linearly on the wind speed). The sea surface temper-

ature (SST) T is influenced by horizontal advection

with velocity (u1, y1), upwelling of cold subsurface

water, and radiative processes parameterized as linear

Newtonian damping toward T0.

The atmosphere of the original model is a linear Gill-

typemodel (Gill 1980). The (dimensional) equations are

given by

�
a
*ua 2byya 1 ›

xa
f5 0,

byua 1 ›
y
f5 0, and

�
a
*f1 c2a(›xa

ua 1 ›
y
ya)52Q , (1)

where xa and y are the (dimensional) zonal and me-

ridional coordinates as defined in Fig. 2, ›xf is a

shorthand for ›f /›x, (ua, ya) is the (dimensional) wind

velocity, and f is the geopotential. The atmospheric

damping parameter is denoted by �a*, b is the local

meridional derivative of the Coriolis parameter, and ca
is the atmospheric Kelvin wave phase speed. Term Q

is a diabatic heating term. The atmospheric equations

are diagnostic (i.e., contain no time derivatives) as the

atmosphere is assumed to adjust instantaneously to

the slowly varying SST field. In the linear atmosphere

model the heating is simply proportional to the de-

viation of the surface temperature T from a radiative

equilibrium temperature T0 [i.e., Q5QT [aT(T2T0)].

Several dimensional model parameters are given in

Table 1; the other parameters are as in Wieners

et al. (2017).

The Indian Ocean is modeled as in Wieners et al.

(2017); that is, the ocean dynamics of the Indian

Ocean are neglected and the Indian Ocean SST is

represented as

T
I
(x

I
, y, t)5T

0
1 �

nI

m51

T0I
m (x

I
, y)A

m
(t), (2)

TABLE 1. Dimensional model parameters as used in the stability

analysis in section 3a. In section 3a, gt 5 0:8g0
t was used. In section

3c, gt 5 0:8g0
t and gc 5 1:023c2a were used.

Parameter Meaning

LI 5 7:53 106 m Zonal length Indian Ocean

LMC 5 3:753 106 m Zonal length Maritime Continent

LP 5 153 106 m Zonal length Pacific Ocean

La 5LI 1LMC 1LP Zonal length atmosphere

b5 2:233 10211 m s21 Meridional derivative

Coriolis parameter

ca 5 30m s21 Atm Kelvin wave speed

�a*5 0:22 day21 Atm damping coefficient

T0 5 308C Radiative equilibrium SST

DT5 1K Scale of SST anomalies

t0 5 1:13 1022 Nm22 Scale external wind stress text
ay 5 1500 km Meridional length

scale T0I
m , text, cb, tnoi

aT 5 33 1023 m2 (K s3)21 Surface heating–wind coupling

g0
t 5 1:63 1028 s21 Standard wind speed–wind stress

coupling

gc 5 1:02c2a Convection feedback strength

c0b 520:25La/ca Background divergence strength

FIG. 2. Cross section along the equator (y5 0) of the model configuration with a Zebiak–

Cane Pacific Ocean, an Indian Ocean with prescribed SST, and a Maritime Continent. Basins

and continents are meridionally unbounded and coastlines are assumed strictly meridional.
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where T0I
m is a prescribed spatial pattern of the Indian

Ocean SST anomaly that can represent, for example,

the IOD or IOB, and Am(t) is the time-dependent

amplitude of this Indian Ocean SST anomaly that may

depend on the state of the Pacific. The spatial patterns

T0I
m associated with Am(t)5 1 are shown in Fig. 3. IOB

is a combination of western Indian Ocean heating and

eastern Indian Ocean heating (IOBe). IOD is a combi-

nation of 0:573WIO and IODe; the latter represents

a cooling centered south of the equator. IOB and IOD

are simplifications of observed patterns as shown in Fig. 4.

IODes is like IODe but with the SST anomaly centered

around the equator.

The evolution equation for A(t) is of the form

dA

dt
5 a

0
cos(c)(N2N)1

a
0

v
sin(c)

dN

dt
1 a

d
A1R(t) ,

(3)

FIG. 3. The SST patterns in the Indian Ocean T0I
m associated withAm 5 1 in (2). The patterns are associated with

(a) the warmWIO, (b) the IOB, (c) the IOBe, (d) the IOD, (e) IODe, and (f) IODes. IOB is a combination ofWIO

and IOBe; IOD is a combination of 0:573WIOand IODe. The zonal axis covers the Indian Ocean and Maritime

Continent.
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where N is the El Niño index from Wieners et al. (2017)

and N its equilibrium value (N2N is positive during El

Niño). A noise termR is specified in section 3c below, and

ad , 0 is a damping constant. The coefficients a0 and

c control fTI, the phase difference between N and A

(where subscript TI stands for temperature in the Indian

Ocean). The normalization of the dN/dt term with 1/v,

where v is the angular frequency of the ENSO mode, is

inserted because sinusoidal oscillations N and (dN/dt)/v

have the same amplitude. For ENSO periods of around 3–

4yr andc5 0, R5 0, the amplitudeA peaks a fewmonths

after N. There is no fixed relation between fTI and

c because the ENSO period might change under the in-

fluence of the Indian Ocean. Note that for R5 0 and in

equilibrium, N5N and dN/dt5 0; hence A5 0 (i.e., the

equilibrium solution is not influenced by the Indian

Ocean). More details of the parameter choices in (3)

will be provided in the sections 3a, 3b, and 3c below.

The land surface temperature over the Maritime

Continent is put to T0.

b. The convection feedback

Similar to Zebiak and Cane (1987) and Zebiak

(1986), we assume that convective heating can

take place if there is converging horizontal wind and

moisture because wind convergence near the ground

leads to upward motion and—if sufficient moisture

is present—condensation and latent heat release.

Writing the wind divergence as c(xa, y)5 ›xau
a 1 ›yy

a,

the convective heating Qc can be parameterized as

Qc(x
a
, y)5 g

c
m(x

a
, y)3

�fM[2c(x
a
, y)2 cb(x

a
, y)]gk if 2c(x

a
, y)2 cb(x

a
, y),C

0

a
k
fM[2c(x

a
, y)2 cb(x

a
, y)]g~k 2 b

k
else

, (4)

where gc is a scaling parameter,m takes values between

0 and 1 and is a measure for moisture availability, cb is a

prescribed background divergence, and

M(z)5

�
z if z. 0

0 if z# 0
;

that is, convergence leads to heatingwhile divergence does

not lead to cooling. The terms ak and bk are chosen such

that Qc is differentiable at 2c(xa, y)2 cb(xa, y)5C0. As

opposed to Zebiak and Cane (1987), who have k5 1, we

use k5 1:5. This supports strong heating anomalies at lo-

cations where the mean convergence is high, which is in

line with observations. To avoid numerical problems,

we let the convective heating grow slower if the con-

vection is very large, represented by setting ~k5 0:5.

This is qualitatively in line with Gadgil et al. (1984),

who suggest that convection does not increase if the

SST is above a certain threshold [although others dis-

agree (Roxy 2013)]. To avoid having very small-scale

convective features, the divergence field is slightly

smoothed (see appendix).

As we are interested in the effect of the Indian

Ocean on ENSO, modified by convection over the

Maritime Continent and over the eastern Indian

Ocean, we let

FIG. 4. SST composite of (left) positive IOB years in April and (right) positive IOD years in October. Gray lines

represent coastlines, and black lines encircle areas where the anomalies are significant at 90% confidence. Data are

taken from HadISST (Met Office 2017; Rayner et al. 2003). Positive IOB (IOD) years are defined as years where

the anomaly of IOB (February–April) [IOD (August–November)] exceeds 0.9 standard deviations.
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m(x
a
, y)5

8<
:
(2x

a
2L

I
)/L

I
if L

I
/2, x

a
,L

I

1 if L
I
, x

a
,L

I
1L

MC

0 else

;

that is, m(xa, y)5 1 over the Maritime Continent and

linearly decreases to zero when moving westward over

the eastern Indian Ocean. Although the western Pa-

cific is part of the warm pool region, nonlinear con-

vection there is neglected, as it would require careful

tuning to implement it (the reason is the lack of a

natural background convergence induced by the Hadley

cell, which would compensate the mean wind diver-

gence caused by the cold tongue SST). In addition, SST

variability in the western Pacific is underestimated in

our model, so the SST-induced convection anomalies

can be expected to be small. Finally, the original model

without convection and Indian Ocean generates rea-

sonable ENSO variability in absence of western Pacific

convection.

The background divergence cb serves to include the

convergence associated with theHadley circulation, which

is not explicitly included in our model and is given by

cb(x
a
, y)5 cb0(2x

a
2L

I
)/2L

I
3 exp[2(y2/2a2

y)] for

L
I
/2, x

a
,L

I
1L

MC
,

with cb0 520:025ca/La and ca 5 30ms21, the atmo-

spheric Kelvin wave phase speed (see Table 1), and

ay 5 1500 km. The linear increase of cb with xa serves to

compensate roughly the effect of the cold tongue cool-

ing. Over the Pacific and western Indian Oceans cb need

not be specified as m5 0 there.

To test the robustness of our results, we repeated the

simulations presented below in sections 3a and 3b with

k 2 f1:0, 1:25, 1:75, 2:0g, m5 1 over the whole eastern

IndianOcean, and cb zonally independent over the eastern

Indian Ocean, the Maritime Continent, or both. In all ca-

ses, the results are qualitatively similar (not shown). In

sections 3a and 3b,2c(xa, y)2 cb(xa, y),C0 in (4), so the

results do not depend on C0, provided it is not too small

(i.e., C0 * 0:89). The results in section 3c do not change

qualitatively when using C0 2 f0:89, 1:25, 1:5, 2:0g.
The scaling parameter gc takes values in the order of

c2a, as will be specified below. This is in agreement with

Zebiak (1986), who finds that in the rotation-free case,

gc & c2a for k5 1 (in Zebiak’s notation: b[gc/c
2
a & 1).

Owing to the smoothing of c and the presence of rota-

tion, our model allows values a little larger than gc 5 c2a.

In the convective case, the atmospheric continuity

equation in (1) takes the form

�
a
*f1 c2a(›xa

ua 1 ›
y
ya)52a

T
(T2T

0
)2Qc(x

a
, y),

withQc(xa, y) from (4). As opposed to Zebiak and Cane

(1987), we do not solve this equation iteratively but by

adding c to the state vector. Details on the im-

plementation of the convective feedback are provided in

the appendix.

In the linear atmosphere model, the ocean–

atmosphere coupling is characterized by aTgt, which

determines how much wind stress is generated per sur-

face heating anomaly. Only the product, but not the

individual values of aT and gt, matter; hence

~aT 5aTDTLa/c
3
a (the nondimensionalized aT) is arbi-

trarily put to unity (which amounts to scaling the di-

mensionless winds by 1/~aT). In the convective case, both

wind stresses and winds (for the divergence) are needed;

hence, aT cannot be scaled arbitrarily but is taken from

Zebiak (1986).2

c. Continuation

The extended Zebiak–Cane model from the previous

section can be used both for transient simulations and

stability analysis. Letting z be the state vector of all in-

dependent model variables (see the appendix), the

model equations can be written in the form

dz

dt
5G(z,p). (5)

To determine how the equilibrium solutions z of these

equations change when one parameter p is varied, the

pseudoarclength method of Keller (1977) is used.

Adding a small perturbation ~z to z (i.e., z5 z1~z) and

linearizing (5) yields

d~z

dt
5 J~z , (6)

where J is the Jacobian of G (i.e., Jkl 5 ›Gk/›zl). The

solution of (6) is given by ~z5 exp(Jt)~z(0). Therefore, the

equilibrium state z is stable if all eigenvalues

s5sr 1 isi of J have negative real parts sr. Oscillatory

modes of the system are characterized by a complex

conjugate pair of eigenvectors and eigenvalues of J. In

this study, we will be interested in the stability of the

equilibrium solutionwith respect to the oscillatorymode

associated with ENSO dynamics.

3. Results

In section 3a, linear stability analyses are first used to

investigate the influence of convection on ENSO in the

2 Zebiak and Cane (1987) has a typo; in their appendix aT is a

factor of 10 too large.
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absence of Indian Ocean variability. Next, we address

the issue whether cool WIO SST anomalies in presence

of nonlinear convection can cause easterly wind anom-

alies over the western Pacific. In section 3b the effect of

the dominant Indian Ocean modes of variability (IOD

and IOB) on ENSO are investigated, again using linear

stability analysis techniques. This same issue is ad-

dressed in section 3c using transient simulation, al-

lowing for the effects of finite-amplitude perturbations

(and noise).

a. Western Pacific easterlies caused by a cool
western Indian Ocean

To compare situations with and without convection in

the absence of Indian Ocean SST anomalies [all T0I
m 5 0

in (2)], we first consider changes in the Pacific back-

ground state and the ENSO mode when increasing gc

from zero to gc 5 1:02c2a. This increase of gc causes

changes in the equilibrium state (see Fig. 5). The nega-

tive background divergence cb in (4) over the MC leads

to heating and enhanced convergence (Figs. 5c,d). The

convergence-induced convective heating anomaly Qc is

divided by aT to rescale it to an equivalent surface

temperature, that is, the SST anomaly that would heat

the atmosphere (in a Gill response) as much asQc. This

heating in turn leads to stronger easterlies over the

(western) Pacific (Figs. 5e,f), which induce more La

Niña–like background conditions with a cooler eastern

Pacific (Figs. 5a,b), a steeper thermocline (Figs. 5g,h),

and more equatorial upwelling (Figs. 5i,j).

The stability of the background state is determined

by solving the linear stability problem and determining

the eigenvalue sr 6 isi of J in (6) with the largest real

part. The corresponding eigenvector is referred to as

the ENSO mode and the period of this mode is de-

termined from P5 2p/si. With increasing gc, the

background state is destabilized as sr increases (see

Table 2). The reason is that upwelling and thermocline

feedbacks are strengthened as in the constant Indian

Ocean warming experiments in Wieners et al. (2017).

In Fig. 6, the anomalies associated with the oscillatory

ENSO mode at gc 5 1:02c2a are shown. Note that sta-

bility analysis only yields the ENSO mode up to a

normalization constant; both the real (Fig. 6, right) and

imaginary (Fig. 6, left) parts of the eigenvector are

plotted.

To characterize the effect of nonlinear convection

on the winds over the Pacific, we define the following

measures (cf. Fig. 7):fTI is the phase difference between

A, the time-dependent amplitude of the Indian

Ocean SST [see (2)], and the El Niño index N. It

is measured in ENSO periods P and is positive if A

peaks after N. Similarly, fuTI and fuch are the phase

difference betweenN and the zonal wind contribution at

(xP 5 0, y 5 0) caused by SST heating QT and

convergence-induced heating Qc, respectively. They

are positive if westerly winds are induced after El Niño.
The amplitudes of the IndianOcean SST and convection-

induced zonal winds per unit A at (xP 5 0, y5 0) are

denoted by UTI and Uch, respectively. In the cases with

zero IO (i.e., A5 0), Uch cannot be normalized per unit

A but is normalized by N. The amplitude of N is about

6 times as large as that of A.

ENSO-mode-related SST anomalies in the Pacific

induce some relatively small anomalies in convective

heating over the MC; their amplitude is ’1/15 of

the amplitude of Pacific SST (cf. Figs. 6a,b with

Figs. 6c,d). El Niño (La Niña) is followed by a di-

vergence (convergence) anomaly above the equato-

rial MC (Figs. 6c,d), which leads to cooling (heating). The

Qc anomalies are of opposite sign to the SST anomalies

in the eastern Pacific, which enhances the zonal tem-

perature gradient over the Pacific and leads to stronger

wind responses (Figs. 6e,f), which is qualitatively

similar to enhancing the coupling strength aT . The

wind contribution induced by nonlinear convection is

not exactly in phase withN but lags by about 1/8 ENSO

periods (fuch 5 0:12 in Table 2, top), hence prolonging

the westerlies (easterlies) associated with El Niño (La

Niña). This may explain an increase in period seen in

Table 2 (although changes in the background state can

also affect the period).

To investigate the combined effect of the WIO

anomalies and convection, we put T0I 5T0I
WIO in (2)

and c5 08, R5 0 in (3). As explained in section 2a, if

the Indian Ocean SST obeys (3) with R5 0, it remains

zero in equilibrium and hence does not affect the

equilibrium solution. Hence, the background state for

gc 5 1:02c2a in Fig. 5 remains unaltered throughout this

and the following subsection. The linear stability re-

sult now leads to an eigenmode involving both the

ENSO mode and anomalies in the amplitude A of the

WIO. The above parameter choices lead to a peak in

WIO SST about 3 months or 0.06 ENSO periods

(fTI 5 0:06 in Table 2, top) after the peak in N, which

agrees with observations. The amplitude of Indian

Ocean SST (see Figs. 8c,d) is about 1/6 of the ampli-

tude of N.

The heating parameter gc is next varied in order to

determine whether it is possible to generate an easterly

(westerly) wind response over the western Pacific in case

of cool (warm) WIO SST anomalies. As can be seen in

Figs. 8g–j, for gc 5 1:02c2a the zonal winds induced by

Indian Ocean SST and nonlinear convection are of

about equal magnitude and opposite sign. The value of

gc for which the influence of the WIO variability on the
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FIG. 5. The influence of convective heating on the equilibrium state. Equilibrium states are

shown at (left) gc 5 0 and (right) gc 5 1:02c2a. (a),(b) SST (in 8C) over the Pacific; (c),(d) the

convective heating (rescaled to equivalent surface temperatures in K) over the IndianOcean and

Maritime Continent, (e),(f) the zonal wind (in m s21) over the Pacific, (g),(h) the thermocline

depth (in m) in the Pacific; (i),(j) the upwelling w1 (in cm day21) in the Pacific mixed layer. The

zonal coordinate xa is as defined in Fig. 2.
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wind over the Pacific becomes zero is referred to as gc,crit

below. Because of the small but nonzero influence of the

eastern Pacific onMC convection, one cannot determine

the value of gc,crit exactly. For the case c5 0 presented

here, Uch is slightly larger than UTI because the contri-

butions to convective heating induced by ENSO and the

WIO are roughly in phase; if one chooses c5 1808,Uch is

slightly smaller than UTI (not shown). As one would

expect, given the near-cancellation of the WIO-induced

winds, both the spatial SST patterns and the period and

growth factor of theENSOmode (see Figs. 6a,b and 8a,b)

change very little when adding WIO variability at

gc 5 gc,crit.

The Uch becomes larger by a factor of about 5 when

including the WIO (see Table 2, top, bearing in mind

that in the WIO case Uch was normalized with A and

in the zero IO case with N, whose amplitude is ’6

times as large as that of A). This is in line with

Watanabe and Jin (2002) and can be explained by

the relatively large distance between the MC and the

east Pacific and also the fact that the Gill response is

more zonally extended to the east of an SST anomaly

than to the west; that is, compared to Indian Ocean

SST anomalies, eastern Pacific SST anomalies have

relatively little effect on the divergence over the

MC. Figures 8g–j also show that the winds due to

WIO SST and convergence-induced heating have ex-

actly the same spatial pattern; this is a general feature

of the Gill response to the east of a surface heating

anomaly (Indian Ocean and MC). Figures 8e,f show

the convergence-induced heating (rescaled to equiv-

alent temperature), which is positive when the WIO

is cool.

If gc ,gc,crit, a cool (warm) WIO anomaly generates

a westerly (easterly) contribution to the wind over the

Pacific. As A peaks shortly after El Niño (fTI . 0), these

winds counteract the winds associated with ENSO

and dampen the ENSO mode (Table 2, bottom). If

gc . gc,crit, a cool (warm) WIO leads to easterlies (west-

erlies) and the growth factor of ENSO increases. For ex-

ample, for gc 5 1:025c2a one obtains sr 510:04 yr21, as

opposed to20:09 yr21 for gc 5 1:02c2a, and the amplitudes

UTI and Uch of the zonal wind contributions induced by

Indian Ocean SST and convection, respectively, take the

values UTI 5 2:68m s21, Uch 5 4:10m s21. These results

suggest that it is possible, at least in principle, through

convection above the MC, that a cool (warm) WIO leads

to easterlies (westerlies), as suggested in Wieners et al.

(2016).However, it is not clear whether such high values of

gc are realistic.

TABLE 2. Results of the linear stability analysis for various IO configurations: no IO SST anomaly and no convection (zero IO, gc 5 0),

no IO SST anomaly but with convection (zero IO), warm western IO following El Niño (WIO), basinwide warming following El Niño
(IOB), positive Indian Ocean dipole preceding El Niño (IOD), warm eastern half of IOB following El Niño (IOBe), cool eastern pole of

IOD preceding El Niño (IODe), and cool eastern pole of IOD, shifted equatorward, preceding El Niño (IODes). The top of the table

shows results for gc 5 1:02c2a (i.e., around the critical value), whereas the bottom of the table shows results for gc 5 0:90c2a, well below the

critical value. Themeasures denote the growth factor of the ENSOmode sr [positive (negative) if perturbations grow (decay)]; the period

P; the phase difference betweenN andAmeasured in periods fTI (positive ifA peaks after El Niño); the phase difference betweenN and

the wind response over the western Pacific (in xP 5 0, y5 0) to Indian Ocean surface heating and convective heating in periods fuTI and

fuch, respectively (positive if westerlies are induced after El Niño); the maximal zonal wind contribution in xP 5 0, y5 0 due to Indian

Ocean SST and convection, normalized by A (UTI and Uch, respectively).

Zero IO, gc 5 0 Zero IO WIO IOB IOD IOBe IODe IODes

Results for gc 5 1:02c2a
sr (yr

21) 20:27 20:08 20:09 20:88 0.50 20:87 0.52 1.16

P (yr) 3.8 4.2 4.1 2.6 4.4 2.7 4.5 8.2

fTI (P) — — 0.06 0.11 20:08 0.11 20:08 20:03

fuTI (P) — — 20:44 20:39 0.42 20:39 20:08 20:03

fuch (P) — 0.12 0.08 20:40 20:06 20:39 20:05 20:03

UTI (m s21) — — 2.68 6.71 0.08 4.03 1.44 1.67

Uch (m s21) — 0.11a 3.18 1.85 4.55 4.41 3.14 6.95

Results for gc 5 0:90c2a
sr (yr

21) 20:27 20:14 20:26 20:80 0.02 20:62 0.14 0.23

P (yr) 3.8 4.0 3.6 2.8 3.9 3.0 4.0 4.0

fTI (P) — — 0.07 0.11 20:08 0.10 20:10 20:09

fuTI (P) — — 20:43 20:39 0.39 20:40 20:10 20:09

fuch (P) — 0.14 0.08 20:40 20:08 20:41 20:06 20:06

UTI (m s21) — — 2.68 6.71 0.08 4.03 1.44 1.67

Uch (m s21) — 0.03a 1.21 0.62 1.49 1.59 0.95 1.38

a In the simulations with zero IO, A5 0; hence normalization by A is not possible, and normalization was performed with the El Niño
index N. Typically, N is around 6 times as large as A, which means that Uch is relatively small, but not negligible, in the zero IO case.
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b. Wind effect of IOB and IOD

The two dominant modes of Indian Ocean variability

are the IOB and IOD, and their effects on convection

and Pacific winds are investigated in this subsection. For

the IOB, T0I 5T0I
IOB (see Fig. 3) and c5 0 is chosen; that

is, the IndianOceanwarms over its full zonal width a few

months after El Niño. The IOD is modeled with

T0I 5T0I
IOD and c5 608; that is, a positive IOD occurs a

few months before El Niño. For a better understanding

of the contribution of the EIO, the eastern half of the

IOB (IOBe) and eastern pole of the IOD (IODe)

are also included, with c5 0 and c5 608, respectively.

IODes is like IODe but with the SST anomaly shifted

toward the equator. For all these cases, R, ad, and a0 are

as in section 3a and gc 5 1:02c2a. As gc 5 1:02c2a might be

an unrealistically high value, the experiments are re-

peated with gc 5 0:9c2a.

Table 2 summarizes the results for the new cases con-

sidered. The spatial SST and thermocline patterns of the

ENSO mode (not shown) do not differ strongly from

the WIO case (as shown in Figs. 8a,b and 8e,f). The

convergence-induced heating Qc, taken at the phase

whereA is maximal, is shown in Fig. 9 for gc 5 1:02c2a and

all cases considered. Note thatmaximalA coincideswith a

warm WIO, warm IOB, warm IOBe, positive IOD, cool

FIG. 6. The ENSO mode in the zero IO case at gc 5 1:02c2a. The (left) imaginary and (right) real parts of the eigen-

vector; the imaginary part is leading by 1/4 period. (a),(b) The SST anomalies (in K) in the Pacific, (c),(d) the convective

heating anomalies (rescaled to the equivalent surface temperature in K) over the IO andMaritime Continent, (e),(f) the

contribution of the convective heating to the zonal wind over the Pacific (in m s21). As this mode is an eigenvector of J in

(6), it can only be computed up to an overall scaling factor. The zonal coordinate xa is defined in Fig. 2.

15 DECEMBER 2017 W IENERS ET AL . 10165



IODe, and cool-shifted IOD for Figs. 9a–f, respectively

(see also Fig. 3). The fields are normalized by jAj, the
amplitude of A.

While a warm WIO (Fig. 9a) is associated with a cool

Qc anomaly reaching 21:1K, a warm IOBe (Fig. 9c)

yields a warm anomaly of 2.6K. For the full IOB, the

effects of WIO and IOBe partially cancel and Qc only

reaches 1.6K (Fig. 9b). This partial cancellation explains

the relatively low value of Uch 5 1:85ms21 in Table 2,

top. In contrast, UTI 5 6:71m s21 is large for the IOB

because a large area is covered by warm SSTs. The two

wind contributions are nearly in phase (fuTI ’fuch), and

the effect of the IOB is to induce easterlies (westerlies)

during El Niño (La Niña), which damp the ENSOmode

(sr 520:88 yr21; i.e., smaller than for the zero IO case)

and shorten the period, as the Indian Ocean–induced

winds peak slightly after ENSO and facilitate the tran-

sition to the other ENSO phase.

A cool IODe (Fig. 9e) leads to a decrease in Qc, up

to 23:3 K. In the full IOD (Fig. 9d), the effects of WIO

and IODe are of the same sign, yielding an anomaly

of 23:8 K. (Recall that T0I
IOD 5T0I

IODe 1T0I
WIO 3 0:57.)

Fig. 9f illustrates that the impact of the IODe on Qc

would be ’1:5 times higher if IODe were located on

the equator. Since the Gill response to IOD is very

small (UTI 5 0:08 m s21) due to cancellation of the

contributions of the two poles, the wind effect above

the Pacific is mainly due to the convergence-induced

convection effect. The IOD leads to westerlies (easter-

lies) just before El Niño (La Niña), which increases the

growth factor to sr 510:52 yr21. The period is not much

affected because the effect of IOD-induced winds on

thermocline and SST lags a few months behind the winds

themselves and thus peaks almost simultaneously withN.

So the switch to La Niña (El Niño) is neither accelerated
nor delayed. Since Annamalai et al. (2010) suggest that

the marginal seas in the MC, whose SST develops in

phase with the IODe during an IOD event, also play an

important role, we repeated the IOD experiment with

IODe shifted eastward by LI /4. The result (not shown) is

qualitatively similar to the IOD experiment, but the

convective winds are stronger (Uch5 8:5 ms21).

Although for the smaller value gc 5 0:9c2a the winds

induced by the WIO are dominated by the Gill re-

sponse (Uch ,UTI in Table 2, bottom), it still holds

that the IOB dampens ENSO and is dominated by Gill

response, whereas the IOD destabilizes the ENSO

mode and its winds are induced by convergence-

induced heating anomalies to which both the WIO

and IODe contribute.

In the presence of IOB (IOD) influence, a higher

(lower) coupling constant aT is needed to obtain a

self-sustained ENSO oscillation (i.e., the critical

coupling associated with the Hopf bifurcation is

shifted). The impact of Indian Ocean–induced winds

on the Hopf bifurcation is discussed in Wieners

et al. (2017).

c. Transient simulation

A linear stability analysis as performed in the previous

subsections only applies to the evolution of infinitesimal

perturbations of the equilibrium state. To include finite-

amplitude anomalies and noise, we performed a set of

simulations of 150 years each. In each of them, the

seasonal cycle is neglected.

The most realistic simulation, referred to as the ref-

erence (REF) case, includes both the dominant Indian

Ocean modes IOB and IOD. Hence, (2) takes the form

FIG. 7. Illustration of the phase relations in theWIO case. The solid red line denotes the El

Niño index N, the solid blue line the amplitude A of the Indian Ocean SST pattern (here,

WIO), and the black dashed and dotted lines the zonal wind contribution in the western

Pacific (xP 5 0, y5 0) induced by Indian Ocean SST uTI and convective heating uch, re-

spectively. The phase difference fTI betweenN andA is positive ifA peaks later thanN. The

phase differences fuTI and fuch betweenN and the zonal winds induced by the Indian Ocean

SST and convective heating, respectively, are positive ifN is followed by westerlies. All phase

differences are measured in ENSO periods.

10166 JOURNAL OF CL IMATE VOLUME 30



FIG. 8. The ENSO mode in the WIO case. The (left) imaginary and (right) real parts of the

eigenvector; the imaginary part is leading by 1/4 period. (a),(b) The SST (in K) in the Pacific,

(c),(d) the IO SST (in K), (e),(f) the convective heating (rescaled to the equivalent surface tem-

perature in K) over the IO and Maritime Continent, and (g),(h) the contribution of the IO SST to

the zonal wind over the Pacific (in m s21); (i),(j) as in (g),(h), but for convective heating instead of

IO SST. The zonal coordinate xa is defined in Fig. 2.
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I
, y, t)5T

0
1T0I

IOD(xI , y)AIOD
(t)1T0I

IOB(xI , y)AIOB
(t) ,

(7)

and T0I
IOD and T0I

IOB are as in Fig. 3. The evolution of the

A is as in (3) with a noise term R(t)5hr(t). Here h is a

scaling factor and r(t) is pink noise; that is, at time step ti,

r(ti)5 b1r(ti21)1 b2s(ti), where the s(ti) are normally

distributed random numbers, and b1 and b2 are chosen

such that r has a 1/e-folding time of 2 months (i.e., rather

long intraseasonal time scales) and unit standard de-

viation. In addition, noise is added to the zonal wind

stress in the Pacific, with a spatial pattern

txnoi 5
h
t

2
[12 cos(2px

P
/L

P
)] exp(2y2/2a2

y) ,

where ht 5 5:53 1023 Nm22 and the r(t) for the IOD,

IOB, and txnoi are uncorrelated. The convection scaling

parameter gc is put to 1:023c2a (i.e., slightly more than

1:020c2a) so that a cool WIO should lead to easterlies

over the western Pacific. The coupling parameter is put

to gt 5 0:80g0
t (see section 2a; Table 1), such that in

absence of Indian Ocean influence (A5 0) the ENSO

mode would be slightly damped.

A list of the parameter choices in the reference

simulation is provided in Table 3, while the parameter

changes with respect to REF for the sensitivity studies

are given in Table 4. The parameters for the Indian

Ocean modes and Pacific noise in REF are chosen

such that the standard deviations of and correlations

between the El Niño index and the IOB and IOD

FIG. 9. The convective heating (rescaled to equivalent temperature) associated with the T0I
m from Fig. 3, for

gc 5 1:02c2a. The patterns shown here are derived from the ENSOmode of a continuation experiment and show the

convective heating in the moment of the ENSO cycle where A is maximal. The fields are normalized by jAj, the
amplitude of A. The plots are for T0I

m being (a) WIO, (b) IOB, (c) IOBe, (d) IOD, (e) IODe, and (f) IODes.
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indices roughly resemble observed values. Using the

HadISST data at 18 resolution (Met Office 2017;

Rayner et al. 2003), we calculated standard deviations

s(Niño-3:4)’ 1K in boreal winter, s(IODobs)’ 0:35K

(autumn), and s(IOBobs)’ 0:25K (spring). Here

IODobs is the standard IOD index, that is, the SST

anomaly (in K) averaged over 108S2 108N, 5082708E
minus the SST anomaly over 108S208, 90821108E (Saji

et al. 1999). The IOBobs is the SST anomaly averaged

over 208S2 208N, 40821008E (Saji et al. 2006). The

correlations between these indices are given by

corr(Niño-3:4, IODobs)’ 0:6 for Niño-3:4 in boreal

winter and IODobs in the previous boreal autumn and

corr(Niño-3:4, IOBobs)’ 0:85 for Niño-3:4 in boreal

winter and IOBobs in the following spring.

Here we approximate Niño-3.4 byN and definemodel

IOD and IOB indices as AIOD 3 [T0I
IOD(xWIO)2

T0I
IOD(xIODe)] and AIOB 3T0I

IOB(xIOB), where xIODe, xWIO,

and xIOB are the positions where the IODe, WIO, and

IOB have their strongest SST signal. Plots of the mod-

eled lag correlations (between IOD and N, IOB and N,

and the autocorrelation of N) for the REF case are

provided in Fig. 10a. Values of the correlations at vari-

ous local maxima and minima with the corresponding

lags, as well as the standard deviations of the indices, are

given in Table 5. Note that lags are defined as positive if

N is leading. The value of the first peak at nonzero lag in

the autocorrelation of N may serve to characterize how

strongly periodic the ENSO cycle is, and the lag at which

this peak occurs serves as proxy for the ENSO period.

As can be seen in Table 5, the standard deviations and

correlations at small lags of these quantities in the REF

case agree reasonably well with observations; however,

std(N) is overestimated by a factor of 1.5 and the

ENSO period is shorter than observed. The lags of

corr(N, IOD) (for IOD events occurring a few months

before ENSO) and corr(N, IOB) are also a bit shorter

than in observations but take reasonable values despite

the lack of a seasonal cycle. As in observations,

corr(N, IOD) has aminimum at215months lag, but the

cause for this is different from reality. In observations, a

cool WIO or negative IOD in autumn tend to be fol-

lowed by El Niño after 15 months, without necessarily a

La Niña occurring in between. In the simulations pre-

sented here, the negative IOD is first followed by La

Niña and, half a (short) ENSO period later, by El

Niño. In reality, only some negative IOD events are

followed by La Niña in the same year (or rather, they

co-occur with the developing La Niña; it is hard to

disentangle cause and consequences from observa-

tions alone), but even a negative IOD occurring in-

dependently from La Niña can be followed by El Niño
after 15 months. We hypothesize that this can be ex-

plained by the influence of the seasonal cycle, which is

lacking in our simulations. In observations, a negative

IOD occurring independently of ENSO may cause

easterlies over the western Pacific, but this happens

typically in boreal autumn (the IOD season), that is,

too late in the year to induce a major La Niña [al-

though IOD events starting early in the season can

reenforce ENSO events (Luo et al. 2010)]. However,

warm water is pushed to Indonesia and reloads the

warm water volume, thus facilitating El Niño devel-

opment in the next year.

Next, we decouple the Indian Ocean by multiplying

T0I
IOB and T0I

IOD by zero (the IO*0 case). This leads to an

increase in both s(N) and the ENSO period by a factor

of’2 (see Table 5), so the net effect of the IndianOcean

is to damp the ENSOmode and shorten its period, which

agrees with previous studies (Frauen and Dommenget

2012; Kajtar et al. 2017). To understand in more detail

how the IOD and IOB act on ENSO, a set of sensitivity

studies was performed by increasing or reducing T0I
IOB

and T0I
IOD, that is, the magnitude of their spatial patterns.

The equation for A (and hence the balance between

ENSO and noise influence on the Indian Ocean)

TABLE 4. Summary of the sensitivity experiments by specifying the

changes with respect to REF.

Name Changes with respect to REF (Table 3)

REF No change

IO*0 T0I
IOD /T0I

IOD 3 0, T0I
IOB /T0I

IOB 3 0

IOD*0 T0I
IOD /T0I

IOD 3 0

IOD*0.5 T0I
IOD /T0I

IOD 3 0:5

IOD*2 T0I
IOD /T0I

IOD 3 2

IOB*0 T0I
IOB /T0I

IOB 3 0

IOB*0.5 T0I
IOB /T0I

IOB 3 0:5

IOB*2 T0I
IOB /T0I

IOB 3 2

IODnoi a0,IOD 5 0; ad,IOD 521:39 yr21;hIOD 5 0:76 yr21

TABLE 3. Settings for time integrations for REF. Other parameters

are as in Table 1. Further explanations are given in section 3c.

List of parameters in REF

Parameter Value

gt 0:8g0
t

gc 1:023c2a
a0,IOD 0.26 yr21

ad,IOD 23.78 yr21

cIOD 608
hIOD 1.01 yr21

ht 0.55 Nm22

a0,IOB 0.84 yr21

ad,IOB 23.78 yr21

cIOB 08
hIOB 1.05 yr21
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remains unchanged.What is directly changed in this way

is the influence of the IOD or IOB on ENSO (and not

vice versa). The numerical simulations are summarized

in Table 4 and the results are provided in Table 5 and

Fig. 10. It can be seen that the IOB has a strong damping

effect on ENSO and shortens its period, while the IOD

has little effect on the period but increases ENSO vari-

ability. The case IOB*2 is an exception because here the

ENSO period is so much reduced that the peak impact

of the IOB-induced easterlies (westerlies) occurs not

FIG. 10. Lagged correlations between IOB and the El Niño index N (purple), IOD and N (light blue), and N with

itself (dark blue). Lags are in months and positive if N is taken at an earlier time than the other quantity.
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shortly after El Niño (La Niña) but almost during the

zero crossing ofN (the impact on SST lags a few months

behind the winds), so the damping becomes less effi-

cient. However, the noise contribution to IOB tends to

enhance the variability both of IOB itself and ENSO,

and this effect is amplified by doubling T0I
IOB. In general,

our findings agree with those in section 3b and suggest

that the IOB has a larger influence than the IOD on the

spectral properties of ENSO.

Increasing the influence of the IOD and decreasing

that of the IOB both lead to stronger corr(N, IOB),

corr(N, IOD), and corr(N, N). This is because both lead

to a larger ENSO amplitude; hence, the impact of noise

on IOD, IOB, and the Pacific dynamics becomes rela-

tively smaller, and correlations grow.

As mentioned, the IOB seems to have a stronger ef-

fect on ENSO period and standard deviation than the

IOD, despite the fact that both have similar standard

deviations in REF. One important reason is that the

wind response per unit IOB is about 4.5 times as strong

as the response per unit IOD. This was estimated by

performing a partial regression of the total wind con-

tribution due to Indian Ocean SST and convective

heating onto N, IOB, and IOD (not shown). The main

reason for this increase is the large Gill response to IOB

forcing (see Table 2), while the partial regression of

uch(x5LI 1LMC, y5 0) onto N, IOB, and IOD yields

0.04, 20.44, and 0:36ms21K21, respectively. Hence,

IOD and IOB have a similar impact on convergence-

induced convection. As in section 3a, the impact by

ENSO on convection is smaller than that of the IO but

not negligible.

Another potentially important factor is the timing of

IndianOcean–induced wind anomalies with respect to the

ENSO cycle. The results in Wieners et al. (2017) suggest

that Indian Ocean–induced easterlies peaking slightly

before El Niño (La Niña), that is, when N is maximal

(minimal), are optimal for reducing (increasing) ENSO

variability (the amplitude effect). Likewise, Indian

Ocean–induced easterlies peaking slightly before the sign

switch ofN, that is, the transition fromLaNiña to El Niño
(from El Niño to La Niña), are optimal for increasing

(shortening) the ENSO period (the period effect). The

latter can explain why the IOD has so little influence on

the period: It peaks slightly before El Niño. However, the

timing of IOD influence is almost optimal for enlarging

the ENSO amplitude. To be precise, the growth factor

becomes largest if c’ 738 in (3), which corresponds to

fTI ’20:11 in Table 2 (not shown). Note that Luo et al.

(2010) also find that the impact of the IOD on the ENSO

amplitude is largest relatively early in the season, although

their result is also influenced by the seasonal cycle.

A third factor is the regularity with which the Indian

Ocean influence affects ENSO. We hypothesize that the

effect of the IOD on the spectral properties of ENSO is

reduced by the fact that the IOD is less strongly correlated

toN; that is, its influence does not occur as regularly within

the ENSO cycle as that of the IOB. To test this hypothesis,

one additional simulation is performed, in which the IOD

is entirely driven by the noise and not affected byENSOat

all [a0,IOD 5 0 in (3)]. In this simulation, labeled IODnoi,

hIOD and ad,IOD are chosen such that the standard de-

viation of IOD is similar to that inREF and the 1/e-folding

time of IOD is about a year. In the IODnoi case, s(N) is

larger than in the IOD*0 case but lower than for REF.

Also, corr(N, IOD) at small negative lags is smaller for

IODnoi than for REF (cf. Table 5). The positive

corr(N, IOD) at small negative lags in IODnoi suggests

TABLE 5. Results of the time integration sensitivity experiments. The labels of the simulations are explained in Table 4. The measures

provided here are the standard deviations of the El Niño index N and the model IOB and IOD indices (see section 3c); the correlation

betweenN and IOB at its global maximum and the corresponding lag (positive ifN is leading); the correlation betweenN and IOD at its

global maximum with its lag (positive it N is leading); the correlation between N and IOD at its local minimum at lags of around 21/2

ENSO period, the value of this lag; the autocorrelation ofN at the local maximum at a lag around one ENSO period, and the value of this

lag (a proxy for the period). For IOB*2, 2 times the lag of the first minimum was used instead because there is no clear maximum (see

Fig. 10h). All lags are given in months.

REF IO*0 IOD*0 IOD*0.5 IOD*2 IOB*0 IOB*0.5 IOB*2 IODnoi

s(N) (K) 1.58 2.99 1.46 1.57 1.84 3.59 2.03 1.86 1.53

s(IOB) (K) 0.30 — 0.26 0.28 0.33 — 0.20 0.55 0.27

s(IOD) (K) 0.32 — — 0.16 0.68 0.40 0.33 0.34 0.36

corr(N, IOB) 0.86 — 0.81 0.83 0.88 — 0.90 0.86 0.83

lag(N, IOB) 2.3 — 2.6 2.5 2.3 — 2.9 2.5 2.6

corr(N, IOD) 0.58 — — 0.55 0.66 0.75 0.62 0.62 0.21

lag(N, IOD) 21:7 — — 21:7 22:0 23:2 22:6 20:6 22:1

corr(N, IOD) 20:38 — — 20:36 20:47 20:57 20:50 20:30 20:21

lag(N, IOD) 214:9 — — 215:6 215:8 228:0 219:7 29:1 215:7

corr(N, N) 0.25 0.73 0.17 0.23 0.32 0.75 0.40 0.20 0.22

lag(N, N) 25.7 52.0 26.3 26.3 26.8 51.2 36.6 16.0 26.5

15 DECEMBER 2017 W IENERS ET AL . 10171



that a positive (negative) IOD is likely to be followed byEl

Niño (LaNiña), which is to be expected because a positive
(negative) IOD leads to westerlies (easterlies) over the

Pacific. On the other hand, compared to the IODnoi case,

the equation for AIOD in REF also tends to let the IOD

peak shortly before N even if the influence of the IOD

on ENSO were absent. The combination of these two

effects—the influence of ENSO on the IOD and vice

versa—leads to the higher corr(N, IOD) in the REF case.

The reason for the higher s(N) in REF compared with

IODnoi is that in REF, the influence of ENSOon the IOD

helps to let IOD events occur during a phase of the ENSO

cycle where they in turn support ENSO development.

These results confirm the hypothesis that a higher

corr(N, IOD) leads to a stronger impact of the IODon the

spectral properties of ENSO but also suggest that the

correlation between IOD and ENSOmay partly be due to

influence exerted by the Indian Ocean on the Pacific—not

only vice versa. The high values of corr(N, IOB), how-

ever, must be dominated by the influence of N on the In-

dianOcean because the influence of the IOBon thePacific

mainly counteracts ongoing ENSO events.

The relative independence of the IOD on the ENSO

cycle makes it potentially a better ENSO predictor than

the IOB, which is so closely linked to ENSO that it gives

little additional information beyond what is already

available from N (Izumo et al. 2014). To confirm this, we

performed the ‘‘common cause test’’ of Wieners et al.

(2016) on the data of the REF simulation. This test in-

vestigates whether the correlation between two time se-

ries z2 and z3 is significantly different from what one

expects, given their correlations to a third time series z1. In

other words, it tests whether corr(z2, z3) can be explained

by the fact that both z2 and z3 are also correlated to the

common cause z1. As argued in Wieners et al. (2016), the

test is passed if both corr(Z2, z3) and corr(z2, Z3) are

significant, where Zk 5 zk 2 ak1z1 2 bk1 and ak1, bk1 are

obtained from a linear fit of zk onto z1.

Here, we use IOD(t) or IOB(t) as z2; N(t1 l23), where

l23 is a positive lag, as z3; and N(t1 l12), where l12 # 0, as

z1. That is, supposing that at time t we want to predict

ENSO a time l23 in advance, we check if the IOD or IOB

contains additional information compared to current or

previous values of N, namely, at time t1 l12. As the value

of l12 at which N(t1 l12) contains the most information

aboutN(t1 l23) is not known a priori, we try every value in

l12 2 [2P, 0], where P is the ENSO period, and consider

the test passed only if it is passed for each individual l12.

The results for REF are given in Fig. 11. It can be seen

that the IOB, despite reaching higher values of

corr(z2, z3), never passes the test at 95% confidence

(two tailed) except at two points, while the IOD reaches

99% significance for lags of about 4 months and

4 months 1 P/2. At very small lags l23, the test cannot be

passed because then for l12 5 0,N(t1 l12) is automatically

very similar toN(t1 l23), due to ENSOpersistence. In the

other simulations (not shown), the IOD always passes the

common cause test for lags of about 4 months and

4months1 P/2 at 99% significance (95% for IODnoi and

IOB*2). For IOD*0, such a statement cannot be made.

The IOB passes the common cause test at l23 ’ 7 months

for the IOD*0.5 and IODnoi cases (95% confidence) and

99% for IOD*0 and the somewhat extreme case IOB*2—

that is,mainly for those cases where corr(N, IOB) at small

lags (see Table 5) are smaller than for REF, so that the

IOB is less influenced by ENSO.

These results suggest that both the IOB and the IOD

influence ENSO. The IOB has a stronger effect on the

spectral properties of ENSO (damping and period

shortening) because it is so strongly correlated to ENSO

that its influence occurs at fixed phases of the ENSO

cycle. The IOD enhances ENSO variability, hardly af-

fects the period, and is—despite its much smaller wind

response—a better ENSO predictor than the IOB be-

cause it is less strongly tied to the ENSO cycle. The IOB

influence is dominated by the direct effect of the SST,

but the strong IOD influence is made possible by the

convergence-induced convection.

4. Summary, discussion, and conclusions

Based on a Gill-model response, one would expect

that a cool western Indian Ocean is accompanied by

westerly anomalies over the western Pacific. Our results

suggest that a sufficiently strong convective feedback

over the eastern Indian Ocean and Maritime Continent

weakens, and may in principle even revert, this wind re-

sponse into easterly anomalies, as illustrated in Fig. 1.

This is because western Indian Ocean cooling leads to

subsidence over the western Indian Ocean and (weak)

upwardmotion above theMaritime Continent. The latter

leads to condensation and convective heating, which in

turn leads to stronger upwardmotion and horizontalmass

convergence (i.e., easterlies over the western Pacific).

This is in line with the proposed mechanism in Wieners

et al. (2016). However, the reversal of the Gill response

requires a very strong convection (i.e., a high value of gc),

and it is not clear whether such values—or, in general, our

simple representation of the convection—are realistic.

In observations, a cool western Indian Ocean in (bo-

real) autumn is often associated with a warm eastern

Indian Ocean (Saji et al. 1999) and warm marginal seas

in the Maritime Continent (Annamalai et al. 2010),

thanks to the Indian Ocean dipole. As a warm eastern

pole of the IOD can also lead to enhanced convection

above the eastern Indian Ocean and Maritime Continent,
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it is hard to disentangle the relative influence of both IOD

poles. In fact, we find (Fig. 12, top row) that in our REF

simulation the eastern IODpole performs better than the

western pole in the common cause test, although this is

partially by design (i.e., choosing gc close to the value

minimizing the wind impact of the western Indian

Ocean). In observations, the western pole performs bet-

ter (see Fig. 12, bottom).Whichever pole is dominant, we

find that a negative IOD is associated with easterlies over

the western Pacific, which can either support an ongoing

La Niña (e.g., Annamalai et al. 2010) or enhance the

western Pacific warm water volume to favor El Niño
development after about 15 months (Izumo et al. 2010;

Wieners et al. 2016). Our findings contradict studies

suggesting that the IOD only has an indirect effect on

ENSO, either by suppressing IOB variability, which has a

damping effect on the ongoing ENSO (Annamalai et al.

2005; Santoso et al. 2012), or by strengthening (through

removal of a delayed negative feedback) the effect of the

spring IOB on next winter’s ENSO (Izumo et al. 2015;

note that our IOD corresponds to the ‘‘IOD1IOB’’ case

in their Fig. 10e). These studies point out that as a result

of their close proximity, the effects of the eastern and

western pole of the IOD roughly cancel over the Pacific.

Our results suggest that this is true for the direct SST

heating effect but not for convergence-induced convec-

tion over the Maritime Continent.

The sensitivity studies in section 3c suggest that the

net effect of Indian Ocean variability is to dampen

ENSO and shorten its period, which is in line with many

previous studies (Kug and Kang 2006; Kug et al. 2006;

Santoso et al. 2012; Frauen andDommenget 2012; Kajtar

et al. 2017). The net effect of the Indian Ocean is dom-

inated by the IOB, for which during El Niño we find that

both the local heating and the convergence-induced

convection lead to easterlies opposing the westerlies

associated with El Niño (Table 2). However, as the IOB

is strongly correlated with ENSO (the correlation be-

tweenNiño-3.4 in boreal winter and IOB in the following

spring is about 0.85), the IOB does not offer ENSO-

independent information and hence is not a useful pre-

cursor to ENSO (Izumo et al. 2014). On the other hand

the IOD, which is less dependent on ENSO (the corre-

lation between IOD in boreal autumn and Niño-3.4 in

the following winter is about 0.6), may be a useful ENSO

predictor, as suggested by Izumo et al. (2010). The cor-

relation between IOD and N passes the common cause

test, whereas the correlation between IOB and N hardly

does (see Fig. 11).

Our results do not fully capture themechanismof Indian

Ocean–ENSO interaction suggested by Izumo et al. (2010)

and Wieners et al. (2016), wherein a cool western Indian

Ocean or negative IOD favors El Niño after 15 months.

Rather, a negative IOD is followed by La Niña after just a
few months. In observations, IOD variability is typically

highest in boreal autumn, which is too late in the year to

induce amajor LaNiña [although Luo et al. (2010) suggest
that a cool IODe early in the season may support El Niño
growth]; instead, the IOD-induced easterlies lead to an

increased western Pacific warm water volume, which fa-

vors El Niño in the following year. Our model lacks a

seasonal cycle and its ENSO period is too short; therefore,

it does not capture this delay between IOD forcing and

ENSO variability. However, a vital process—the easterly

wind response to negative IOD forcing due to convection

over the Maritime Continent—is represented.

Asmentioned, a source of uncertainty in ourmodel is the

value of the convection parameter gc. For values around

gc 5 1:02c2a (where thewind response to thewestern Indian

Ocean heating switches sign) the results become rather

FIG. 11. Results of the common cause test for the REF simulation, using either the (left) IOD or (right) IOB as

ENSOpredictor. Black circles, dark blue squares, and light blue diamonds denote values that are significant at 99%

confidence (two tailed), at 95% confidence, or not significant, respectively. The lag l23 is positive if the predictor

(IOD or IOB) leads ENSO.
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sensitive to gc; hence, it is hard to assess whether our value

is ‘‘correct.’’ If the high sensitivity to gc is not solely due to

our very simple convection scheme, our results strengthen

the notion that a good representation of convection is im-

portant for correct modeling of ENSO and its interaction

with the Indian Ocean. With our model we can only show

that convection over theMaritimeContinentmight have an

important effect. Note that even if in reality the convection

effect were too weak to turn the wind response over the

Pacific to a pure cool western Indian Ocean into easterlies,

it might still lead to a easterly response to a negative IOD,

for which the pure Gill response is nearly zero.

It is maybe impossible to judge from observations

whether the convection feedback can turn the Pacific

wind response to a cool western Indian Ocean into

easterlies because of the powerful ENSO cycle obscur-

ing the Indian Ocean–induced signals. Therefore, ex-

periments withmore sophisticatedmodels are needed to

check our findings. Kajtar et al. (2017) performed partial

decoupling experiments with a relatively low-resolution

AOGCM. In their Figs. 8a,e, they show that for their

fully coupled simulation a composite of positive (nega-

tive) IOD years is accompanied by strong westerlies

(easterlies) over the Pacific for more than half a year.

When suppressing interannual Pacific variability, most

of this signal vanishes, but there remains a spatially

confined but statistically significant westerly (easterly)

signal in late boreal autumn (see their Figs. 8b,f; al-

though the latter signal is only very weak). These signals

might be a result of Indian Ocean–induced nonlinear

convection over the Maritime Continent. Note, many

GCMs still have biases in modeling the IOD (Cai and

Cowan 2013), which may affect the simulation of such

subtle effects as IOD–ENSO interaction.

Our results suggest that convection above theMaritime

Continent may play an important role in interactions

between the Indian Ocean and ENSO; nonlocally in-

duced convection might even reverse the wind direction

FIG. 12. (top) Model results of the common cause test for the REF simulation, using either the (left) WIO or

(right) EIO as ENSO predictor. Black circles, dark blue squares, and light blue diamonds denote values that are

significant at 99% confidence (two tailed), at 95% confidence, or not significant, respectively. The lag l23 is positive

if the predictor (IOD or IOB) leads ENSO. (bottom) As in (top), but for observations. Since observations have

a seasonal cycle, each month is treated separately: the x axis represents the month where the IODw or IODe is

taken (1 being January, etc.), the y axis shows the lag l23, which is positive if the Indian Ocean leads. Black dotted–

dashed, gray dashed, andwhite solid lines encircle areas where the common cause test is passedwith 90%, 95%, and

99% confidence, respectively.
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on the atmospheric bridge. It might hence be worth-

while to study these processes with more sophisticated

models. This may also be of value for understanding fu-

ture changes in the Indian Ocean–ENSO interaction,

since convection anomalies might be rather sensitive to

changes in the warm pool background state.
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APPENDIX

Implementation of the Convective Heating

A detailed description of the convection-free model

and its implicit, pseudospectral implementation is

given in Wieners et al. (2017); therefore, here we

will focus on the implementation of the convection

feedback.

In this appendix all quantities are nondimensional,

using the same scales as in Wieners et al. (2017). The

nondimensional zonal coordinates are illustrated in

Fig. A1. Atmospheric divergence is scaled with ca/La.

The convection-free model is discretized using a

pseudospectral method. The Pacific component of the

model has two sets of independent variables; namely,

QT 5 (aTLaDT/c3a)(T2T0)[ ~aT(T2T0), the non-

dimensional SST-induced heating, and r5 (ur 1 h)/2,

where ur and h are the zonal reduced gravity velocity

and thermocline depth deviation, respectively. These

quantities are decomposed as

QT(xP, yP)5 �
ij

f
ij
(xP, yP)qT

ij , r(x
P, yP)5 �

ij

f
ij
(xP, yP)r

ij
,

(A1)

with the shorthand�ij 5�nx
i50�

ny
j50. The functions fij are

given by

f
ij
5 ~C

i
(xP)c

j
(yP) ,

where ~Ci(x)5Ci(2x2 1) withCi being the ith Chebyshev

polynomial and cj the jth Hermitian function. The

fij form an orthogonal basis. Together with the nI

Indian Ocean (IO) SST amplitudes Am, the qT
ij and rij

form the 2(nx 1 1)(ny 1 1)1 nI-dimensional space vec-

tor z5 (rij, q
T
ij , Am).

The variables are evaluated at the collocation points

(xPk , y
P
l ) with k and l ranging from 0 to nx and ny, re-

spectively, and xPk 5 2[12 cos(pk/nx)] and yPl is the lth

root of the (ny 1 1)th Hermitian function. We

introduce a shorthand, QT
kl 5QT(xPk , y

P
l ). Now with a

finite number of base functions and collocation points,

(A1) actually amounts to a matrix multiplication:

QT
kl 5 �

ij

F
kl,ij

qT
ij

with Fkl,ij 5 fij(x
P
k , y

P
l ). The decomposition is a bijection;

hence one can also write

qT
ij 5 �

kl

P
ij,kl

QT
kl,

where P is the inverse of F.

Winds at the (k, l)th Pacific collocation point are very

efficiently computed from the heating coefficients qT
ij

and the amplitudes Am of the mth IO SST pattern:

(ua
kl, y

a
kl)5 �

ij

(A
kl,ij

,B
kl,ij

)qT
ij 1 �

nI

m51

(AI
kl,m,BI

kl,m)Am
,

(A2)

where Akl,ij and Bkl,ij are the zonal and meridional wind

at the (k, l)th Pacific collocation point in case only the

SST mode ij is excited (qT
ij 5 1), and (AI

kl,m, BI
kl,m) are

the contributions of themth IO SST pattern.Winds over

the IO or Maritime Continent (MC) need not be com-

puted, as they have no effect (no ocean dynamics can be

forced by wind here).

In Zebiak and Cane (1987), the convection feedback

is computed iteratively. In our implicit implementation

of the model, this would require numerical approxima-

tions of the Jacobian. Instead, we add the divergence

FIG.A1. Illustration of the nondimensional zonal coordinates. The lengthsLI , LMC, LP are as

defined in Fig. 2.
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c5 ›xau
a 1 ›yay

a to the state vector, which takes the form

z5 (rij, q
T
ij , cij, Ak). This requires additional, implicit

diagnostic equations for c.

The divergence needs to be defined both on Pacific

collocation points and over the IO and MC because

convective heating over the IO or MC can lead to wind

anomalies over the Pacific. The IO and MC can be

mathematically treated as one entity because their sur-

face temperature is not determined by ocean dynamics

but parameterized. Hence, they will collectively be re-

ferred to as ‘‘land.’’ A superscript L is used to indicate

that a quantity is defined over land.

Grid points over land have the same y coordinates

as over sea (i.e., the Pacific), whereas in the x di-

rection, nL
x 1 15 18 equidistant points are used.

Their nondimensional atmospheric coordinates are

xak 5 [k(LI 1LMC)/n
L
x La]; k 2 f0, 1, . . . , nL

x g. The base

functions over land are of the form

f Lij (x
L, yL)5c

j
(yL)3

1 if i5 0

cos(2pmxL) if i5 2m2 1;m 2 f1, . . . ,N
c
g

sin(2pmxL) if i5 2m;m 2 f1, . . . ,N
s
g

,

8><
>:

where (Nc, Ns)5 [(nL
x 1 1)/2, (nL

x 2 1)/2] for odd nL
x

and (Nc, Ns)5 [(nL
x )/2, (n

L
x )/2] for even nL

x . With these

base functions, SST- or convection-induced heating

over land can be decomposed in the same way as over

the Pacific:

QLT
kl 5 �

ij

FL
kl,ijq

LT
ij , qLT

ij 5 �
kl

PL
ij,klQ

LT
kl and

QLc
kl 5 �

ij

FL
kl,ijq

Lc
ij ,q

Lc
ij 5 �

kl

PL
ij,klQ

Lc
kl ,

where FL
kl,ij 5 f Lij (x

L
k , y

L
l ),P

L is the inverse ofFL, andQLT

is determined by the prescribed IO SST patterns:

QLT
kl 5 ~aT�nI

m51T
0I
m (xLk y

L
l )Am. These projections of sur-

face temperature and convection induced heating make

it possible to keep using the efficient computation of

winds and divergence in terms of the qij, similar to (A2).

Now it is possible to write the wind divergence in a

similar fashion as (A2), only that the divergence is

needed both above land and above sea. As for the wind,

the divergence is influenced by heating both over land

and over sea.

The divergence over sea becomes

c
kl
5�

ij

CPP
kl,ij(q

T
ij 1 qc

ij)1�
ij

CPLkl,ij(qLT
ij 1 qLc

ij ), (A3)

where CPPkl,ij and CPLkl,ij are the wind divergence in the Pa-

cific location (xPk , y
P
l ) caused by heating associated

with the ijth base function in the Pacific and over land,

respectively. Analogously the divergence over land

becomes

cLkl 5�
ij

CLPkl,ij(qT
ij 1qc

ij)1�
ij

CLLkl,ij(qLT
ij 1 qLc

ij ). (A4)

As the convection feedback has a tendency to amplify

short-scale features, a slight spatial smoothing has been

applied to the C (e.g., over sea, C would be a smoothed

version of ›xaA1 ›yaB).
Now we use Qc

kl 5 âk~gcmkl[M(2ckl 2 cbkl)]
k̂ 2 b̂k over

sea and QLc
kl 5 âk~gcm

L
kl[M(2cLkl 2 cLbkl )]

k̂ 2 b̂k over land

(see section 2b), where ~gc 5 gc/c
2
a is the nondimensional

equivalent of gc and (âk, b̂k, ~ak) takes the values (1, 0, k)

if 2ckl 2 cbkl ,C0 and (ak, bk, ~k) else [see (4)]. This

yields implicit, diagnostic equations for the state vari-

ables ckl and cLkl:

c
kl
5 �

ij

CPP
kl,ij

�
qT
ij 1 �

k0l0
P
ij,k0 l0 fâk~gc

m
k0l0 [M(2c

k0l0 2 cbk0l0)]
k̂ 2 b̂

k
g
�

1 �
ij

CPLkl,ij
�
qLT
ij 1 �

k0l0
PL
ij,k0l0 fâk~gc

mL
k0 l0 [M(2cLk0 l0 2 cLbk0 l0)]

k̂ 2 b̂
k
g
�

and

cLkl 5 �
ij

CLP
kl,ij

�
qT
ij 1 �

k0l0
P
ij,k0 l0 fâk~gc

m
k0l0 [M(2c

k0l0 2 cbk0l0)]
k̂ 2 b̂

k
g
�

1 �
ij

CLLkl,ij
�
qLT
ij 1 �

k0l0
PL
ij,k0l0 fâk~gc

mL
k0 l0 [M(2cLk0 l0 2 cLbk0 l0)]

k̂ 2 b̂
k
g
�
. (A5)

The equations for the total wind over the Pacific have to be extended with the convective heating contribution:
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(ua
kl, y

a
kl)5 �

ij

(APP
kl,ij,BPP

kl,ij)(q
T
ij 1 qc

ij)

1 �
ij

(APL
kl,ij,BPL

kl,ij)(q
LT
ij 1 qLc

ij ).

The winds over land have no influence on any dynamics

and are not explicitly computed.
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