Studies in Educational Evaluation 55 (2017) 94-116

Studies in

Educational
Evaluation

Contents lists available at ScienceDirect

Studies in Educational Evaluation

journal homepage: www.elsevier.com/locate/stueduc

Assessment quality in tertiary education: An integrative literature review

@ CrossMark

Karin J. Gerritsen-van Leeuwenkamp™™*, Desirée Joosten-ten Brinke™, Liesbeth Kester"

2 Open University of The Netherlands, PO Box 2960, 6401 DL Heerlen, The Netherlands

® Saxion, University of Applied Sciences, PO Box 70.000, 7500 KB Enschede, The Netherlands
€ Fontys University of Applied Sciences, PO Box 347, 5600 AH Eindhoven, The Netherlands

4 Utrecht University, PO Box 80125, 3508 TC Utrecht, The Netherlands

ARTICLE INFO ABSTRACT

Keywords:
Assessment quality
Higher education
Vocational education
Tertiary education
Text analysis
Literature review

In tertiary education, inferior assessment quality is a problem that has serious consequences for students, tea-
chers, government, and society. A lack of a clear and overarching conceptualisation of assessment quality can
cause difficulties in guaranteeing assessment quality. Thus, the aim of this study is to conceptualise assessment
quality in tertiary education by providing an overview of the assessment quality criteria, their influences, the
evaluation of the assessment quality criteria, and the perspectives that should be considered when evaluating
assessment quality. This study aggregated 78 peer-reviewed journal articles in a framework using MAXQDA, and
a text analysis was performed using Leximancer. The results identified validity, transparency, and reliability as
assessment quality criteria; standardisation, stakeholders, clarity, and construct irrelevant variance as influences
on the assessment quality criteria; validation and statistical data analyses to evaluate assessment quality; and
students, staff, government, and experts as perspectives that should be considered when evaluating assessment
quality. These insights are important for teachers, educational advisors, and managers who can use this in-
formation to determine what assessment quality means for their educational organisation and what they should
consider when guaranteeing assessment quality. Moreover, the study provides researchers with insight into the

current state of scientific evidence.

1. Introduction

Assessment quality includes the quality of all aspects of assessment
practices, such as test items, tasks, assessments, tests, the process of
assessing, a programme of assessments in a course or a curriculum and
the procedures, policies, and administration of the assessment process.
Inferior assessment quality is a problem with serious consequences at
all levels of education. It impacts the suitability, accuracy, and cred-
ibility of information about students’ performance and progress that is
collected for the purposes of learning, selection and certification, and
accountability (Anderson & Rogan, 2010; Hambleton & Murphy, 1992;
Stobart, 2008). However, in tertiary education, the consequences of
inferior assessment quality have a significant impact on students and
their functioning in society. The information obtained from the as-
sessment will be used to make important decisions about whether a
student meets the demands that society imposes on graduates, namely,
undertaking occupations, leveraging advanced knowledge, thinking
critically, engaging in lifelong learning, and contributing to future in-
novation (Ministry of Science Technology and Innovation, 2005).

1.1. Consequences of inferior assessment quality

In terms of the learning purpose of assessment, inferior assessment
quality can prevent students and teachers from determining the extent
to which students have progressed in their learning process, what
learning objectives have already been achieved or need to be achieved,
and how these objectives can be accomplished (Assessment reform
group, 2002; Hattie, 2009). Vaguely formulated learning goals do not
provide students with information about the direction of their learning
process (Hattie & Timperley, 2007). Furthermore, even when clear
learning goals are available, assessment tasks do not always address
them. Consequently, students’ attention may stray away from learning
goals, which may hinder effective learning (Boud and Associates,
2010). During the assessment process, students receive feedback from
teachers or peers. However, this feedback can be ineffective when it
fails to focus on performance related to learning goals (e.g. when it
focuses on students’ performance related to others), since such feedback
does not provide information on how students can improve their
learning (Black & Wiliam, 1998). All these examples obstruct learning,
which can lower achievement and lead to a failure to complete
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education at all (Gibbs, 2010; Stiggins, 2007).

Inferior assessment quality also impacts the selection and certifi-
cation purpose of assessment because it can cause unfair failing and
unfair passing. Due to inter-rater differences, students might receive
lower or higher grades when judged by different assessors (Reynolds,
Livingston, & Willson, 2010). Insufficient assessment quality could
eventually allow students to receive diplomas even when they have not
reached the required exit level. Such a situation is detrimental to the
education system as a whole because, if students cannot meet re-
quirements, standards will be lowered, diplomas will be devaluated,
and the accountability of graduates and tertiary education institutions
will be diminished (Meyer et al., 2010; QAA, 2014; Van der Vleuten
et al., 2012). Thus, public funds invested in tertiary education, as well
as students’ and parents’ payments of tuition fees (Yang & McCall,
2014), may reap lower social and personal returns.

Furthermore, inferior assessment quality has consequences for the
accountability purpose of assessment. It can result in an inaccurate
impression of students’ performances, based on what individuals or
groups are held accountable for. When students are taught to the test,
they perform better on national exams, but they may not actually learn
more (Stobart, 2008) or be adequately prepared for their future pro-
fessions. In contrast, when students perform worse on tests (e.g. due to
the complexity of the language used), the assessment may be measuring
secondary abilities (e.g. reading abilities) instead of their proficiency in
the intended subject (Stobart, 2008). Such discrepancies can lead to
unnecessary quality improvement activities or unjustified rewards or
sanctions (e.g. an educational institution may be placed under control).

1.2. Difficulties in guaranteeing assessment quality

For the reasons presented above, educational institutions have an
obligation to guarantee assessment quality. This is a difficult task for
teachers, educational advisors, managers, and researchers because no
clear and overarching conceptualisation of assessment quality is cur-
rently available. Books offer descriptions of assessment quality, and
current standards, codes, frameworks, and guidelines (e.g. AEA (2012),
AERA, APA, and NCME (2014), Gilbert and Maguire (2014), and QAA
(2014)) based on expert committees, provide useful instructions for
constructing assessments and evaluating assessment quality. Re-
searchers are involved in the construction of these books and guide-
lines; however, the link between practice and research is not always
clear. Books and journal articles provide multiple descriptions of as-
sessment quality, for example of validity (e.g. AERA et al., 2014;
Borsboom, Mellenbergh, & Van Heerden, 2004). Misconceptions can
occur when stakeholders are using the same concepts with different
meanings. Therefore, it is important to clarify how assessment quality is
conceptualised and why there are differences in conceptualisations.
Furthermore, no review of the literature of assessment quality in ter-
tiary education is available; consequently, there is no overview of the
strength of the scientific evidence, where the gaps are in the current
research, what relationships exist among the findings and what the
theoretical and practical implications are. While standards may provide
descriptions of quality criteria as validity, reliability, and fairness, in
the literature on tertiary education, additional quality criteria are
mentioned, such as authenticity, transparency, and cheat proofness
(Baartman, Bastiaens, Kirschner, & Van der Vleuten, 2006; Yorke,
2008). It remains unclear if these criteria ought to be considered when
evaluating assessment quality or whether relationships exist among all
the quality criteria mentioned in the literature. These issues must be
resolved to determine the requirements of quality (Harvey & Green,
1993). Several researchers addressed challenges in assessment prac-
tices, such as discipline-related marking behaviour and variability in
students’ performances, which influence assessment quality (Bridges
etal., 1999; Van der Vleuten, Norman, & Graaff, 1991), but no overview
of these influences is currently available. This also applies to how as-
sessments are evaluated, such as through self-evaluation procedures

95

Studies in Educational Evaluation 55 (2017) 94-116

(Baartman, Prins, Kirschner, & Van der Vleuten, 2011) or item analyses
(Anderson & Rogan, 2010). Furthermore, questions remain regarding
whether assessment quality is a stable concept, since quality depends on
the perspectives of the stakeholders defining it (Harvey & Green, 1993);
thus, an overview of these perspectives will provide more insight into
the meaning of assessment quality. However, before the research aim
and questions are presented, it is necessary to discuss the evolution of
assessment over time because, this influences the conceptualisation of
assessment quality. Therefore, insight into the historical development
of assessment is needed to fully understand differences in the con-
ceptualisation of assessment quality. To address this, the next section
will focus on the evolution of assessment based on changes in the de-
mands of society and developments in learning theory and scientific
measurement.

1.3. Historical development of assessment

Since the beginning of the 20th century, the main focus in assess-
ment has been on efficiency, following the societal movement to ac-
complish things with a minimal amount of time and effort (Shepard,
2000). Students were primarily educated in line with their abilities: that
is, they learned only those things that were directly required for their
profession (Shepard, 2000). Teachers determined the learning goals.
Furthermore, students played a passive role in their learning processes
and there was little interaction between them and their teachers
(Attard, Di loio, Geven, & Santa, 2010). Tests measured knowledge,
skills, and attitudes in isolation, and they repeatedly determined whe-
ther students had achieved their goals and were ready to pursue sub-
sequent goals (Schuwirth & Van der Vleuten, 2011; Shepard, 2000). In
line with behaviourism, the process of learning was not addressed; ra-
ther, observable behaviour was more important (Driscoll, 2005). Pas-
sing a test functioned as a reward for succeeding in one of many
learning steps (Shepard, 2000). Tests were designed and conducted in
line with psychometrics, which sought to: ‘develop interpretations that
are generalizable across individuals and contexts and to understand the
limits of those generalizations’ (Moss, Pullin, Gee, & Haertel, 2005, p.
68). These tests were characterised by standardised procedures of data
collection, uniformity, and objectivity, since only standardised tests
were able to legitimise the comparison of results at different times and
in different places (Moss et al., 2005). Experts measured the technical
quality of tests primarily based on psychometric quality criteria (Linn,
Bakker, & Dunbar, 1991).

Societal demands about what students should be capable of ac-
complishing after graduation change over time due to economic and
social-cultural developments. The launch of Sputnik (the first satellite)
in 1957 was one of the turning points in educational reform in the
United States (US). Americans were taken by surprise when the Soviets
were able to launch a satellite before they could. Consequently, they
paid more attention to the level of educational standards and devoted
greater focus to inquiry and problem solving skills (Bybee, 1997). This
example illustrates how, although knowledge remained important,
graduates of tertiary education institutes began to be expected to be
capable of anticipating and adapting to changes in their future work
environment of lifelong learning (Baartman et al., 2006; Baartman,
Bastiaens, Kirschner, & Van der Vleuten, 2007a; Boud & Falchikov,
2006; Boud, 2000). Such objectives require an integration of knowl-
edge, skills, and attitudes, as well as the application of these so-called
competencies in different authentic situations (Baartman et al., 2006;
Baartman et al., 2007a; Van Merriénboer & Kirschner, 2007). Since as-
sessment has a backwash effect on learning (Boud and Associates, 2010;
Watkins, Dahlin, & Ekholm, 2005), researchers have argued for the
importance of alignments between learning and assessment (Biggs,
1996; Cohen, 1987).

In addition to the evolving requirements of society, insights into
how students learn have continued to increase; this improved knowl-
edge has also affected assessment. The focus shifted from observable
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behaviour to how students learn. In line with cognitivism and (social)
constructivism, the ways in which information is processed, stored and
(re)structured, how students regulate their own learning process, how
they apply knowledge in new situations (transfer), and the influence of
culture and the social environment on learning, all became increasingly
important (Driscoll, 2005; Shepard, 2000). Students engage in more
interactions with their teachers and fellow students, they learn actively
and they assume the central role in their learning (Attard et al., 2010).
It was no longer sufficient for tests to determine whether students
achieved goals and were ready to pursue subsequent goals. Assessment
was expected to provide insight into students’ positions in their learning
processes, what learning objectives needed to be achieved, and how
these objectives could be met. In addition to the use of standardised
tests, assessment began to focus on authentic problem solving assess-
ment tasks, the active role of students, the integration of assessment and
learning, and the use of multiple flexible measurements (Birenbaum
et al., 2006; Shepard, 2000). An illustrative example of this is a per-
formance assessment, which gathers information on students’ perfor-
mances of authentic tasks in real-life physical and social contexts
(Gulikers, Bastiaens, & Kirschner, 2004).

In the first half of the 20th century, the main focus was on certi-
fying; this was also called the summative purpose of tests. In the 1960s,
a distinction was made between formative and summative evaluation.
Scriven (1967) and Bloom, Hastings, and Madaus (1971) used the terms
formative and summative to differentiate between the two roles that
evaluation may play in education (Black & William, 2003). An evalua-
tion is formative if it is used in the development or improvement of
some educational process. An evaluation is summative if it is used in
decision-making concerning the end results of an educational process.
Where Scriven (1967) focused mainly on the improvement of courses,
according to Bloom et al. (1971), formative evaluation informs teachers
about students’ learning. Sadler (1989) added that students could also
use this information to improve their performance; for this purpose, he
used the term formative assessment instead of formative evaluation.
Formative assessment, such as classroom questioning and feedback,
provides information that can be used to alter teaching and learning
(Black & Wiliam, 1998; Knight, 2001). Some researchers refer to for-
mative assessment as an assessment instrument, while others refer to it
as the process through which an assessment, regardless of its purpose,
yields information that can be used by students and teachers to improve
teaching and learning (Bennett, 2011). As a process, formative assess-
ment is also called assessment for learning (Martinez & Lipson, 1989),
this contrasts with assessment of learning, which refers to summative
assessment.

Assessments are integrated into consciously composed assessment
programmes to gather information from different sources about the
acquisition of competences and to support students’ learning (Baartman
et al.,, 2006; Gibbs & Simpson, 2004; Van der Vleuten & Schuwirth,
2005). Furthermore, one reason why higher education institutions
choose these assessment programmes is related to the integrated com-
plex nature of assessment, which makes it much more difficult to
achieve quality solely based on individual assessments. Bloxham, den-
Outer, Hudson, and Price (2016) and Bloxham, Boyd, and Orr (2011)
affirmed this by noting that when assessors evaluate complex task
performance in higher education it can be challening for them to in-
terpret the criteria, to arrive at a reliable judgment, and to achieve
inter-rater agreement. In addition, researchers have called for assess-
ment to be judged based on its purpose (Baartman et al., 2006; Van der
Vleuten et al., 2012) and its consequences for learning and students
(Boud, 2000). It is no longer sufficient to judge assessment solely from a
psychometric viewpoint. Moss et al. (2005) stated: ‘Whereas in psy-
chometrics, individuals and context are treated as distinct . . . from a
sociocultural perspective, individuals and contexts are mutually con-
stitutive such that individuals assume different “identities” . . . in dif-
ferent social contexts . . .” (p. 69). Therefore, in addition to traditional
quality criteria, such as objectivity, more qualitative criteria, such as
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authenticity (Gulikers et al., 2004), educational consequences
(Baartman et al., 2006) and cognitive complexity (Linn et al., 1991), are
used to evaluate the quality of assessment.

1.4. Research aim and questions

To summarise, inferior assessment quality might have negative
consequences for the purposes of learning, selection and certification,
and accountability. Therefore, educational institutions have an obliga-
tion to guarantee assessment quality. However, this is a difficult task
because no clear and overarching conceptualisation of assessment
quality is currently available; moreover, this is influenced by historical
developments. For all these reasons, the present study aims to con-
ceptualise assessment quality in tertiary education. Summarising and
organising the results of the extant articles should give teachers, man-
agers, advisors of educational organisations, and researchers an un-
derstanding of the evolution of the concept of assessment quality over
time. This review will highlight patterns in the data and make re-
commendations for further research. The four research questions of this
review study are:

1. Which assessment quality criteria appear in the literature?

2. What are influences on assessment quality criteria?

3. How are assessment quality criteria evaluated?

4. Which perspectives are identified in the evaluation of assessment
quality?

2. Method
2.1. Search method

The research database EBSCO was systematically searched. The
search path presented in Fig. 1 shows the search terms that were used
related to assessment and quality and the specifications of the context.
Only articles focusing on tertiary education, written in English, and
published in peer-reviewed journals from 1998 to 2014, were used. This
resulted in 396 hits after removal of duplicates.

To be included in this review, a study had to address and oper-
ationalise assessment quality in tertiary education, so all the abstracts
were read to verify this. A total of 33 articles remained. Using the
snowball method (Fig. 1), in which the reference list of each publication
was screened for additional articles related to assessment quality, a
total of 91 articles were found. The abstracts of these 91 articles were
read to determine whether the articles focused on tertiary education
and operationalised assessment quality, and were published in peer-
reviewed journals. Following the application of these selection criteria,
a total of 45 articles remained.

A total of 78 journal articles were further analysed. Of these articles,
41 were opinion articles, 26 were non-experimental articles, 1 was an
experimental article, 5 were opinion/review articles, 1 was a non-ex-
perimental/review article, and 4 were review articles. The articles
originated from Australia, Israel, Malaysia, New Zealand, South Africa,
the Netherlands, the United Kingdom (UK) and the US. The metho-
dology is described in detail in the Appendix A. Table Al presents in-
formation about each of the journal articles included in this review
study.

2.2. Synthesis of the studies

Since the focus of this integrative literature review is an overview of
research on assessment quality, the qualitative framework synthesis
approach was used (Carroll, Booth, & Cooper, 2011; Dixon-Woods,
2011; Gough, Thomas, & Oliver, 2012). The information in each journal
article was systematically and explicitly aggregated in a framework
based on the research questions (Dixon-Woods, 2011). The first author
coded all 78 journal articles using the coding framework and the data-
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OR “test* validity” OR “test* method*” OR “grading” OR “test construction”) AND AB
(Quality OR validity OR reliability OR criteria OR indicator*) AND TX (“Higher edu-
cation” OR “vocational education” OR “University” OR “School*”) AND TX (student*)
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Fig. 1. Search path of the initial search in EBSCO and the process of the snowball method in which the reference list of each of the selected journal articles was screened for useful articles.
(De)selection is based on reading the abstract. AQ: assessment quality; TI: title; AB: abstract; TX: text.

analysis software MAXQDA version 11. The second author evaluated
the coded segments.

Leximancer 3 was used to execute a conceptual analysis of all the
selected text segments, to determine the presence and frequency of
concepts in the text and, as a relational analysis, to determine how the
identified concepts were related to one another (Leximancer, 2008).
Leximancer highlighted the relationships in the data and clustered the
concepts into themes. Leximancer provided maps based on the text
segments per code. This is depicted in Figs. 2 and 3. As seen in Fig. 2,
the assessment quality criteria (grey dots) are clustered into three
themes. The size of the themes was set to 50%, which means that 50%
of all the criteria that were most frequently connected were clustered
into one theme. The other criteria were distributed over the other
themes. Fig. 3 depicts the assessment quality criteria within the theme
validity and their interrelationships. A comparable process was fol-
lowed for research questions two, three, and four. Since text analysis
was used as a data reduction technique, not all the criteria, influences,
evaluations, and perspectives will be discussed in this paper to enhance
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the comprehensibility and readability. The figures are depicted in detail
on the website: www.assessmentquality.com. After data reduction with
Leximancer, five of the selected articles did not provide content that
was relevant to the research questions (Dennis, 2007; Ediger, 2001;
Malouff, 2008; Maxwell, 2012; Segers, Dochy, & De Corte, 1999).

3. Results
3.1. Assessment quality criteria

This section addresses the first research question: Which assessment
quality criteria appear in the literature? Based on the text analysis, 98
assessment quality criteria were grouped into three themes: validity,
transparency, and reliability (Fig. 2).

3.1.1. Validity
Validity is the first theme of the assessment quality criteria (Fig. 3).
It is the most frequently mentioned quality criterion (n = 446), and it is
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Fig. 2. The themes of assessment quality criteria. The circles depict the themes; the grey
dots depict the assessment quality criteria that are grouped together within the themes.
The lines depict their interrelations.
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Fig. 3. An overview of the quality criteria within the theme validity.

also the one that is most connected to the other quality criteria. This
section presents different viewpoints on validity.

Some authors consider validity to be the characteristic of a test that
determines if a test measures what it purports to measure
(Anderson & Rogan, 2010; Benett, 1993; Borsboom et al., 2004;
Colliver, Conlee, & Verhulst, 2012; Ebel, 1983; Schuwirth & Van der
Vleuten, 2003; Van de Watering& Van de Rijt, 2006; Van der
Vleuten & Schuwirth, 2005). This definition requires that what is being
measured exists and is observable (Borsboom et al., 2004; Ebel, 1983).
Other researchers have labelled that definition of validity as content
validity, and they have also distinguished other types of validity, such
as face validity, consequential validity, construct validity, and criterion
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validity (including the subtypes: concurrent and predictive validity)
(Benett, 1993; Colliver et al.,, 2012; Cronbach & Meehl, 1955;
Harnisch & Mabry, 1993; Martin, 1997; Sambell, McDowell, & Brown,
1997; Van der Vleuten, 1996).

Messick (1995) has argued for using construct validity as the uni-
fying concept of validity. He stated that it is undesirable to distinguish
among different types of validity since doing so results in an incomplete
perspective of validity. Construct validity, then, addresses ‘both score
meaning and social values in test interpretation and test use’ (Messick,
1995, p. 741). An advantage of this approach is that attention is given
to elements of the process that may not be intended or foreseen by the
assessment designers (Linn et al., 1991). Since assessment has serious
intended and unintended consequences for learning and teaching, a
system approach to validity is required (Frederiksen, 1989; Messick,
1995; Sambell et al., 1997). Instead of answering the earlier described
question: ‘Does a test measure what it purports to measure?’ (Shepard,
1993, pp. 409-410), the central question appears to be: ‘Does the test
do what it claims to do?’ (Shepard, 1993, p. 444). In this case, validity is
no longer considered to be a characteristic of the test (Shepard, 1993);
rather, it is, a judgment of the degree to which the evidence and the
arguments support the interpretation and inferences based on test
scores, including test use (Kane, 1992, 2001; Linn et al, 1991;
Maclellan, 2004; Messick, 1995; Shepard, 1993).

In the use of (competence based) assessments, some researchers call for
a change in the conceptualisation of validity or emphasise the importance
of new quality criteria to give substance to the validity of competence
assessments (Baartman et al., 2011; Harnisch & Mabry, 1993; Linn et al.,
1991; Wools, Eggen, & Sanders, 2010). Martin (1997) argued:

However, as notions of fitness for purpose change and as assessment
of more qualitative areas also are developed, the conceptions of
validity and reliability encompassed within the instruments of as-
sessment must also change accordingly . . . Thus, just as the validity
of an instrument of assessment concerns its fitness for purpose.. . . so
the notion of validity selected has also to match this same purpose.
(p. 338)

Assessments are more qualitative in nature, and students must prove
their competence in a larger variety of professional situations, since re-
sults achieved in one context do not guarantee the acquisition of com-
petences in another context (Baartman, Gulikers, & Dijkstra, 2013; Leigh
et al., 2007). These multiple measurements are integrated in assessment
programmes in which judgments are made about a students’ competence
development (Baartman et al., 2006). According to Leigh et al. (2007),
‘Validity refers to the accumulated evidence about the effectiveness of
specific assessment models in measuring competencies. The interpreta-
tion of validity is not based on a single statistic but through a combi-
nation of all available evidence about the assessment’ (p. 464). A range of
criteria for assessment quality are proposed for assessment programmes
(Baartman et al., 2006; Baartman et al., 2011) and individual assess-
ments (Dierick & Dochy, 2001) in order to substantiate validity, to make
validity more applicable, and to avoid so-called container concepts
(Baartman et al., 2011; Leigh et al., 2007). Fig. 3 presents the criteria
within the theme of validity. The most frequently mentioned criteria in
the literature are meaningfulness (n = 117) and educational con-
sequences (n = 76). Meaningfulness refers to the added value of an as-
sessment or assessment programme for stakeholders, including whether
the assessment (programme) offers learning experiences. The term,
educational consequences, refers to the intended and unintended con-
sequences of an assessment (programme), such as the positive effects on
students’ learning (Baartman et al., 2006; Baartman et al., 2007a; Linn
et al., 1991). The range of assessment quality criteria is still rooted in the
original definitions of validity (Baartman et al., 2013; Baartman et al.,
2007a; Segers, Dierick, & Dochy, 2001).

3.1.2. Transparency
Transparency is the second theme of the assessment quality criteria
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(Fig. 4). Although it is mentioned less often than reliability, 74 times
versus 187 times, transparency is more related to the other assessment
quality criteria than reliability; therefore, it is the second most im-
portant theme. Transparency is not explicitly mentioned in relation to
testing. It is, however, mentioned in relation to assessment due to the
consequences it has on teaching and learning (Frederiksen, 1989; Linn
et al., 1991). Linn et al. (1991) stated: ‘transparency is considered im-
portant because understanding the basis on which performance will be
judged facilitates the improvement of performance’ (p. 17). Transpar-
ency focuses on the assessment process, and it receives more attention
in assessments used for learning purposes than in assessments used for
the purposes of selection and certification (Ploegh, Tillema, & Segers,
2009). Transparency is essential because it avoids misunderstandings
and misinterpretations about what is assessed and how it is assessed
(Ploegh et al., 2009).

Transparency applies to items, figures, and used language
(Anderson & Rogan, 2010; Verhoeven, Verwijnen, Scherpbier,
Schuwirth, & Van der Vleuten, 1999). By using a sample assessment,
students know what is expected of them during the official assessment
(Anderson & Rogan, 2010). Procedures should adequately document
how the assessment proceeds (Dierick & Dochy, 2001; Ploegh et al.,
2009), and what is being assessed (Verhoeven et al., 1999). Transparent
score reports and feedback are required (Birenbaum, 2007). Goals and
criteria should be unambiguously described and explained
(Anderson & Rogan, 2010; Gulikers et al., 2004; Woolf, 2004) because
an understanding of criteria will stimulate the students’ learning
(Knight, 2000; Price, Carroll, O’Donovan, & Rust, 2010). Assessors
should also be transparent about the restrictions of criteria while as-
sessing students, due to the complexity of the process of assessing and
the difficulty of applying the criteria (Woolf, 2004).

Furthermore, transparency refers to assessment programmes
(Baartman, Prins, Kirschner, & Van der Vleuten, 2007; Baartman et al.,
2011). According to Baartman, Bastiaens, Kirschner, and Van der
Vleuten (2007b):

[Competency Assessment Programs] should be clear and under-
standable to all stakeholders. Learners should know the scoring
criteria, who the assessors are and what the purpose of the assess-
ment is. External controlling agencies should be able to get a clear
picture of the way in which a [competency assessment program] is
developed and carried out. (p. 860)
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3.1.3. Reliability

Reliability is the third theme of assessment quality criteria (Fig. 5).
In the text segments retrieved from the journal articles reliability is
mentioned 187 times, but it is less connected to the other quality cri-
teria than validity or transparency.

Reliability is considered to be a characteristic of the test score
(Downing, 2004). It is important because it determines the accuracy of
pass and fail decisions. Decreased reliability results in false positive or
false negative outcomes (Downing, 2004). This section presents view-
points on reliability.

In relation to standardised testing, reliability refers to the degree to
which test scores are consistent, precise, and stable, thus, free from
errors of measurement (Benett, 1993; Ebel, 1983; Moss, 1994, 1995).
Any variability (inconsistency), for example, in a students’ performance
or in a variety of tasks, is treated as error variance, and thus as a
measurement error. The basic assumption behind this definition is that
each construct that is being measured is either stable or is treated as
stable (Birenbaum, 2007; Schuwirth & Van der Vleuten, 2011). The
focus is on objectivity and standardisation (Van der
Vleuten & Schuwirth, 2005; Van der Vleuten, 1996).

When more varied assessments are used for the purposes of
learning, selection and certification (e.g. performance assessment, self-
assessment, oral exams, and problem tasks), the role of human judg-
ment becomes greater, the sample of cases becomes smaller, and au-
thenticity becomes more important. Consequently, there is less con-
sistency over time, more variation, and less reliable assessment scores
(Benett, 1993; Knight, 2000; Van der Vleuten, 1996). Instead of striving
for reliability on only individual assessments, some researchers have
proposed that it is more important to create reliable decisions by using
assessment programmes in which multiple, low-stakes and high-stakes
assessments are integrated, a large sample of different professional si-
tuations is used, and multiple assessors make decisions about the
competency development of students (Baartman et al., 2007a;
Baartman et al., 2011; Knight, 2000). As Knight (2000) noted:

Programmatic thinking cannot deliver the chimera of perfect relia-
bility and validity in the assessment of complex learning but it does
make it easier to see how to invest in reliability and to identify
where it really matters. The corollary is a freedom to think more
creatively about assessment where reliable grades are not needed.
(p. 239)
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In the use of assessment programmes, reliability is achieved in different
ways (Baartman et al., 2007a). Scores and decisions are reproduced
(Baartman et al., 2011; Downing, 2004; Schuwirth & Van der Vleuten,
2011; Van der Vleuten & Schuwirth, 2005) by repeated criteria-related
judgments in which evidence is collected from different sources
(Knight, 2000, 2002a; Leigh et al., 2007) based on an adequate sam-
pling of situations (Tweed & Wilkinson, 2012; Van der
Vleuten & Schuwirth, 2005). According to Van der Vleuten and
Schuwirth (2005), ‘what is new, however, is the recent insight that
reliability is not conditional on objectivity and standardization’ (p.
311). Schuwirth and Van der Vleuten (2004) stated that reliability in-
dicates the degree of generalisability of test scores; the score on the
items in the sample should be indicative of a student’s scores in any
other relevant sample.

Comparable to validity, a range of assessment quality criteria are
proposed for assessment programmes (Baartman et al., 2006; Baartman
et al., 2011) and individual assessments (Dierick & Dochy, 2001) to
make reliability more applicable in practice and to avoid so-called
container concepts (Baartman et al., 2011). In those assessment quality
criteria, the roots of the original definitions of reliability are still in-
tegrated (Baartman et al., 2013). For example, the quality criterion
comparability, which means: ‘{Competency assessment programmes]
should be conducted in a consistent and responsible way’ (Baartman,
Prins et al., 2007, p. 261), refers to the consistency described in pre-
vious definitions of reliability.

As shown in Fig. 2, validity and reliability relate to and intersect
with each other (Knight, 2000); based on the text analysis, there is a
direct relationship between them. In the conceptualisation of content
validity, reliability is required for validity. As Ebel (1983) noted, ‘unless
the test scores measure reliably what the test user intends to measure,
the test scores will not be valid’ (p. 7). A test will never be valid if it is
not reliable (Anderson & Rogan, 2010). Other researchers have em-
phasised that validity is a condition for reliability because reliability is
jeopardized when validity is lacking (Knight, 2002b). Borsboom et al.
(2004) stated that, ‘it does seem strange to say that “Test X measures
intelligence with a certain precision” but that “The test does not mea-
sure intelligence™ (p. 1070). In the conceptualisation of construct va-
lidity, reliability is integrated into validity (Leigh et al., 2007; Moss,
1994). Some studies take this further by arguing that there can be va-
lidity without reliability (Colliver et al., 2012; Moss, 1994), depending
on the definition of reliability. Moss (1994) stated ‘I now return to my
title, “Can there be validity without reliability?” When reliability is
defined as consistency among independent measures intended as in-
terchangeable, the answer is, yes’ (p. 10). In that case, the assessment
may be valid, but not reliable (Colliver et al., 2012).

3.2. Influences on assessment quality criteria

This section addresses the second research question: What are in-
fluences on assessment quality criteria? Based on the text analysis, the
73 influences were grouped into four themes: standardisation, stake-
holders, clarity, and construct irrelevant variance (Fig. 6).

3.2.1. Standardisation

Standardisation is the first theme of influences (Fig. 7). Standardi-
sation is the theme that is most frequently mentioned (n = 74), and it is
most connected to other influences. It refers to the standards, specifi-
cations, documentation, procedures, guidelines, checklists, scales, and
formats used to enhance assessment quality. This section discusses the
influence that standardisation has on the three themes of assessment
quality criteria validity, transparency, and reliability.

Validity can be improved by scoring instruments, quality control
and administration procedures (Van der Vleuten et al., 2012). Pre-
determined criteria and standards can be used to decide whether the
test measures what it purports to measure (Van der Vleuten, 1996), and
whether the items and tasks in the assessment are representative of the
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required difficulty level (Van de Watering & Van de Rijt, 2006). In
contrast, non-compliance with forms of standardisation (e.g. neglected
procedures) may weaken the interpretive argument (Kane, 1992),
thereby undermining construct validity.

The assessment process becomes more transparent when all the
elements of an assessment programme, such as the rights, obligations,
rules, and regulations, are documented (Dijkstra, Van der
Vleuten, & Schuwirth, 2010). Other forms of standardisation, such as
assessment criteria, marking schemes, rating procedures, objectives,
and grading sheets or matrices, affect the fairness of assessments, which
is an aspect of theme transparency since it gives students information
about how their grade is determined (Holmes & Smith, 2003; Stowell,
2004).

Standardisation also influences reliability (Van der Vleuten, 1996).
By using a rubric (a descriptive scale), grading can become more con-
sistent (Holmes & Smith, 2003) and, thus, more reliable. Some re-
searchers argued for reliability with less standardisation of methods,
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situations, and performances. Instead, the focus should be on adequate
sampling of items, examiners, and time of day to achieve reliability
(Van der Vleuten & Schuwirth, 2005; Van der Vleuten et al., 1991; Van
der Vleuten, 1996).

3.2.2. Stakeholders

Stakeholders is the second theme of influences (Fig. 8). Although it
is mentioned more often than standardisation, 185 times versus 74
times, it is less related to the other influences. Stakeholders are stu-
dents, the staff of an educational organisation (teachers and examiners),
and employers. They influence assessment quality by their use of the
assessment, their acceptance of or resistance to it, the extent to which
they think the assessment is important, their focus on the assessment
instead of on themselves, their involvement in the design of the as-
sessment programmes, and their expertise in the different aspects of the
assessment process (Baartman et al., 2007a; Baartman et al., 2011;
Boud, 2000; Dijkstra et al., 2010; Price et al., 2010; Schuwirth & Van
der Vleuten, 2011; Van der Vleuten et al., 2012). Staff members can
influence assessment quality by passing students who are not on the
required level by enhancing the rate of a course’s success for funding
purposes or to avoid students’ protests about assessment (Meyer et al.,
2010). This section, discusses the influence that stakeholders have on
validity, transparency, and reliability.

Stakeholders influence validity in the way they use assessment
(Baartman et al., 2007a). When students perceive the consequences of
an assessment as being unimportant, or when the assessment does not
match their expectations, they might become unmotivated or they
might misunderstand components of the assessment. Consequently,
their performance could be negatively influenced and the assessment
score might not fully reflect their real performance, which, in turn,
undermines its validity (Birenbaum, 2007; Downing & Haladyna, 1997;
Kane, 1992). Spence-Brown (2001) showed that when students perceive
a task as being too difficult or irrelevant, they are less likely to au-
thentically engage with it. This undermines the authenticity of the task,
which is a threat to the validity of the assessment (Spence-Brown,
2001). Staff members can jeopardize validity by not complying with
assessment procedures or with scoring keys (Kane, 1992). Conversely,
validity can be stimulated by involving employers in the assessment
construction process because the assessment is more likely to reflect the
authentic situation (Gulikers, Biemans, & Mulder, 2009).

Students’ perception of fairness, which is an aspect of theme
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transparency, can be influenced by the consistency of grading proce-
dures, the accuracy of information, disappointing grades, and the pre-
sence of biases (Tata, 1999). Separating the role of teacher and ex-
aminer, blind marking, or marking each question independently may
have a positive impact on fairness (Archer & McCarthy, 1988;
Verhoeven et al.,, 1999). According to students, teachers, and em-
ployers, when employers fulfil the role of co-assessor and allow students
to perform tasks in a workplace fairness is enhanced (Gulikers et al.,
2009). The quality criterion comparability which is an aspect of theme
transparency, can be influenced by the employers’ uncertainty of their
role in the assessment process, the comparability of their judgment to
other employers, and the relationship between the student and the
employer (Gulikers et al., 2009).

Reliability may be affected by sources of error, such as lower levels
of concentration, inattention, guessing, students’ feelings of uncertainty
and anxiety, and raters’ errors (Allen, Reed-Rhoads, Terry,
Murphy, & Stone, 2008; Barman, 2011; Downing, 2004; Van de
Watering & Van de Rijt, 2006). Increasing a staff’s degree of pro-
fessionalism in the design, evaluation, and invigilation of assessments
may influence reliability. Training raters, monitoring the rating process,
and aligning the rating with the judgments of other raters may enhance
accuracy and consistency, thereby enhancing reliability (Frederiksen,
1989; Leigh et al., 2007). Group sessions with staff members, in which
assessment instruments are designed or results are analysed, may lead
to a shared vision that can enhance rating consistency
(Anderson & Rogan, 2010; Maclellan, 2004). The consistency of the
examiners influences the reproducibility of the ratings (Downing, 2004)
and, thus, the reliability. Reliability is also strengthened by using more
than one rater to judge several parts of an assessment to moderate the
bias each rater adds across the assessment (Van der Vleuten, 1996); for
example, each essay within a paper is judged by a different rater
(Schuwirth & Van der Vleuten, 2004). Van der Vleuten et al. (1991)
noted that ‘Rater stringency will thus be balanced within examinees
(and averaged out), instead of between examinees (favouring some and
disadvantaging others)’ (p. 116).

3.2.3. Clarity

Clarity is the third theme of influences on assessment quality criteria
(n = 39; Fig. 9). A clear description of an assessment programme’s
goals is essential for assessment quality. In Section 3.2.1, the im-
portance of standardisation via documentation and procedures was
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described. This section considers the clarity of those documents, and it
highlights the influence of clarity on the themes of assessment quality
criteria validity, transparency, and reliability.

If students cannot achieve their true level of performance due to
unclear tasks, validity decreases (Maclellan, 2004). To ensure the
transparency of assessment the goals, rules, and procedures of the as-
sessment programme, the roles and rights of the different stakeholders
and the situations where the programme should be used must all be
clearly documented (Dijkstra et al., 2010; Gulikers et al., 2009). A clear
assessment programme allows its users to determine how the pro-
gramme influences them, and it helps stakeholders reach agreement
(Dijkstra et al., 2010; Gulikers et al., 2009). However, a clear descrip-
tion is not enough. As Van der Vleuten et al. (2012) noted:

All actors in programmatic assessment should understand what they
are doing, why they are doing it and why they are doing it this way.
Otherwise they are in danger of losing sight of the true purpose of
assessment and will fall back on bureaucratic procedures and
meaningless artefacts. (p. 212)

In addition to assessment programmes, individual assessments be-
come more transparent and consistent when stakeholders know what is
being assessed (Stowell, 2004). Students should understand the as-
sessment criteria (Baartman et al., 2013). From the perspective of stu-
dents, the sense of the fairness of assessments, which is an aspect of
theme transparency, increases when the goals are clearly described and
communicated (Holmes & Smith, 2003). When assessment criteria or
items are not clear or comprehensible, reliability can decrease
(Anderson & Rogan, 2010; Downing, 2004; Knight, 2002a).

3.2.4. Construct irrelevant variance

Construct irrelevant variance is the fourth theme of influences on
assessment quality criteria (n = 24; Fig. 10). It occurs when an as-
sessment measures more than it is supposed to measure. Together with
underrepresentation (when a test measures less than it is supposed to
measure), construct irrelevant variance is the biggest threat to validity
(Messick, 1995; Wools et al., 2010). Messick (1995) distinguished two
groups of construct irrelevant variance: construct irrelevant difficulty
and construct irrelevant easiness. In construct irrelevant difficulty, for
example, the language used in the assessment is too complex, so the
assessment measures reading ability instead of what it is supposed to
measure (Haladyna, Downing, & Rodriguez, 2002). In construct
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irrelevant easiness, for example, hints in assessment tasks unin-
tentionally help students perform better (Messick, 1995).

3.3. Evaluation of assessment quality criteria

This section addresses the third research question: How are assess-
ment quality criteria evaluated? Based on the text analysis, 22 concepts
were grouped into two themes: validation and statistical data analyses
(Fig. 11).

3.3.1. Validation

Validation (n = 180) is the first theme associated with the evalua-
tion of the assessment quality criteria. Validation is used to evaluate
validity; it is not mentioned in relation to reliability or transparency.

Borsboom et al. (2004) defined validation from the perspective of
content validity. They stated: ‘In particular, validation is the kind of
activity researchers undertake to find out whether a test has the
property of validity’ (p. 1063). Correlations between test scores and a
criterion (i.e. what the test aims to measure) were seen as the best type
of evidence for test validity (Ebel, 1983; Shepard, 1993). Whether
correlations are the best type of evidence is still under discussion
(Borsboom et al., 2004; Ebel, 1983). Ebel (1983) explained that, in most
cases, it is impossible to measure a criterion directly:

What should be used as criterion scores for a test of capability in
fifth grade arithmetic? . . . The tests themselves are usually intended
to be the best measures of these abilities that can be devised. If
better measures were available, the tests would not be needed. (p. 9)

Borsboom et al. (2004) emphasised the need to focus on the causal
relationship between the measured attributes and the test scores.

From the perspective of construct validity, validation is defined as
the process in which evidence is compiled to support test use and the
interpretations of test scores (Downing & Haladyna, 1997; Kane, 2001;
Messick, 1995; Shepard, 1993). According to Kane (2001), ‘It is the
interpretation (including inferences and decisions) that is validated, not
the test or the test score’ (p. 328). Validation evaluates whether inter-
pretations are correct (Wools et al., 2010), and this is important since it
justifies the decisions based on test scores (Kane, 2008).

Several researchers wrote about a (conceptual) framework for va-
lidation (Cronbach & Meehl, 1955; Kane, 2001, 2008; Moss, 1995;
Shepard, 1993). The argument-based approach is an example of a
standardised process of validation that provides such a framework. In
this approach, an interpretive argument is based on four phases (Kane,
1992, 2008). These phases are explained by an example from a ba-
chelor's degree in podiatry. In the first phase, the statements or deci-
sions that will be based on the test scores are determined (Kane, 1992,
2008). The test score on an assessment in a real-life situation leads to a
decision on proficiency in sole therapy. To take this step, a range of
inferences and assumptions must be made. In the second phase, these
inferences and assumptions are specified (Kane, 1992, 2008). The
sample of tasks in the assessment must include sole therapy of a child,
an athlete, and a healthy adult, which are representative of the test
domain. In the third phase, potential competing interpretations are
identified (Kane, 1992, 2008). Conditions are not equal for each student
because students perform the task in different podiatry practices. In the
fourth phase, evidence is collected to support the inferences and as-
sumptions and to argue potential counterarguments (Kane, 1992). A
reliability study is performed to indicate the way in which the scores
are consistent across different situations.

According to Kane (2008), ‘The evidence for and against the pro-
posed interpretations and uses provides an overall evaluation of the
validity of the claims based on the test scores’ (p. 79). Wools et al.
(2010) extended Kane’s approach with an evaluation phase in which
the validation process and the argument are evaluated on three criteria:
‘Does the interpretive argument address the correct inferences and as-
sumptions? . . . Are the inferences justified? . . . Is the validity argument
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as a whole plausible?’ (p. 68). Wools et al. (2010) suggested that the
argument-based approach might be useful for evaluating assessment
quality in general.

How much evidence and what kind of evidence is required depends
on the inferences and assumptions (or hypotheses) in the interpretive
argument. However, it is important that the evidence consists of dif-
ferent components and addresses the most vulnerable pieces of the
argument (Kane, 1992, 2001, 2008; Schuwirth & Van der Vleuten,
2012). Evidence might be empirical, analytical, logically, or rational
(Kane, 2001; Messick, 1995; Shepard, 1993; Van der Vleuten, 1996;
Wools et al., 2010). It is relevant to collect evidence of the con-
sequences of an assessment, of students’ expectations and perceptions of
an assessment (Birenbaum, 2007; Messick, 1995), or of justifications for
scoring rubrics (Kane, 2001). Evidence of the training, experience, and
knowledge of the assessor might also be relevant, since an argument is
more persuasive when it is backed by an expert (Schuwirth & Van der
Vleuten, 2012). Downing and Haladyna (1997) described an item va-
lidity evidence model in which they distinguish 11 types of evidence,
the related activities, and the required evidence (i.e. documentation;
credentials). The methods used to collect evidence are interviews with
stakeholders, expert judgments, and member checking, such as error or
reasons analyses (Birenbaum, 2007; Maclellan, 2004; Schuwirth & Van
der Vleuten, 2012).

3.3.2. Statistical data analyses

Statistical data analyses (n = 146) is the second theme associated
with the evaluation of the assessment quality criteria. This section in-
cludes an overview of the evaluation of the quality of test items, in
general, as well as the evaluation of the themes of assessment quality
criteria, validity and reliability.

Analyses of the test items are useful because they provide in-
formation about the features of the test items, such as item difficulty,
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item discrimination, standard deviation, and distracter frequencies
(Anderson & Rogan, 2010; Downing & Haladyna, 1997;
McKenna & Bull, 2000; Zakrzewski & Steven, 2003). Item analysis soft-
ware can generate information to determine the quality of test items
(Downing & Haladyna, 1997; Zakrzewski & Steven, 2003).

The correlation between test scores and criterion measures is one
type of evidence used to substantiate test validity (Ebel, 1983; Shepard,
1993). Criticisms of this approach were described in the section that
addressed validation (Section 3.3.1). The correlation between assess-
ment tasks and representative tasks of the construct domain may be
useful evidence to substantiate generalisability (Messick, 1995). Fur-
thermore, methods are available that can be used to explore and in-
terpret the underlying structure of test data, such as confirmatory factor
analysis, cluster analysis, and multidimensional scaling analysis
(Birenbaum, 2007; Cronbach & Meehl, 1955). According to Birenbaum
(2007), ‘Such analyses can also be used for justifying the assignment of
multiple scores (score profile) rather than a single total score, and the
choice of the measurement model for scaling’ (p. 35).

Different methods can determine the reliability of a test, based on
their characteristics, accuracy, and usefulness to a specific situation
(Berk, 1980). The correlation between the scores on two takings of the
same test at different times can be used to estimate reliability; this is the
so-called test-retest method or the coefficient of stability (Allen et al.,
2008; Anderson & Rogan, 2010; Barman, 2011; Cronbach & Meehl,
1955; Downing, 2004; Schuwirth & Van der Vleuten, 2006). Berk
(1980) described the calculation of two agreement indices as, ‘p0O pro-
portion of individuals consistently classified as masters and nonmasters
across (classically) parallel test forms, and k [Kappal, proportion of
individuals consistently classified beyond that expected by chance’ (p.
327). These can be used to determine the consistency of decisions in the
test-retest. The main differences between the two agreement indices are
that the p0 index appears to be easier to calculate and the Kappa
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statistic corrects for chance agreement (Berk, 1980).

Several researchers have described the impracticality of test-retest
methods for educational tests, since the students’ knowledge level is not
constant during the time in which they take the tests, and the test time
and workload are inefficient for both students and staff
(Anderson & Rogan, 2010; Barman, 2011; Downing, 2004;
Hambleton & Slater, 1997; Schuwirth & Van der Vleuten, 2006). An al-
ternative approach is the split-half method in which the test is split into
equal halves and the correlation is determined between those halves.
Then, the Spearman-Brown prophecy formula can be used to estimate
the reliability of the entire test (Barman, 2011; Hambleton & Slater,
1997; Schuwirth & Van der Vleuten, 2006). One way to determine in-
ternal consistency is to automatically split the test into parts, and then
compute and mediate the inter-item correlations. Reliability is then
expressed by coefficients, including Cronbach’s alpha, the Angoff-Feldt
coefficient, Kuder and Richardson Formula 20 (KR20) and Kuder and
Richardson Formula 21 (KR21), standardised alpha, and maximal re-
liability (Anderson & Rogan, 2010; Barman, 2011; Berk, 1980;
Downing, 2004; Hambleton & Slater, 1997; Schuwirth & Van der
Vleuten, 2006, 2012; Van de Watering & Van de Rijt, 2006). These
methods differ in how they split the test into halves, and whether they
correct for underestimation of the reliability coefficient (Barman,
2011). Other methods, such as percent agreement, intraclass correla-
tion coefficient, the Kappa coefficient (k), and generalisability theory
(GT) analysis, can be used to determine inter-rater reliability (Downing,
2004), for example, to determine the technical correctness of ratings in
the case of performance assessments (Dierick & Dochy, 2001; Downing,
2004). The statistical quality control procedure (SPC) is another ap-
proach; it is used to determine the consistency and reliability of a de-
scriptive assessment scale (rubrics) and to identify measurement errors
(Knight, Allen, & Mitchell, 2012). Determination of the standard error
of measurement (SEM) is another method used to estimate reliability.
The true score of a student on a test is the obtained score minus the
error of measurement caused by, for example, anxiety. The error of
measurement differs between students (Anderson & Rogan, 2010). To
gain an indication of this error of measurement, the SEM is calculated
per test, not per student (Anderson & Rogan, 2010; Burton, 2004;
Hambleton & Slater, 1997).

3.4. Perspectives in the evaluation of assessment quality

This section addresses the fourth research question: Which per-
spectives are identified in the evaluation of assessment quality? Based
on text analysis, 10 perspectives were grouped into four themes: stu-
dents, staff, government, and experts (Fig. 12).

Perspectives on assessment quality differ among stakeholders be-
cause of the variations in their roles and experiences (Baartman et al.,
2011; Bronkhorst, Baartman, & Stokking, 2011; Gulikers et al., 2009).
Stakeholders set their own quality criteria (Zakrzewski & Steven, 2003)
or use their own terminology (Sambell et al., 1997). In the evaluation of
the quality of assessment programmes, the differences and similarities
in the perspectives of stakeholders can provide reviewers with in-
formation about assessment quality (Dijkstra et al., 2010; Gulikers
et al., 2009). Stakeholders’ perceptions about assessment quality are
especially important because they use the assessment in educational
practice, and they experience the consequences of the assessment
(Baartman et al., 2007a; Gulikers et al., 2009; Moss, 1994). Research on
stakeholders’ comprehension of and reactions towards an assessment
may provide useful information of its meaningfulness (Linn et al.,
1991). Furthermore, taking perspectives into consideration when de-
signing assessment programmes seems useful for the acceptance of the
assessment, for commitment to the assessment, for inviting creative
suggestions, and for establishing fitness for practice, which is required
to achieve quality (Dijkstra et al., 2010; Van der Vleuten, 1996). When
constructing assessment, it is important to find a balance between dif-
ferent viewpoints (Frederiksen, 1989).
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With regard to the perspectives of stakeholders, in literature, no
insight is provided for the perspectives on the themes of assessment
quality criteria, validity, transparency, and reliability. Only insights on
the stakeholders’ perspectives on assessment quality, in general, or on
criteria within the themes of assessment quality criteria, such as au-
thenticity or fairness, are presented.

3.4.1. Students

Students is the first theme associated with perspectives in the eva-
luation of assessment quality. The students’ perspective is the theme
most frequently mentioned (n = 130), and it is the theme that is most
connected to the other perspectives. Students use the assessment, so
they experience the consequences of it. It is relevant to include their
perceptions on assessment in the evaluation (Baartman et al., 2007a;
Kane, 2001). This section presents the perspectives of students on the
theme of assessment quality criteria, transparency and the assessment
quality criterion item difficulty.

With regard to authenticity, which is an aspect of theme transpar-
ency, it was found that students’ learning may be unsupported, if not
obstructed, when they do not perceive an assessment task as being
authentic (Gulikers, Kester, Kirschner, & Bastiaens, 2008). Students re-
spond differently to a real professional situation than to simulated si-
tuations, and when they perceive a task and the context as authentic
they study more deeply (Gulikers et al., 2008). The perception of au-
thenticity differs between students, and it may change based on their
experience with professional practice (Gulikers et al., 2004; Gulikers
et al., 2008). There appears to be a difference in the perceptions of
freshmen and seniors (Gulikers et al., 2008), and the students’ per-
ceptions about authenticity differ from the teachers’ perceptions and
the developers’ perceptions (Gulikers et al., 2004). The perspectives of
seniors correspond more with the perspectives of teachers than those of
the sophomores (Gulikers et al., 2004). According to Gulikers et al.
(2004), ‘Authenticity is subjective, which makes student perceptions
important for authentic assessment to influence learning’ (p. 69). Stu-
dents also evaluate assessments on the criterion of fairness (Baartman
et al.,, 2007a; Holmes & Smith, 2003; Sambell et al., 1997; Tillema,
Leenknecht, & Segers, 2011), which is also an aspect of theme trans-
parency. In peer assessment, students find fairness to be an important
aspect of task selection (Tillema et al., 2011). Fairness is often under-
estimated by staff (Sambell et al., 1997), which is remarkable because
fairness influences students’ attitudes and judgments towards staff
(Tata, 1999). Sambell et al. (1997) explained it in this way:

To students, the concept of fairness frequently embraces more than
simply the possibility (or not) of cheating: it is an extremely complex
and sophisticated concept which students use to articulate their
perceptions of the worth of an assessment mechanism, and it relates
closely to our notions of validity. (p. 362)

From the students’ perspective, the components that increase the fair-
ness of an assessment are: relevance of the task for real (professional)
life, reasonable requirements, active student involvement, development
of a range of skills, appraisal of study time and effort by the assessment
score, and positive long-term effects (Sambell et al., 1997). Students’
perceptions on fairness differ from teachers’ perceptions. In general,
staff judged assessment more positively than students, and they dis-
agree with students about the unfairness of assessment results (Meyer
et al., 2010). Students want their grades to be based on facts, not opi-
nion (Holmes & Smith, 2003).

Finally, this section will discuss the criterion of assessment quality
item difficulty that does not belong to any of the overarching assess-
ment quality themes. In Fig. 2, item difficulty is depicted by one of the
grey dots outside of the three main themes. It is less frequently men-
tioned than other assessment quality criteria and less connected to
them. According to students, an item becomes more difficult when the
content is highly complex, the formulation is unclear, it contains a case
study, it requires transfer to another construct domain, it is too detailed,
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Fig. 12. The themes associated with perspectives in the evaluation of assessment quality, including the underlying perspectives. The grey dots depict the perspectives that are grouped

within the themes. The lines depict their interrelations.

abstract, or long and when there appears to be more than one plausible
answer (Van de Watering & Van de Rijt, 2006). Teachers underestimate
the actual difficulty of items for students and students overestimate it
(Van de Watering & Van de Rijt, 2006).

3.4.2. Staff

Staff of an educational organisation is the second theme associated
with perspectives in the evaluation of assessment quality (n = 77). In
this context, staff members include managers, teachers, examination
board members, and administrative staff. They review and approve
assessment quality from their own perspectives based on their roles and
responsibilities (Baartman et al., 2011; Baartman, Prins et al., 2007;
Zakrzewski & Steven, 2003). Since managers have to deal with the ne-
gative reactions of students and their parents, sometimes they have a
tendency to be negative about the quality of assessment (Baartman,
Prins et al., 2007). This section provides an overview of the perspectives
of staff in the general evaluation of assessment quality.

Managers appeared to be more focused on quality assurance, and,
thus, preventing mistakes, than on creating the broad outlines of a
common vision for evidence-based assessment (Meyer et al., 2010).
Managers and teachers expressed concerns about the restrictions that
may affect assessment quality, including time, workload, and limited
choices for types of assessments (Meyer et al., 2010). Instead of
choosing assessments that would be most beneficial for students’
learning, they chose assessments that would be more advantageous in
terms of their construction, implementation, and use (Meyer et al.,
2010).

Baartman et al. (2007b) found that teachers perceived older quality
criteria (e.g. the reproducibility of decisions, which is an aspect of
theme reliability) to be just as important as newer quality criteria (e.g.
meaningfulness, which is an aspect of theme validity). They found that
teachers perceive transparency to be more important than the other
quality criteria, and teachers also recognise the importance of high-
quality assessment programmes.

3.4.3. Government

Government is the third theme associated with perspectives in the
evaluation of assessment quality (n = 14). The relevance of the gov-
ernment’s perspective is mainly related to (legal) rules and regulations
related to assessment quality, and the impact these have on other sta-
keholders. According to Kane (2008), ‘The need for validation derives
from legal . . . expectations that the claims and decisions based on test
scores will be justified’ (p. 79). The government’s perspective can affect
decisions made in educational organisations. National funding rules
may lead to a situation in which schools pass students that are not on
the required exit level (Meyer et al., 2010), or political developments
might initiate improvements (Dijkstra et al., 2010).

3.4.4. Experts

Experts is the fourth theme associated with perspectives in the
evaluation of assessment quality (n = 10). Experts are subject matter
experts or experts affiliated with an external (accreditation) body
(Dijkstra et al., 2010; Linn et al., 1991). Experts should be involved in
constructing, reviewing, and approving assessments (Linn et al., 1991;
Zakrzewski & Steven, 2003). Reviews of assessment programmes by
experts outside of an organisation are generally executed to ensure
accreditation and benchmarking (Dijkstra et al., 2010).

4. Discussion

By systematically summarising and organising the results of 78
peer-reviewed articles, this integrative literature review has con-
ceptualised assessment quality in tertiary education, resulting in an
overview containing:

1. The themes of assessment quality criteria: validity, transparency,
and reliability;

2. The themes of influences on assessment quality criteria: standardi-
sation, stakeholders, clarity, and construct irrelevant variance;
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3. The themes associated with the evaluation of assessment quality
criteria: validation and statistical data analyses;

4. The themes associated with the perspectives that should be ac-
knowledged in the evaluation of assessment quality: students, staff,
government, and experts.

The merit of this review study is that Leximancer’s objective text
analysis, which produces outcomes without researcher supervision
(Hansson, Carey, & Kjartansson, 2010), confirms that validity, trans-
parency, and reliability are the main themes of assessment quality
criteria. This analysis also visualises the relationships among the
themes, and among the concepts within each theme; thus, it provides a
more complete overview of assessment quality. It is notable that, based
on this analysis, all the quality criteria are clustered within the three
main themes of quality criteria: validity, transparency, and reliability.
This suggests that, beyond validity, transparency, and reliability, no
other quality criteria need to be distinguished. These three quality
criteria should be defined in terms of the purpose and proposed use of
assessment, since assessment is only considered to be of quality when it
is suited for its purpose and proposed use. In their study on the quality
criteria of peer assessment, Ploegh et al. (2009) noted that ‘peer as-
sessment practices entail many of the quality criteria recognized in
measurement and evaluation, although in an embedded way: the gen-
eric quality criteria are tuned or adapted to the setting of measurement,
which is peer assessment’ (p. 108). Therefore, an additional (review)
study should focus on how the three assessment quality criteria, va-
lidity, transparency, and reliability, are fulfilled in tertiary educational
practices. While evaluating various assessment instruments, such as
rubrics or grading guides, and describing their quality, purpose and use,
the differences in attaining assessment quality become visible.

Furthermore, the results provide an overview of the evolution of the
concept of assessment quality in tertiary education. The results reveal
that there is no uniform conceptualisation of assessment quality. In fact,
there is little consensus among academics, particularly regarding to the
assessment quality criteria validity and reliability. This finding is sup-
ported by the observation that more than half of the articles included in
this study are opinion articles, used to provoke debate and stimulate
new research. Since the present study focused on tertiary education,
further research is necessary to determine whether this evolution of the
concept of assessment quality is generalisable to other contexts, such as
primary and secondary education. In addition, the evolution of as-
sessment quality is affected by different kinds of economic and social-
cultural developments. However, assessment quality evolved in the
20th century, and it is subject to change. Moreover, the concept of
validity is still subject to ongoing debate (De la Torre, 2013). In daily
practice, books, standards, and research articles, the same terminology
is used; however, this does not imply that identical terms have the same
meanings for different stakeholders. Thus, one implication of the pre-
sent study is that stakeholders should be aware that conceptualisations
might differ so they should be made explicit to avoid ambiguity.

The results show the relationships among all the influences on the
assessment quality criteria. For example, standardisation in the form of
assessment procedures may be influenced by how stakeholders use the
procedures. One of the limitations of text analysis is that it does not
reveal if any of the relations are causal or correlational, since, based on

Appendix A. Methodological Appendix
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the maps provided by Leximancer, it is only possible to obtain quali-
tative interpretations of the data. Experimental research could be con-
ducted to investigate the nature of the relationships among the influ-
ences and between the assessment quality criteria and the influences, as
identified by the text analysis.

The results do not describe how transparency should be evaluated.
Because transparency is the second most important theme of assessment
quality criteria, this cannot be ignored. It is possible that this is a
missing element in the existing literature; however, this finding may
also be the result of using text analysis as a data reduction technique,
since this excludes some of the less frequently mentioned and connected
concepts. The website, www.assessmentquality.com, provides a de-
tailed description of the concepts that are less frequently mentioned
and less often connected to each other. Regardless of the reason for this
result, the implication is that further research is needed to investigate
how transparency can be evaluated.

Regarding the perspectives of stakeholders, there appears to be no
results for perspectives on the themes of assessment quality criteria,
validity, transparency, and reliability separately. Instead, the stake-
holders’ perspectives appear to be on assessment quality, in general, or
on criteria within the themes of the assessment quality criteria, such as
students’ perceptions of authenticity or fairness. This is remarkable
because stakeholders are most affected by inferior assessment quality.
Furthermore, they are the second most important influence on assess-
ment quality, as is shown by the results of this review study. A possible
explanation for this gap is the absence of a clear conceptualisation of
assessment quality, which forces researchers to either focus on specific
aspects or use the concept as a whole. Another possible explanation is
that stakeholders use their own terms for assessment quality. Sambell
et al. (1997) showed that students use a different terminology than
assessment specialists; for example, while assessment specialists use the
term, validity, to refer to consequential validity students use the term,
fairness. An implication of these results is that further research should
focus on stakeholders’ perspectives of validity, transparency, and re-
liability. A practical implication of the study is that educational orga-
nisations should focus on the differences in conceptualisations and
perspectives among groups of stakeholders in order to develop policies
and provide guidelines to optimise assessment quality in organisations.

In summary, this review study provides a clear and overarching
conceptualisation of assessment quality in tertiary education. Teachers,
educational advisors, and managers that are tasked with developing
and implementing policies to guarantee and improve assessment
quality can use the results of this study as input for conversations
among students, staff, and experts. In these discussions, a consensus
should be reached about what assessment quality means for the orga-
nisation and what factors should be considered in order to guarantee
and achieve assessment quality. Based on those conversations and the
results of this review study, teachers, educational advisors, and man-
agers can translate their conceptualisation of assessment quality into
guidelines, measures, and facilities, which can be used to assure,
evaluate, monitor, and improve assessment quality in educational
practice. In addition to the practical relevance, the results of this review
study provide insights into the current state of scientific evidence, sti-
mulate discussion, and offer suggestions for further research in order to
improve and guarantee overall assessment quality in tertiary education.

In this methodological appendix, the methodology of the journal article ‘Assessment Quality in Tertiary Education: An Integrative Literature

Review’ is described in detail.
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Search method

The research database EBSCO (Academic Search Elite, Business Source Premier, E-Journals, GreenFILE, Library Information
Science & Technology Abstracts, PsychINFO, Regional Business News, ERIC, Psychology, and Behavioral Sciences Collection, PsycArticles) was
systematically searched. The search path presented in Fig. 1 shows the search terms that were used related to assessment and quality, and the
specifications of the context. Only articles focusing on tertiary education, written in English, and published in peer-reviewed journals from 1998 to
2014, were used. This resulted in 396 hits after removal of duplicates.

To be included in this review, a study had to address and operationalise assessment quality in tertiary education, so all the abstracts were read to
verify this. A total of 33 articles remained. Using the snowball method (Fig. 1), in which the reference list of each publication was screened for
additional articles related to assessment quality, a total of 91 articles were found. The abstracts of these 91 articles were read to determine whether
the articles focused on tertiary education and operationalised assessment quality, and were published in peer-reviewed journals. Following the
application of these selection criteria, a total of 45 articles remained, of which 35 fully complied with the inclusion criteria. Following further
analysis of the content, 10 articles remained. These peer-reviewed articles operationalised assessment quality, in general, but they used examples of
all types of education, including tertiary education (e.g. Kane, 2001), referred to test forms that are applicable in tertiary education (e.g. Messick,
1995), or operationalised one of the key concepts of assessment quality (e.g. Borsboom et al., 2004). One consequence of including these articles
might be that the review study lost some of its intended focus on assessment quality in tertiary education. One advantage of including these articles is
that they provide a wider overview of the development of assessment quality over time, since these articles represent the foundation of the current
body of publications of assessment quality in tertiary education.

A total of 78 journal articles were further analysed. Of these articles, 41 were opinion articles, 26 were non-experimental articles, 1 was an
experimental article, 5 were opinion/review articles, 1 was a non-experimental/review article, and 4 were review articles. The articles originated
from Australia, Israel, Malaysia, New Zealand, South Africa, the Netherlands, the United Kingdom, and the United States. Table A1 presents in-
formation about each of the journal articles included in this review study.

Synthesis of the studies

Since the focus of this integrative literature review is an overview of research on assessment quality, the qualitative framework synthesis
approach was used (Carroll et al., 2011; Dixon-Woods, 2011; Gough et al., 2012). The information in each journal article was systematically and
explicitly aggregated in a framework based on the research questions (Dixon-Woods, 2011). The framework consisted of three parts. Part one,
descriptive information of the journal article, was used to systematically summarise each article using the same criteria and to provide a schematic
overview to increase the transparency of the review. This is called tabulation as presented in Table A1 (Petticrew & Roberts, 2006). The practical and
theoretical relevance of and foundations for each journal article were summarised and analysed to interpret the article within its own context
(Greenhalgh et al., 2005). Part two, relevant information of the journal article, was used to systematically interpret, combine, and identify information
relevant to answering the four research questions. Part three, critical appraisal, was used to analyse the methodological quality of the included articles
(Whittemore & Knafl, 2005), and to detect methodological issues related to the research topic in order to evaluate the overall quality of the review
(Cooper, 1998). The critical appraisal criteria were derived from a qualitative research appraisal framework (Spencer et al., 2003) as well as
standards for research (AERA, 2006). Since this is an integrative review that sought to provide an overview of the topic under study, the quality of
the articles is described and discussed in Table A1, and none of the articles were initially excluded based on quality. A minimal level of quality for the
articles was assured by selecting only peer-reviewed articles. Moreover, exclusion based on the quality of journal articles is difficult since there
appears to be no consensus about the inclusion or exclusion criteria (Cooper, 1998; Dixon-Woods, 2006). The authors established the current
framework by testing two earlier versions of the framework; they coded five journal articles, discussed the completeness, comprehensibility and
accuracy of the codes and the comparability of the coded segments, and then made improvements.

The first author coded all of the 78 journal articles using the coding framework and the data-analysis software MAXQDA version 11. The second
author evaluated the coded segments in part 2 of the coding framework. The comprehensibility of the 2117 coded segments was verified as a
precondition for judgment of the content. Then, the selected segments were judged on content. The intention of that process was to assess the quality
of the categorisation of the segments by approving the relevance and accuracy of the coding, or to challenge it by offering an alternative code
(Carroll et al., 2011). Another considered alternative was double blind coding; however, this was not feasible due to the number of articles included
in the review study. The second author assessed 99.6% of all segments as comprehensible, 99.8% as relevant for answering the research question and
98.8% as being coded accurately.

The authors used Leximancer 3 to execute a conceptual analysis of all the selected text segments, to determine the presence and frequency of
concepts in the text and, as a relational analysis, to determine how the identified concepts were related to one another (Leximancer, 2008).
Leximancer determines whether concepts are connected via proximity analysis, which determines the co-occurrence of concepts within a text. This
makes the discovered relationships visible through cognitive mapping (Leximancer, 2008). Normal and default pre-processing options were used.
Automatic text analysis was explored but not used, as this resulted in words not related to the code. For example, one automatically selected concept
for research question 1 (RQ1) was criterion, which is not a criterion of assessment quality. Thus, the first two researchers manually determined and
imported the list of concepts and the initial thesaurus terms. The following procedure was used to determine the concepts and the initial thesaurus
terms. First, MAXQDA provided the word frequencies of the codes related to, respectively, RQ1, RQ2, RQ3, and RQ4. Second, the first and second
authors independently selected the words related to the code. For example, transparency is a word related to code RQ1, assessment quality criteria.
The percentage of agreement on codes was 88% for RQ1, 80% for RQ2, 86% for RQ3 and 95% for RQ4. If the two authors disagreed about concepts,
they judged them on relevance by reviewing the word in the context of the original text segments. Third, the first author classified the words as
concepts and/or as initial thesaurus terms. For example, for RQ1 the concept, validity, was selected with these initial thesaurus terms: validities,
invalid, and validity. Fourth, the second author verified the classifications of the first author, and differences were discussed until consensus was
reached.

Leximancer highlighted the relationships in the data and clustered the concepts into themes. Leximancer provided maps based on the text
segments per code. This is depicted in Figs. 2 and 3. As seen in Fig. 2, the assessment quality criteria (grey dots) are clustered into three themes. The
size of the themes was set to 50%, which means that 50% of all the criteria that were most frequently connected were clustered into one theme. The
other criteria were distributed over the other themes. Fig. 3 depicts the assessment quality criteria within the theme validity and their
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interrelationships. A comparable process was followed for RQ2, RQ3, and RQ4. Since text analysis was used as a data reduction technique, not all the
criteria, influences, evaluations, and perspectives will be discussed in the paper to enhance the comprehensibility and readability. The figures are
depicted in detail on the website: www.assessmentquality.com. After data reduction with Leximancer, five of the selected articles did not provide
content that was relevant to the research questions (Dennis, 2007; Ediger, 2001; Malouff, 2008; Maxwell, 2012; Segers et al., 1999).
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