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Abstract
Let R⊂K  be a self-similar set generated by some iterated function system. In 
this paper we prove, under some assumptions, that K can be identified with a 
subshift of finite type. With this identification, we can calculate the Hausdorff 
dimension of K as well as the set of elements in K with unique codings using 
the machinery of Mauldin and Williams (1988 Trans. Am. Math. Soc. 309 
811–29). We give three different applications of our main result. Firstly, 
we calculate the Hausdorff dimension of the set of points of K with multiple 
codings. Secondly, in the setting of β-expansions, when the set of all the 
unique codings is not a subshift of finite type, we can calculate in some cases 
the Hausdorff dimension of the univoque set. Motivated by this application, 
we prove that the set of all the unique codings is a subshift of finite type if and 
only if it is a sofic shift. This equivalent condition was not mentioned by de 
Vries and Komornik (2009 Adv. Math. 221 390–427, theorem 1.8). Thirdly, 
for the doubling map with asymmetrical holes, we give a sufficient condition 
such that the survivor set can be identified with a subshift of finite type. The 
third application partially answers a problem posed by Alcaraz Barrera (2014 
PhD Thesis University of Manchester).

Keywords: subshift of finite type, self-similar sets, Hausdorff dimension
Mathematics Subject Classification numbers: 37B10 (11K55, 28A78, 
37F35) 
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1. Introduction

Let { }= =F fi i
m

1 be the contractive similitudes defined on R. Hutchinson [17] proved that there 
exists a unique non-empty compact set K satisfying the following equation

( )=∪ =K f K .i
m

i1

We call K the self-similar set for the iterated function system (shortly IFS){ }=fi i
m

1. We say 
{ } =fi j

m
1 satisfies the open set condition (OSC) [17] if there exists a non-empty bounded open 

set R⊆O  such that

( ) ( )∩ = ∅ ≠f O f O i j,i j

and ( )⊆f O Oj  for all ⩽ ⩽j m1 . With the open set condition, the Hausdorff dimension of 
K, which coincides with the similarity dimension that is the unique solution s of the equa-
tion ∑ | | == r 1i

m
i

s
1 , can be easily calculated. Here { }=ri i

m
1 are the similarity ratios of { }=fi i

m
1.

Clearly, for any ∈x K, there exists a sequence ( ) { }N∈ �i m1, ,n  such that

( )
→

=
∞
�� �x f flim 0 .

n
i in1

We call (an) a coding of x. Generally, if the IFS fails the open set condition, then for some 
points of K they may have multiple codings. If ∈x K has a unique coding, then we call x a uni-
voque point. The set of univoque points is called the univoque set, and we denote it by UF, i.e.

{ }       ( ) { }   ( )
→

= ∈ ∈ … ==
∞

∞
�� �NU x K i m x f f: : there exists a unique 1, , satisfying lim 0 .F n n

n
i i1 n1

Let 
∼
UF be the set of all the unique codings with respect to { }=f .i i

m
1

Calculating the Hausdorff dimension of a self-similar set is a crucial problem in fractal 
geometry. Usually, it is difficult to find the dimension of a self-similar set, especially when 
serious overlaps occur, see [3, 16, 20, 23] and references therein. In this paper we offer 
an effective methodology which enables us to find the Hausdorff dimension of many self-
similar sets. We give a brief introduction of our idea here. Firstly, we assume that for any 

( ) ( )∩ ≠∅f K f Ki j , ≠i j, ( ) ( )∩f K f Ki j  is the union of some exact overlaps (see definition 
2.5) and that the endpoints of each ( ) ⩽ ⩽f K i m, 1 ,i  have periodic orbits (see definition 2.4). 
The periodicity of the orbits of the endpoints allows us to give a Markov partition (see the 
definition in [5]) of the self-similar set K. This step is essential as dynamically we transform 
the original full shift into a subshift of finite type, which allows us to view our attractor 
as a graph-directed self-similar set ([22]). The graph-directed self-similar set satisfies the 
open set condition due to the Markov property of the partition. As such we can calculate 
explicitly the Hausdorff dimension of K ([22, theorem 3]). Similar idea enables us to find 
the Hausdorff dimension of the univoque set as well. Analogous results still hold in higher 
dimensions.

The first application of our method is the investigation of the following set,

{   }= ∈ = ℵ�U x K x k k: : has exactly codings , 1, 2, , .k 0

Considering this set can assist us in a better understanding of the coding space of K. In this 
paper we investigate only one example, see theorem 2.23. For the generalized results, see 
[9, 10]. We give a simple introduction to our result. Suppose that K is the attractor of the 
 following IFS,

K Jiang and K Dajani Nonlinearity 30 (2017) 659
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{ }( ) ( ) ( ) ( )λ λ λ λ λ λ λ λ= = + = + − = + −f x x f x x f x x f x x, 2 , 3 , 1 .1 2 3
2

4

where λ< < −0 5 21

2
.

Our main result states that for any ⩾k 1, ( ) ( )=U Udim dimH H2 1k . Moreover, 
⩾= ∅ ≠U i s, 2 , 1i

s , and = ∅ℵU 0 . As a corollary, we have that any ∈x K has either exactly 2k 
expansions, ⩾k 0, or has uncountably many expansions. This example illustrates the key ideas 
which can analyze Uk.

The second application is in the setting of β-expansions. We are able to calculate ( )UdimH F  
for some cases for which ŨF is not a subshift finite type. We first introduce some notation. Let 

( )β∈ 1, 2  and [ ( ) ]β∈ = −β
−Ax 0, 1 1 , we call a sequence ( ) { }N∈=

∞a 0, 1n n 1  a β-expansion of x if

∑ β=
=

∞

x
a

.
n

n
n

1

Sidorov [26] proved that Lebesgue almost every point has uncountable expansions. We use 

β̃U  and βU  to denote the set of unique β-expansions and the corresponding univoque set. The 
dynamical approach is an excellent tool which can generate β-expansions effectively. Define 

( ) ( )β β= = −T x x T x x, 10 1 , see figure 1. All possible β-expansions can be generated via these 
two maps, see [8, 11]. We call the common domain of T0 and T1, i.e. [ ( ) ]β β β−− − −, 11 1 1 , 
the switch region. Much work has been done regarding βU , see for example [12, 14]. One 
of the motivations of this paper is to continue the investigation of the Hausdorff dimension 
of βU  from the dynamical point of view. In [2], it is proved that if the greedy orbit of 1 hits 
( ( ) )β β β−− − −, 11 1 1 , then β̃U  is a subshift of finite type. Schmeling [25] proved that for almost 
every ( )β∈ 1, 2 , the greedy orbit of 1 is dense, which implies that for almost every β, β̃U  is a 
subshift of finite type. Hence, we can take advantage of Mauldin and Williams’ result to cal-
culate ( )βUdimH . On the other hand, if β is a Pisot number, then the greedy orbit of 1 may not 
hit the interior of the switch region. In this case, the idea in [2] cannot be implemented, and 
we have to find a new approach.

De Vries and Komornik proved in [12] that β̃U  is a subshift of finite type if and only if 
( ) \β∈ U1, 2 , where U  is the set of β for which the β-expansion of 1 is unique. This result 

allowed them to calculate the Hausdorff dimension of βU  if β̃U  is a subshift of finite type. In 
this paper, we give a necessary and sufficient condition which can characterize when β̃U  is a 
subshift of finite type in terms of the quasi-greedy orbit of 1, see theorem 3.7. Using this result 
together with [2, theorem 2.4], we can give an algorithm to find ( )βUdimH  in this case. In some 

Figure 1. The dynamical system for T T,0 1{ }.

K Jiang and K Dajani Nonlinearity 30 (2017) 659
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cases when the greedy orbit of 1 is eventually periodic, we are able to calculate ( )βUdimH  even 
when β̃U  is not a subshift of finite type. Moreover, we prove that β̃U  is a subshift of finite type if 
and only if it is a sofic shift. As such we generalize de Vries and Komornik’s result concerning 
the calculation of ( )βUdimH .

Some dimensional problems in the open dynamical systems are involved in the third appli-
cation of our main result. We only study the doubling map with holes. Let ( )    =T x x2 mod 1 be 
the doubling map defined on [0,1). Given any ( ) [ )⊂a b, 0, 1 , referred to as a hole, let

( ) { [ ) ( ) ( ) ⩾ }= ∈ ∉ ∀J a b x T x a b n, 0, 1 : , , 0 .n

Glendinning and Sidorov [15] gave a complete description of J(a, b). More precisely, given 
any hole ( ) ( )⊂a b, 0, 1  they can characterize when J(a, b) is of zero or positive Hausdorff 
dimension. Clark [7] made use of the same techniques and obtained similar results when 
T is the greedy map. However, both of these papers do not offer an approach to finding the 
exact Hausdorff dimension of J(a, b). The main idea of this paper allows us to calculate the 
Hausdorff dimension of the attractor in certain cases. Moreover, we partially answer Alcaraz 
Barrera’s question [4], i.e. we prove that if the orbits of a and b are eventually periodic, and 
the irreducibility condition is satisfied, no matter where the hole is located, J(a, b) is measure 
theoretically isomorphic to a subshift of finite type.

This paper is organized as follows. In section 2, we state our main results and give the 
proofs. We also investigate an example concerning the Hausdorff dimension of Uk. In sec-
tion 3 and section 4, we study the case of β-expansions. Firstly we give, from dynamical 
perspective, an equivalent statement of a result of de Vries and Komornik [12, theorem 1.8]. 
Then we implement similar idea which is utilized in section 2, and calculate ( )βUdimH  when 
the greedy orbit of 1 is eventually periodic. In section 5, we partially answer one problem 
posed by Alcaraz Barrera [4].

2. Hausdorff dimension of K and UF

2.1. Dimension of K

In this section  we shall state the main results of our paper. To begin with, we introduce 

some basic notation. Define ( ) ( ) ( )= = −− −T x f x x a r:j j j j
1 1 for ( )∈x f Kj  and ⩽ ⩽j m1 , where 

( ) ⩽ ⩽= +f x r x a j m, 1i j j . We denote the concatenation ( )…� �T T xi in 1  by ( )…T xi in1 . The fol-
lowing lemma was proved in [2, lemma 2.1]. The main hypothesis in [2, lemma 2.1] is that 
K is an interval. We emphasize that all the self-similar sets in this paper are not necessarily 
intervals. The following lemma is still true if K is a general self-similar set.

Lemma 2.1. Let ∈x K. Then ( ) { }N∈ …=
∞i m1, ,n n 1  is a coding for x if and only if 

( )∈…T x Ki in1  for all N∈n .

Motivated by lemma 2.1, we may define the orbits of the points of K.

Definition 2.2. Let ∈x K with a coding ( ) =
∞in n 1, we call the set

{ ( ) ⩾ }…T x n: 0i in1

an orbit set of x, where ( ) =T x x.i0

It is easy to see that for different codings, the orbits of x may be distinct. In terms of lemma 
2.1, we have the following proposition which is a straightforward consequence.

K Jiang and K Dajani Nonlinearity 30 (2017) 659
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Proposition 2.3. Let ∈x K. There exist ( ) { }∈ …=i m1, ,n n
N N

1  and distinct { }∈ …k l m, 1, ,  
satisfying ( )∈�T x Ki i kN1  and ( )∈�T x Ki i lN1  if and only if ∉x U .F

Let ( ) ⩽ ⩽=I f K j m, 1j j . The following reformulation of UF is a consequence of 
 proposition 2.3:

⋃                ( )
⎪ ⎪

⎪ ⎪
⎧
⎨
⎩

⎫
⎬
⎭

= ∈ ∩
≠

U x K x I I: any orbit of does not hit .F

k l

k l (1)

I.e., if ∈x UF, then for any orbit of x, denoted by { ( ) ⩾ }�T x n: 0i in1 ,

( ) ( )∩ ∩ = ∅
≠

⋃
⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟�T x I Ii i

k l

k ln1

holds for any ⩾n 0. In other words, if ∈x UF, then any orbit of x never falls into ∪ ∩≠ I I .k l k l( )  
Now we give some important definitions. Let R⊂A  be a bounded set. We call the minimal and 
maximal elements of conv(A) the endpoints of A, where conv(A) denotes the convex hull of A.

Definition 2.4. Let < < <�a a a m1 2 2  be the endpoints of { ( )} =f Kj j
m

1. We say ai is a peri-
odic point if there exists a uniform constant M  >  0 such that for any orbit set of ai, say F, the 
cardinality of F is less than M.

Definition 2.5. We call ( )�f Ki in1
 an exact overlap if there exists a different

( ) { }∈� �j j m1, 2, 3t
t

1

for some ⩾t 1 such that ( ) ( )=� �f K f Ki i j jn t1 1
.

Definition 2.6. We say an IFS is an exactly overlapping IFS, if for any 
( ) ( )∩ ≠∅f K f Ki j , ≠i j, ( ) ( )∩f K f Ki j  is the union of some exact overlaps. More precisely, 

there exist { } ⩽ ⩽∈ � m q pt 1, 2 , , 1q
kq  such that ( ) ( ) ( )∩ =∪ =f K f K f Ki j q

p
t1 q

, where each 
( ) ( ) ( )= =� �f K f K f Ki i i i j j j jtq kq r2 3 2 3

 for some r.

Now we give an example to classify the above definitions. The following example is from [23].

Example 2.7. Let K be the self-similar set of the following IFS:

{ }( ) ( ) ( )= = + =
+

f x
x

f x
x

f x
x

3
,

9

8

27
,

2

3
.1 2 3

Set J  =  [0, 1]. It is easy to check that ( ) ( ) ( )⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦= = =f J f J f J0, , , , , 1 ,1
1

3 2
8

27

11

27 3
2

3
 and that

0 1
3

8/27 11
27

2/3 1

f1(J)

f2(J) f3(J)

Figure 2. First iteration.
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( ) ( ) ( ) ( ) ( ) ( )∩ ≠∅ ∩ = ∅ ∩ = ∅f K f K f K f K f K f K, , ,1 2 2 3 1 3

see the following figure 2.

Note that ( ) ( ) ( ) ( ) ( )∩ = ∪ ∪f K f K f K f K f K ,1 2 1331 1332 1333  where

( ) ( ) ( ) ( ) ( ) ( )= = =f K f K f K f K f K f K, , ,1331 211 1332 212 1333 213

i.e. ( ) ( )∩f K f K1 2  is the union of some exact overlaps. Hence the IFS is exactly overlapping.
Suppose the endpoints of ( ) ⩽ ⩽f K i m, 1i , are periodic. Denote all these endpoints by 

{ }= < < < <�E a a a a .m1 2 3 2  Assume I is the convex hull of K. We say aj and aj+1 are admis-
sible pair if there exists some ⩽ ⩽k m1  such that ( )∈+a a f I,j j k1 . It is easy to see that for any 
admissible pair +a a,j j 1, there exists at least one k such that ( )∈+a a f I,j j k1 . Denote the smallest 
k by ( )α k . The following definition is motivated by the lazy map [13].

Definition 2.8. Let { }= =F fi i
m

1 be an exactly overlapping IFS. Suppose the endpoints of 
( ) ⩽ ⩽f K i m, 1i , are periodic. We define the lazy algorithm for this system as follows: for any 

admissible pair +a a,j j 1 and any [ ]∈ ∩+x a a K, ,j j 1  we implement ( )αT k  on x. The orbit of x gen-
erated by this algorithm is called the lazy orbit.

We use example 2.7 to explain this definition. Note that

( ) ( ) / ( )= = − = −T x x T x x T x x3 , 9 8 3, 3 2,1 2 3

and the endpoints of { ( )}=f Ki i 1
3  are { / / / / }=E 0, 8 27, 1 3, 11 27, 2 3, 1 . The point 0 has a unique 

coding, and therefore it has only one orbit. Similarly, 11/27,2/3,1 also have unique orbits. It 
can be checked directly that all possible orbits of 8/27 hit {0, 8/27, 2/3, 8/9} and that all the 
orbits of 1/3 hit {0, 1/3, 1}. Note that 1/3 is the right endpoint of ( ) ( )∩f K f K1 2 , for any points 
in [ / / ]∩K8 27, 1 3 , we can implement the expanding maps T1 or T2. However, according to our 
lazy algorithm, we only choose T1. For the points of [ / / ]∩K1 3, 11 27 , we can only choose T2. 
The pair 11/27 and 2/3 is not admissible as there is no ⩽ ⩽k1 3 such that / / ( )∈ f J11 27, 2 3 .k

In the remaining part of this section, we assume the IFS to be exactly overlapping, and the 
orbits of the endpoints of { ( )}=f Ki i

m
1 are periodic. Moreover, in order to simplify the calcul-

ation, we always choose the lazy algorithm which is defined in definition 2.8. We assume the 
periodic orbits of { }�a a a, , , m1 2 2  are { }+�b b b, , , s1 2 1 , i.e.

⋃([ ] )= ∩
=

+K b b K, .
i

s

i i

1

1

Generally, we only know the orbit set { }+�b b b, , , s1 2 1  is finite. In other words, we may not 
know the exact relation between 2m and s  +  1. As the endpoints of each fi(K) are periodic, for 
any ⩽ ⩽i m1  and ⩽ ⩽j s1 , we can find some k such that

( ) = ∪ ∪ ∪�T A A A A ,i j i i ik1 2

where [ ]= +A b b,j j j 1 . Hence, the collection { [ ] ⩽ ⩽ }= ∩+B b b K i s, : 1i i i 1  is a Markov parti-
tion of K ( [5]). For some j, ( )∩+b b K,j j 1  may be empty, we delete Bj from the partition. We 
suppose without loss of generality that

=∪ =K B ,j
s

j1

and that ( )∩ ≠∅+b b K,j j 1  for all = �j s1, , . We call the sets ⩽ ⩽= ∩B A K j s, 1j j  the blocks 
of the Markov partition. We point out here that for the original definition of ⩽ ⩽T i m, 1i , the 
domains are fi(K). However, since { }=Ti i

m
1 are linear maps, we can extend the domains to R.

K Jiang and K Dajani Nonlinearity 30 (2017) 659
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The following lemma is important as it allows us to find the Markov partition of K.

Lemma 2.9. Let { }=fi i
m

1 be an exactly overlapping IFS. Suppose that the endpoints of each 
( ) ⩽ ⩽f K i m, 1 ,i  are periodic. Then, for any ⩽ ⩽i m1  and ⩽ ⩽j s1 , there exists some k such 

that

( ) ( ) ( ) ( )∩ = ∩ ∪ ∩ ∪ ∪ ∩�T A K A K A K A K ,i j i i ik1 2

where

( ) = ∪ ∪ ∪�T A A A A .i j i i ik1 2

Proof. 

( ) ( ) ( )
( ) ( )
( ( )) ( ( )) ( ( ))
( ) ( ) ( )

∩ = ∩
= ∪ ∪ ∪ ∩
= ∩ ∪ ∩ ∪ ∪ ∩
= ∩ ∪ ∩ ∪ ∪ ∩

�
�

�

T A K T A T K

A A A T K

A T K A T K A T K

A K A K A K

i j i j i

i i i i

i i i i i i

i i i

k

k

k

1 2

1 2

1 2

The first equality holds as each Ti is a bijection. The last equality is due to the fact that for any 
⩽ ⩽i m1 , ( ) ⩽ ⩽∩ = ∩A T K A K j k, 1i i ij j . □

We denote by S the adjacency matrix of the Markov partition { [ ] ⩽ ⩽ }= ∩+B b b K i s, : 1i i i 1 .
We exhibit all the definitions above in the following example.

Example 2.10. Let > +q 3 5

2
 be any real number and ρ = −q 1. Consider the IFS

( ) ( ) ( )= =
+

=
+⎧

⎨
⎩

⎫
⎬
⎭

f x
x

q
f x

x

q
f x

x q

q
,

1
, .q0 1

The convex hull of K is [ ( ) ]ρ= − −E 0, 1 1 . Note that

( ) ( ) ( )ρ
ρ

ρ
ρ ρ
ρ ρ

=
−

=
−
−

=
−

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

f E f E f E0,
1

, ,
2

1
, 1,

1

1
.q0 1

2

It is easy to check that ( ) ( )∩ ≠∅f E f E0 1  and ( ) ( ) ( ) ( )∩ = ∅ ∩ = ∅f E f E f E f E,q q0 1  

as > +q 3 5

2
, see figure  3. Then the considered IFS is exactly overlapping as we have 

( ) ( ) ( ) ( )∩ = =� �f K f K f f K f f Kq0 1 0 1 0 . Moreover, we can check that the endpoints of  

fi(K), i  =  0, 1, q, hit finite points. Hence, this IFS satisfies the setting of our assumption.
We partition K via = ∪ ∪ ∪K A B C D where

Figure 3. First iteration.
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[ ]
⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

ρ ρ
ρ
ρ

ρ
ρ
ρ ρ
ρ ρ

= ∩ =
−

∩ =
−

−
−

∩ =
−

∩A K B K C K D K0, , ,
1

,
1

,
2

1
, 1,

1

1

2

A simple calculation yields that

( ) ( ) ( ) ( )= ∪ ∪ = = ∪ = ∪ ∪ ∪T A A B C T B D T C C D T D A B C D, , , .q0 0 1

The adjacency matrix is

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

=S

1 1 1 0
0 0 0 1
0 0 1 1
1 1 1 1

.

Let Σ be the subshift of finite type generated by S, i.e.

{( ) { } }NΣ = ∈ ==
∞

+�i s S k1, 2, 3, , : 1 forany .k k i i1 ,k k 1

We now state one of the main results of this paper which allows us to calculate the Hausdorff 
dimension of many fractal sets.

Theorem 2.11. Let K be the self-similar attractor of an exactly overlapping IFS. If the 
endpoints of each fj(K) are periodic, then K is a graph-directed self-similar set satisfying the 
open set condition. In particular, the Hausdorff dimension of K can be calculated explicitly 
in terms of the adjacency matrix S. Moreover, if the associated directed graph of S is strongly 
connected, then the associated dimensional Hausdorff measure of K is positive and finite.

Remark 2.12. We may implement analogous ideas in higher dimensions. In [16, 
 theorem 1.5] Hochman proved the following result: let the IFS on R defined by algebraic 
 param eters, that is, the contractive ratios and translations are algebraic numbers, there is a 
dichotomy: either there are exact overlaps (see the definition 2.5) or the attractor K satisfies 

( ) { ( )}=K Kdim min 1, dimH s , where ( )Kdims  is the similarity dimension which is the unique 
solution s of ∑ | | == r 1i

m
i
s

1 . We will note that our algorithm is effective when the attractor is 
generated by an exact overlapping IFS, see example 2.21.

Before proving theorem 2.11, we introduce the notion of a graph-directed self-similar set. 
The following definition is from [22], and we use the terminology from their paper. A graph-
directed construction in R consists of the following.

 1. A finite union of bounded closed intervals ∪ = Ju
n

u1  such that the interiors of Ju are pairwise 
disjoint.

 2. A directed graph G  =  (V, E) with vertex set { }= …V n1, ,  and edge set E. Moreover, we 
assume that for any ∈u V  there is some ∈v V  such that ( )∈u v E, .

 3. For each edge ( )∈u v E,  there exists a similitude ( ) = +f x r x au v uv uv, , where ( )∈r 0, 1uv  
and R∈auv . Moreover, for each ∈u V  the set { ( ) ( ) }∈�f J u v E: ,u v v,  satisfies the open set 
condition, i.e. there exists n open sets { }∈�J u V:u  such that

⋃ ( )
( )

⊆
∈

� �f J J ,
u v E

u v v u
,

,

  and the elements of { ( ) ( ) }∈�f J u v E: ,u v v,  are pairwise disjoint, where �J  is the interior 
of J.
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The following result is analogous to the self-similar sets, the detailed proof can be found in 
[22, theorem 1].

Theorem 2.13. For each graph-directed construction, there exists a unique vector of non-
empty compact sets ( )…C C, , n1  such that, for each ∈u V , =∪ ∈C f Cu u v E u v v, , ( )( ) .

Let =∪∗
=K Cu

n
u1  and call it the graph-directed self-similar set of this construction. For 

each graph-directed construction we can find a weighted adjacency matrix A. This matrix is 
defined by ( )( )= ∈ ×A ru v u v V V, , . We let ru,v  =  0 if ( )∉u v E, . For each ⩾t 0 we can define another 
weighted adjacency matrix ( )( )= ∈ ×A a ,t

t u v u v V V, , ,  where =a rt u v u v
t

, , , . Let ( )Φ t  be the largest 
nonnegative eigenvalue of At. A graph is called strongly connected if for any two vertices 
∈u v V, , there exists a directed path from u to v. A strongly connected component of G is a 

subgraph C of G such that C is strongly connected, let SC(G) be the set of all the strongly con-
nected components of G. The following two theorems are the main results of [22].

Theorem 2.14. For every graph-directed construction such that G is strongly connected, 
then the Hausdorff dimension of K* is t0, where t0 is the unique solution of the  equation  ( )Φ =t 10 .

When the graph-directed construction G is not strongly connected, we can decompose 
G into several subgraphs which are each strongly connected. Therefore, the following result 
still holds.

Theorem 2.15. If the G in our graph-directed construction is not strongly connected, let 
{ ( ) ( )}= Φ = ∈t t t C SC Gmax : 1,C C1 , then ( ) =∗K tdimH 1.

By virtue of lemma 2.9, we can define an adjacency matrix S which characterizes the 
relationship between the different = ∩B A Ki i . Equivalently, we may define a directed 
graph (V,E) such that each Bi is associated with a vertex Vi in this graph. Using the Markov 
property of the partition, one has an edge from vertex Vi to vertex Vj if there exists some 

{ }∈ �T T T T, , ,i j m, 1 2  such that ( )⊂B T Bj i j i, . This allows us to find a similitude, say gi,j, associ-
ated to the edge →V Vi j. For instance, if ( ) ( )=T x T xi j k,  for some ⩽ ⩽k m1 , then ( ) ( )=g x f xi j k, . 
Recall that [ ] ⩽ ⩽= +A b b i s, , 1i i i 1 , and note that { }=Ai i

s
1 are disjoint except for the endpoints 

of the intervals, and also forms a Markov partition for the system { }�T T T, , , m1 2 . By means 
of theorem 2.13, for the directed graph (V,E) with associated similitudes between vertices, 
there exists a unique vector of non-empty compact sets ( )…C C, , s1  such that, for each ∈u V , 
=∪ ∈C g Cu u v E u v v, , ( )( ) . We denote =∪∗

=K Ci
s

i1  and have following result.

Lemma 2.16. K*  =  K.

Proof. For any ∈x K, by the lazy algorithm, see definition 2.8, we can find the lazy orbit 
of x, i.e.

{ ( ) ⩾ }…T x k: 0 ,i ik1

such that for each k, ( )…T xi ik1  falls into some ⩽ ⩽= ∩B A K i s, 1i i . As such in the graph (V, E), 
we can find an infinite path

+� �V V V V V .j

g

j

g

j

g

j j

gj j j j j j

n

jn jn

1

1, 2

2

2, 3

3

3, 4

4

, 1⟶ ⟶ ⟶ ⟶

such that ( )→= ∞ +
�� �x g glim 0n j j j j, ,n n1 2 1

. Each { }∈
+

�g f f, ,j j m, 1n n 1
. Hence ∈ ∗x K , which 

yields ⊂ ∗K K . The converse statement ⊂∗K K is proved similarly. □
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Now we prove that K* satisfies the open set condition in terms of the Markov property of 
the partition.

Lemma 2.17. Let { ( )}= + =O b b,i i i i
s

1 1. Then for each Oi, we have that ∪ ⊂g O Oj i j j i, ( ) , and 
the union is disjoint, i.e. the graph-directed self-similar set K* satisfies the open set condition, 
where ( ) ( )=g x f xi j k,  for some ⩽ ⩽k m1 .

Proof. The union is disjoint as {Oj} is. It remains to prove the inclusion. How-
ever, this is due to the Markov property of the partition. More precisely, we have 

⊃( ) ( )∪T O Oi j i j j, , i.e. ( )∪ ⊂−T O Oj i j j i,
1 , where { }∈ �T T T T, , ,i j m, 1 2 . Hence, we may define some 

( ) ( ) ⩽ ⩽=g x f x k m, 1i j k, , satisfying ( )∪ ⊂g O Oj i j j i, . □

Proof of theorem 2.11. The proof follows from lemmas 2.16 and 2.17. □

2.2. Dimension of UF

We turn to demonstrating how to find the dimension of the univoque set. In [2], we gave a 
method which can calculate ( )UdimH F . However, in [2] it was assumed that K is an interval. 
In this section, the self-similar sets are not necessarily intervals. We consider the dimension 
of UF under the same assumptions, i.e. assume the considered IFS is exactly overlapping, and 
the endpoints of ( ) ⩽ ⩽f K i m, 1i , are periodic. However for simplicity we assume that the 
periodic orbits of the endpoints of ( ) ⩽ ⩽f K i m, 1 ,i  never fall into ( ) ( )∪ ∩≠ f K f Ki j i j  as under 
this assumption each non-empty ( ) ( )∩f K f Ki j  is a set of the Markov partition. If the periodic 
orbits hit ( ) ( )∪ ∩≠ f K f Ki j i j , then we find the Hausdorff dimension of UF in a similar way.

Without loss of generality, we assume that there are t non-empty ( ) ( )∩f K f Ki j . We call 
them the switch regions, and denote them by � �� �B B B, , , t1 2 , more precisely, ⩽ ⩽=�B B j t, 1j ij . 
These sets are the �i i i, , t1 2 th sets of the Markov partition.

Recall the adjacency matrix S corresponding to the Markov partition. The corresponding 
subshift of finite type is

{( ) { }   }NΣ = ∈ ==
∞

+�i s S k1, 2, 3, , : 1 for any .k k i i1 ,k k 1

We note that the digit ⩽ ⩽i s1  is associated with the block Bi. Now we define another matrix 
for the calculation of ( )Udim .H F

Let S be the adjacency matrix of the Markov partition, recall that the indices �i i, , t1  cor-

respond to the switch regions = = =� �� �B B B B B B, , ,i i i t1 2 t1 2 . In the matrix S, remove the ijth 
row and ijth column for ⩽ ⩽j t1 , and denote this new matrix by ′S . The corresponding subshift 
of finite type is denoted by Σ′.

We use example 2.10 to explain the construction of ′S . The adjacency matrix is

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

=S

1 1 1 0
0 0 0 1
0 0 1 1
1 1 1 1

.

Note that there is only one switch region ( ) ( ) ( ) ( )∩ = =f K f K f K f Kq0 1 0 10 , which is associated 
with the block B. Hence, we cross the second row and second column of S, and obtain
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⎛

⎝
⎜⎜

⎞

⎠
⎟⎟=′S

1 1 0
0 1 1
1 1 1

.

Let ( )∈Σ′jn . For any ⩾n 1, by the definition of Markov partition, there exists an expanding 
map 

+
Tj j,n n 1

 such that ( )⊂+ +
B T Bj j j j,n n n n1 1

. Hence we can define a coding ( ) { }N∈ �d m1, 2, ,n  in 
the following way:

   = =
+

d i T Tif .n j j i,n n 1

By the lazy algorithm (definition 2.8), every ( )∈Σ′jn  is associated with only one 
( ) { }N∈ �d m1, 2, ,n . However, (dn) may not be the unique coding with respect to { }=fi i

m
1. We 

define the projection of Σ′ as follows.

π πΣ = = =′
∞
�� �x j x f f d: lim 0 is obtained by the method above .n

n
d d nn1{ }( ) (( )) ( )( )           

→
 

(2)

Now we state the second main result of this paper.

Theorem 2.18. Suppose the IFS of K is exactly overlapping, and the orbits of endpoints of 
each ( ) ⩽ ⩽f K i m, 1 ,i  are periodic. Then apart from a countable set, UF is a graph-directed 
self-similar set satisfying the open set condition.

Lemma 2.19. ( ) ⩽ ( ( ))π Σ′Udim dimH F H .

Proof. For any ∈x UF, there exists a unique coding of x, say ( ) { }N∈ �i m1, ,n , such that 

( )∉ ∪ ∪� ���T x B Bi i i t1n1 2  for any ⩾n 0. By the definition of Σ′, we have ( )⊂ π Σ′UF . □

Lemma 2.20. There exists a countable set C such that

( )⊂π Σ ∪′ U C.F

Proof. Let ( )π∈ Σ′x . By the definition of Σ′, there exists ( ) { }N∈ �d m1, ,n , such that 

( )∉ ∪ ∪�� �
�

� �T x B Bd d d t1n1 2  for any ⩾n 0, where ( )= = ∩ = ∩+
�� � �B B A K b b K,k i i i i 1k k k k . We em-

phasize here that the orbit we choose is the lazy orbit, see definition 2.8. If the orbit of x never 
hits the endpoints of each ⩽ ⩽B j s, 1j , then x is a univoque point, i.e. ∈x UF. If there exists 
some n0 such that ( )�T xi i in1 2 0

 hits some endpoint of ⩽ ⩽B j s, 1j , then we have

( )( ) { }∈∪ ∪=∞ ∈� � �x f F ,n i i m i i1 1,2, ,n
n

n1 1

where F is the set of all the endpoints of ∪ = Bi
s

i1 . □

Now the remaining proof of theorem 2.18 is analogous to theorem 2.11.
We finish this section by giving one example. The following example was investigated in 

[23]. We give a very short calculation.

Example 2.21. Let K be the self-similar set of the following IFS:

{ }( ) ( ) ( )= = + =
+

f x
x

f x
x

f x
x

3
,

9

8

27
,

2

3
.1 2 3

Let J  =  [0, 1], = = =⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦f J f J f J0, , , , , 1 .1
1

3 2
8

27

11

27 3
2

3
( ) ( ) ( )  After some calcul-

ation, we find that ( ) ( ) ( ) ( ) ( )∩ = ∪ ∪f K f K f K f K f K ,1 2 1331 1332 1333  where ( ) ( )=f K f K ,1331 211
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= =f K f K f K f K, ,1332 212 1333 213( ) ( ) ( ) ( )  i.e. ( ) ( )∩f K f K1 2  is the union of some exact over-
laps. Hence the IFS is exactly overlapping, and the endpoints of ( ) ⩽ ⩽f K i, 1 3,i  are periodic. 
We partition = ∪ ∪ ∪ ∪K A B C D E, where

⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦= ∩ = ∩ = ∩ = ∩ = ∩A K B K C K D K E K0, , , , , , , , , 18

27

8

27

1

3

1

3

11

27

2

3

8

9

8

9
. 

Then we have

( ) ( )= ∪ ∪ ∪ =T A A B C D T B E, ,1 1

and

( ) ( ) ( )= ∪ ∪ = ∪ ∪ = ∪T C C D E T D A B C T E D E, , .2 3 3

The weighted adjacency matrix for K is

⎛

⎝

⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟⎟

=

− − − −

−

− − −

− − −

− −

A

3 3 3 3 0
0 0 0 0 3
0 0 9 9 9

3 3 3 0 0
0 0 0 3 3

t

t t t t

t

t t t

t t t

t t

Since the block ( ) ( )= ∩B f K f K1 2  is the union of some exact overlaps, then the weighted 
adjacency matrix for the univoque set is

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

=

− − −

− − −

− −

− −

A

3 3 3 0
0 9 9 9

3 3 0 0
0 0 3 3

t

t t t

t t t

t t

t t

Therefore the Hausdorff dimension of K is α=λlog

log 9
, where λ is the largest solution of 

− + − =x x x6 5 1 03 2 2 , and the dimension of UF is γ=rlog

log 9
, where r is the largest positive 

root of

− + − + − =x x x x x6 9 8 4 1 05 4 3 2

Moreover, since S and ′S  are irreducible, we can obtain the property of the Hausdorff measure, 
i.e.

( )< <∞αH K0 .

and

( )< <∞γH U0 .F

Remark 2.22. In [10], for this example we proved that

( ) ( )=U Udim dimH k H F

for any finite ⩾k 2, where Uk is a subset of K such that every point in Uk has exactly k differ-
ent codings.

2.3. Points in K with multiple codings

In this section we give an application of theorem 2.18. Let

{       }= ∈ = ℵ�U x K x k k: : has exactly codings , 1, 2, , .k 0
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A simple analysis enables us to find the Hausdorff dimension of Uk for some cases. For sim-
plicity, we consider an example. The deeper results can be found in [9, 10]. This example 
contains some key ideas which are useful to analyze Uk. Suppose that K is the attractor of the 
following IFS,

{ }( ) ( ) ( ) ( )λ λ λ λ λ λ λ λ= = + = + − = + −f x x f x x f x x f x x, 2 , 3 , 1 .1 2 3
2

4

where λ< < −0 5 21

2
.

The convex hull of K is E  =  [0, 1].

( ) [ ] ( ) [ ]λ λ λ= =f E f E0, , 2 , 3 ,1 2

( ) [ ] ( ) [ ]λ λ λ λ λ= − − = −f E f E3 , 4 , 1 , 1 .3
2 2

4

The first iteration of this IFS is the following figure 4.
Note that =� �f f f f2 4 3 1. Hence, we can partition K via

= ∪ ∪ ∪ ∪K A B C D E,

where [ ] [ ] [ ] [ ]λ λ λ λ λ λ λ λ λ λ= ∩ = − ∩ = − ∩ = − ∩A K B K C K D K0, , 2 , 3 , 3 , 3 , 3 , 4 ,2 2 2

[ ]λ= − ∩E K1 , 1 . These blocks have following relations: ( ) = ∪ ∪ ∪ ∪T A A B C D E1 , 
( ) = ∪ ∪ ∪T B A B C D2 , T2(C)  =  E, ( ) = ∪ ∪ ∪T D B C D E3 , ( ) = ∪ ∪ ∪ ∪T E A B C D E4 . The 

adjacency matrix is

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

=S

1 1 1 1 1
1 1 1 1 0
0 0 0 0 1
0 1 1 1 1
1 1 1 1 1

Since [ ] ( ) ( ) ( ) ( )λ λ λ= − ∩ = = = ∩� �C K f f K f f K f K f K3 , 32
2 4 3 1 2 3 , we can define

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

=′S

1 1 1 1
1 1 1 0
0 1 1 1
1 1 1 1

.

We have following result.

Theorem 2.23. Let K be the attractor of the following IFS,

λ λ λ λ λ λ λ λ= = + = + − = + −f x x f x x f x x f x x, 2 , 3 , 1 .1 2 3
2

4{ }( ) ( ) ( ) ( )

0 λ 2λ 3λ

3λ − λ2 4λ − λ2

1 − λ 1

f1(E) f2(E)

f3(E)

f4(E)

Figure 4. First iteration of K.
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where λ< < −0 5 21

2
. Then for any ⩾k 1, ( ) ( )

( )
= =

λ

+

−
U Udim dimH H2 1

log 2 2

log
k , where +2 2  

is the spectral radius of ′S . Moreover, ⩾= ∅ ≠U i k, 2 , 1i
k , and = ∅ℵU 0 .

Corollary 2.24. For any ∈x K, x has ⩾k2 , 0k , expansions or has uncountable expansions.
To prove the above results, we need several lemmas.

Lemma 2.25. Suppose [ ]λ∈ ∩x K0,  has exactly k codings, ⩾k 1. Then 
[ ]λ λ+ − ∈ − ∩x K1 1 , 1  also has exactly k codings. Similarly, if a point [ ]λ∈ − ∩y K1 , 1  

has exactly k different codings, then ( )λ− −y 1  also has exactly k different codings.

Proof. Suppose that [ ]λ∈ ∩x K0,  has k codings. Every coding begins with digit 1, i.e. 
( )�i i i1 2 3 4 . We define a corresponding coding ( )�i i i4 2 3 4 . Note that

( ( ))
→

=
∞
� �� �x f f f flim 0 ,

n
i i i1 n2 3

hence, we have

( ( ))
→

λ+ − =
∞
� �� �x f f f f1 lim 0

n
i i i4 n2 3

Therefore, ( )�x x x4 2 3 4  is a coding of λ+ −x 1 . By the definition of ⩽ ⩽T i, 1 4i , it follows 
that ( ) ( )λ= + −T x T x 11 4 . In other words, after the first iteration of the expanding maps, 
the orbits of x and λ+ −x 1  coincide. Thus, if [ ]λ∈ ∩x K0,  has exactly k codings, then 

[ ]λ λ+ − ∈ − ∩x K1 1 , 1  also has precisely k codings. □

Lemma 2.26. ( ) ( ( ))λ= ∩ + −U U Udim dim 1H H2 1 1 .

Proof. It is sufficient to prove that

( ( ))( ) λ=∪ ∪ ∩ + −=
∞

∈ �� �U f f U U 1 ,n i i i D i i i2 1 2 1 1n n1 2 1 2

where D is the collection of all possible finite blocks appearing in unique codings of K.
For any ∈x U2, there exists a finite block ( )∈�i i i Dn1 2  such that ( )�T xi i in1 2  falls 

into ( ) ( )∩f K f K2 3  for the first time, i.e. ( ) ( ) ( )∉ ∩�T x f K f Ki i 2 3k1  for ⩽ ⩽ −k n0 1, and 
( ) ( ) ( )∈ ∩�T x f K f Ki i i 2 3n1 2 . Here when k  =  0, Ti0 means the identity map. Since x has exactly 

two codings, it follows that ( ( )) ( ( ))∈� �T T x T T x U,i i i i i i2 3 1n n1 2 1 2 . By the definition of ⩽ ⩽T i, 1 4i , 
we have ( ) ( ) λ= + −T x T x 12 3 . Hence, ( ( )) ( ( ))λ+ − =� �T T x T T x1i i i i i i3 2n n1 2 1 2 , which yields 

( ( )) ( )λ∈ ∩ + −�T T x U U 1 ,i i i2 1 1n1 2  i.e. ( ( ))λ∈ ∩ + −��x f f U U 1i i i 2 1 1n1 2
. The converse inclu-

sion can be proved similarly. □

Lemma 2.25 together with lemma 2.26 imply the following lemma.

Lemma 2.27. ( )λ∩ + −U U 11 1  is exactly all the univoque points in f4(K), i.e.

( ) {             ( )}λ∩ + − = ∈ �U U x K x x x1 : has a unique coding which has form 4 ,1 1 2 3

where ( )�x x2 3  is a unique coding. Moreover,

( ) ( ( )) ( )λ= ∩ + − =U U U Udim dim 1 dim .H H H2 1 1 1

Lemma 2.28. For any ⩾k 1 ( ) ⩽ ( )U Udim dimH H2 1k .

K Jiang and K Dajani Nonlinearity 30 (2017) 659



673

Proof. The lemma immediately follows from the following inclusion:

( )( ) { }⊂∪ ∪=∞ ∈� �U f U .n i i i i i i2 1 1,2,3,4 1k n
n

n1 2 1 2 □

We now prove by induction that for any ⩾k 2, ( ) ( )=U Udim dimH H2 1k .

Lemma 2.29. For any ⩾k 1, we have ( )⊂ +�f f U U .2 4 2 2k k 1

Proof. Given any ( )∈ �x f f U2 4 2k , since =� �f f f f2 4 3 1, and ( )�f f K2 4  does not intersect 
with ( ) { ( )}( ) {( ) ( )}∈∪ ∉� �f f K f f Ki j p q p q, 2,4 , 3,1 , it follows that the first two digits of x should 
be 24 or 31. Therefore,

( ) ( )= =� �x f f y f f y ,2 4 3 1

where ∈y U2k. It is easy to see that ( ) ( )=T x f y2 4  and ( ) ( )=T x f y3 1  have exactly 2k expansions, 
respectively. Hence, x has precisely 2k+1 expansions. □

The first statement of theorem 2.23 now is a straightforward consequence of lemmas  
2.27–2.29. It remains to prove that ⩾= ∅ ≠U i k, 2 , 1i

k .

Lemma 2.30. N= ∅ ∈+U i,i2 1 .

Proof. We start with proving = ∅U3 . If ∈ ≠∅x U3 , then we can find some finite block 
( )�i i in1 2  such that ( )�T xi i in1 2  falls into ( ) ( )∩f K f K2 3  for the first time. Since ∈x U3, it fol-
lows that either ( ( ))�T T xi i i3 n1 2  has a unique coding and ( ( ))�T T xi i i2 n1 2  has exactly two codings, 
or ( ( ))�T T xi i i2 n1 2  has a unique coding and ( ( ))�T T xi i i3 n1 2  has exactly two codings. We prove that 
these two cases are impossible. By lemma 2.25, it is enough to consider the case ( ( ))�T T xi i i3 n1 2  
has a unique coding, and ( ( ))�T T xi i i2 n1 2  has two codings. Note that

(( ( ))) ( ( ))λ+ − =� �T T x T T x1 .i i i i i i3 2n n1 2 1 2

As ( ) ( ) ( )∈ ∩�T x f K f Ki i i 2 3n1 2 , we have (( ( ))) [ ]λ∈ ∩�T T x K0,i i i3 n1 2 , by lemma 2.25, we know 
that

(( ( ))) ( ( ))λ+ − =� �T T x T T x1i i i i i i3 2n n1 2 1 2

has a unique coding, which leads to a contradiction. Thus, = ∅U3 . For a general odd 
 number 2k  +  1, the proof is similar. If ≠∅+U k2 1 , then there exists a point ∈ +x U k2 1 and a 
finite sequence ( )�i i in1 2  such that ( )�T xi i in1 2  falls into ( ) ( )∩f K f K2 3  for the first time. Then, 

( ( ))�T T xi i i2 n1 2  has exactly a0 expansions while ( ( ))�T T xi i i3 n1 2  has 2k  +  1  −  a0 expansions, where 
⩽ ⩽a k1 20 . However, by the same argument as above ( ( ))�T T xi i i2 n1 2  and ( ( ))�T T xi i i3 n1 2  have 

exactly the same number of different expansions, leading to = + −a k a2 10 0 which is impos-
sible. Hence, = ∅+U k2 1 . □

Lemma 2.31. ⩾= ∅U i, 3i2 , where ≠i2 2s for any ⩾s 1.

Proof. By assumption ( )= +�i m2 2 2 1  for some ⩾� 1 and ⩾m 1. For each fixed m, the proof 
is done by induction on �. For =� 1 we have 2i  =  2(2m  +  1). If ( )∈ +x U m2 2 1 , then there ex-
ists a finite sequence ( )�j j jn1 2  such that ( )�T xj j jn1 2

 falls into ( ) ( )∩f K f K2 3  for the first time. 
By a similar argument as in lemma 2.30, the points ( ( ))�T T xj j j2 n1 2

 and ( ( ))�T T xj j j3 n1 2
 have ex-

actly i  =  2m  +  1 expansions, which is impossible since = ∅+U m2 1 . Suppose it is true for 
( )= +�i m2 2 2 1 , i.e. ( ) = ∅+�U m2 2 1 , and assume ( )∈ ++�x U m2 2 11 . Then there exists a finite se-

quence ( )�j j jn1 2  such that ( )�T xj j jn1 2
 falls into ( ) ( )∩f K f K2 3  for the first time, and as above 

K Jiang and K Dajani Nonlinearity 30 (2017) 659



674

( ( ))�T T xj j j2 n1 2
 and ( ( ))�T T xj j j3 n1 2

 have exactly ( )= +�i m2 2 1  expansions, which is impossible 
since ( ) = ∅+�U m2 2 1 . Thus, ( ) = ∅++�U m2 2 11 . □

Finally, we end the proof of theorem 2.23 with the following lemma.

Lemma 2.32. = ∅ℵU 0 .

Proof. Note that the switch region is ( ) ( ) ( ) ( )= = ∩� �f f K f f K f K f K2 4 3 1 2 3 . We decom-
pose the switch region by

( ) ( ) { } { } ( ( ) ( )) \ ({ } { })⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦λ λ λ λ λ λ∩ = − ∪ ∪ ∩ − ∪f K f K f K f K3 3 3 3 .2 3
2

2 3
2

Note that λ λ−3 2 has exactly two codings ( )∞241  and ( )∞31 , and λ3  also has exactly two 
codings ( )∞24  and ( )∞314 . Assume ∈x K has infinitely many codings, we will show x 
has uncountably many codings. By hypothesis, we can find an orbit of x, denoted by 
{ ( )} =

∞T xn
n 0, that hits the switch region infinitely many times. The orbit { ( )} =

∞T xn
n 0 can-

not hit λ λ−3 2 or λ3  as λ λ−3 2 and λ3  have two exactly codings, respectively. Hence, 
{ ( )} =

∞T xn
n 0 hits {( ( ) ( )) \ ({ } { })}λ λ λ∩ − ∪f K f K 3 32 3

2  for infinitely many times. Since 
( ) ( ) ( ) ( )= = ∩� �f f K f f K f K f K2 4 3 1 2 3 , we can replace the finite block 24 by 31 for infinitely 

many times in the coding of x, implying that x has uncountably many codings. So either x has 
a finite number of expansions or x has uncountably many, hence = ∅ℵU 0 . □

Although for different self-similar sets, analyzing the multiple codings of K may vary from 
each other, the main ideas, i.e. lemmas 2.25, 2.26, 2.28 and 2.30, are very useful to study the 
multiple codings of K. In [9, 10], some generalizations are considered, and a new proof of 
theorem 2.23 is given.

3. Dynamical discription of βŨ

In this section we concentrate on β-expansions, and give a new dynamical criterion under 
which ŨF is a subshift of finite type. For simplicity, we substitute UF and ŨF by βU  and β̃U , 
respectively. The motivation of this section is to generalize a result of de Vries and Komornik 
regarding the calculation of ( )βUdimH , see [12, theorem 1.8]. We begin with the definition of 
the greedy and quasi-greedy expansions.

Definition 3.1. Let β< <1 2, the greedy map →β βA AG : , is defined by

( )
    [ )β

β
β

=

∈

− ∈
−

⎧
⎨
⎪

⎩
⎪

⎡
⎣⎢

⎤
⎦⎥

G x

x x

x x

mod 1 0, 1

1 1,
1

1

For any ⩾n 1 and ∈ βAx , we define ( ) ⌊ ( )⌋β= −a x G xn
n 1 , where ⌊ ⌋y  denotes the integer part 

of R∈y . We then have

( ) ( ) ( ) ( ) ( )

( )
∑

β β β β β

β

= + = + +

=
=

∞
�

x
a x G x a x a x G x

a x

n

n
n

1 1 2
2

2

2

1
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The sequence ( ) { }N∈=
∞a 0, 1n n 1  generated by G is called the greedy expansion for x in base β or 

greedy coding for x in base β. The orbit { ( )} =
∞G xn
n 1 is called the greedy orbit of x in base β. In 

this section, we consider only β< <+ 21 5

2
 as { ( ) }β= −β

−U 0, 1 1  if ⩽β< +1 1 5

2
, see [14].

Similarly, we can define the quasi-greedy orbit of 1, denoted it by { ( )} =
∞Q 1 .n
n 1

Definition 3.2. If the greedy orbit of 1 is infinite, we identify the quasi-greedy orbit of 1 
with the greedy one, i.e. { ( )} { ( )}==

∞
=
∞Q G1 1n

n
n

n1 1. Otherwise, let ( )∞�a a a 0n1 2  be the greedy 
expansion of 1, we define the quasi-greedy coding of 1 by ( )− ∞�a a an1 2 , where = −−a a 1n n . 
In this case, the quasi-greedy orbit of 1 is defined by

( ) ( ( ) )) ⩽ ⩽σ= β
− ∞�Q a a a i n1 , 1i i
n1 2

and ( ) ( )=+Q Q1 1kn i i  for any ⩾k 0, where σ is the left shift, and ( ) β= ∑β =
∞ −b b:n n n

n
1 . For 

simplicity, throughout this section we denote the quasi-greedy expansion of 1 by ( )η =
∞

i i 1.

Definition 3.3. We say the quasi-greedy orbit of 1 hits the point ( )β β−− −11 1 (β−1) for the 
first time if there exists a minimal number ⩾k 1 such that ( ) ( )β β= −− −Q 1 1k 1 1 ( ( ) β= −Q 1k 1) 
and

( ) [ ) ( ( ) ( ) ] ⩽ ⩽β β β β∈ ∪ − − −− − − −Q i k1 0, 1 , 1 , 1 1.i 1 1 1 1

Similarly, we can define the quasi-greedy orbit of 1 hits the interval ( ( ) )β β β−− − −, 11 1 1  
for the first time, i.e. there exists a smallest n0 such that ( ) ( ( ) )β β β∉ −− − −Q 1 , 1k 1 1 1  for any 

⩽ ⩽ −k n1 10 , and ( ) ( ( ) )β β β∈ −− − −Q 1 , 1 .n 1 1 10

Lemma 3.4. If the quasi-greedy orbit of 1 hits ( )β β−− −11 1 for the first time, then the 
greedy orbit of 1 is finite. Moreover there exists some n0 such that the quasi-greedy expansion 
of 1 is

( ) ( )η = ∞� �a a a a a ai n n1 2 1 20 0

for some ( )�a a an1 2 0 , where =a 1n0 .

Proof. Note that if ( ) [ ] [ ( ) ]β β β∈ ∪ −− − −G 1 0, 1 , 1k 1 1 1  for all ⩽ ⩽k n1 , then 
(¯) ( ) ( )β+ = − −G G1 1 1k k 1, where ¯ ( )β= − −−1 1 11 . If the quasi-greedy orbit of 1 hits 
( )β β−− −11 1 for the first time, then there exists ⩾t 10  such that ( ) ( )β β= −− −G 1 1t 1 10 . Hence, 

we have that ( ) ¯=+G 1 1t 10 . By symmetry, after t0 step the greedy orbit of 1̄ will hit β−1 as 
( ) ( )β β β β+ − = −− − − −1 11 1 1 1. Hence the greedy orbit of 1 is finite. The second statement 

follows immediately from the first statement if we take = +n t 10 0 . □

The following theorem characterizes the criteria of the unique expansions, the proof of this 
result can be found in [12] or some references therein.

Theorem 3.5. Let ( ) =
∞an n 1 be a coding of [ ( ) ]β∈ − −x 0, 1 1 . Then ( ) ∈

∼
β=

∞a Un n 1  if and only if

( ) ( )η<+ + =
∞�a ak k n n1 2 1

wherever ak  =  0,

( ) ( )η<+ + =
∞�a ak k n n1 2 1

wherever ak  =  1.
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In this theorem ‘<’ means the lexicographic order. We shall use this symbol when we com-
pare two sequences. There is no risk of confusion in using the symbol ‘  <  ’ for numbers and 
for the lexicographic order. In [12, theorem 1.8], de Vries and Komornik proved the  following 
theorem.

Theorem 3.6. 
∼
βU  is a subshift of finite type if and only if ( ) \β∈ U1, 2 , where U  is the set of 

β for which the β-expansion of 1 is unique.

Equivalentlly we shall prove

Theorem 3.7. 
∼
βU  is a subshift of finite type if and only if the quasi-greedy orbit of 1 falls 

into the interval ( ( )
⎤
⎦β β β−

,1 1

1
.

We partition the proof of theorem 3.7 into several lemmas.

Lemma 3.8. If the quasi-greedy orbit of 1 hits ( )β β−− −11 1 for the first time, then β̃U  is 
a SFT.

Before we prove this lemma, we review one important result, see [12].

Theorem 3.9. Let ( )ηn  be the quasi-greedy expansion of 1, then β∈U  if and only if

η η η η η η<+ + � �k k k1 2 1 2 3

for any ⩾k 1.

By theorems 3.6 and 3.9, to prove lemma 3.8, it is enough to prove that there exists k0 such 
that ( )η η η η=+ + �k k k n1 20 0 0

.

Proof of lemma 3.8. By lemma 3.4, we may assume the quasi-greedy expansion of 1 is

( ) ( )η = ∞� �a a a a a ai n n1 2 1 20 0

for some ( )�a a an1 2 0 . From this it follows that ( ) ( )σ η η=n
i i

0 , and lemma 3.8 is proved. □

Lemma 3.10. If there exists ⩾k 10  such that

η η η η η η>+ + + � � ,k k k1 2 3 1 2 30 0 0

then the quasi-greedy orbit of 1 hits the interior of the switch region.

Proof. Suppose

η η η η η η<+ + + � �k k k1 2 3 1 2 30 0 0

for some ⩾k 10 , and let ( )αi  be the quasi-greedy expansion of 1̄. Since the quasi-greedy expan-
sion is the largest infinite sequence in the sense of lexicographical ordering, we have

⩽ ( )η η η α� .i1 2 3

Thus,

( )η η η α<+ + + � .k k k i1 2 30 0 0

By monotonicity of the quasi-greedy expansion [12], it follows that
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( ) ¯∑η η η η β= <β+ + +
=

∞

+
−� : 1.k k k

j
j k

j
1 2 3

1
0 0 0 0

Hence, the quasi-greedy orbit of 1 must fall into ( ( ) )β β β−− − −, 11 1 1 . □

Lemma 3.11. If the quasi-greedy orbit of 1 hits β−1 for the first time, then we have that

η η η η η η<+ + + � � ,k k k1 2 3 1 2 3

for any ⩾k 1. Consequently, β̃U  is not a subshift of finite type.

Proof. Suppose the quasi-greedy orbit of 1 hits β−1 for the first time, but

⩽η η η η η η+ + + � �k k k1 2 3 1 2 30 0 0

for some ⩾k 10 . By lemma 3.10, we have

⩾η η η η η η+ + + � �k k k1 2 3 1 2 30 0 0

implying

η η η η η η=+ + + � �.k k k1 2 3 1 2 30 0 0

Therefore there exists ⩾k 10  such that ( ) ( )σ η η=k
i i

0 . By the assumption of the lemma, we 
know that the greedy orbit of 1 is finite. Hence, the quasi-greedy expansion of 1 has the form 
( ) ( )η = − ∞�a a ai n1 2  for some ( )−�a a an1 2 , where an  =  1. Since ( ) ( )η = − ∞�a a ai n1 2 , it follows 
that the quasi-greedy orbit of 1 never hits the point ( ) ( )β β−− −11 1, and subsequently never 
hits the point ¯ ( )( )β β= − − −1 2 1 1. However, we have ( ) (( ))σ η η=k

i i
0 , which yields that the 

quasi-greedy orbit of 1 hits 1̄, leading a contradiction. □

Proof of theorem 3.7. If the quasi-greedy orbit of 1 hits the interior of switch region or 
( ) ( )β β−− −11 1 for the first time, then β̃U  is a subshift of finite type in terms of [2, theorem 2.4] and 
lemma 3.8. Conversely, if β̃U  is a subshift of finite type, then we have β∉U, which implies that the 
quasi-greedy expansion of 1 hits the switch region eventually. By lemma 3.11, it follows that the 
quasi-greedy orbit of 1 hits the interior of switch region or ( ) ( )β β−− −11 1 for the first time. □

4. Univoque set for β-expansions

Let β< <1 2. In this section, we give another application of our result to β-expansions. For 
simplicity, we still use the definitions and notation defined in the last section. The main goal of 
this section is to calculate ( )βUdimH  when β̃U  is not a subshift of finite type, in general this is a 
hard task. However, in this scenario the technique of periodic orbits allows us to find ( )βUdimH  
in many cases. By theorem 2.4 in [2] we have that β̃U  is a subshift of finite type if the orbit of 
1 falls into ( ( ) )β β β−− − −, 11 1 1  and that ( )βUdimH  can be calculated in terms of Mauldin and 
Williams’ work [22]. Hence we suppose in this section that the greedy orbit of 1 is eventually 
periodic and that it never hits ( ( ) )β β β−− − −, 11 1 1 .

One can express the univoque set βU  as

{ [ ( ) ] ( ) [ ( ) ]   ⩾ }β β β β= ∈ − ∉ −β
− − − −U x G x n0, 1 : , 1 for any 0 .n1 1 1 1

Now we partition [ ( ) ]β− −0, 1 1  via the eventually periodic greedy orbits of 1 and 
( )( )β β− − −2 1 1. Let ¯ ( )( )β β= − − −1 2 1 1 be the reflection of 1. Since the greedy orbit of 1 
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takes only finitely many values, by symmetry it follows that the greedy orbit of 1̄ also takes 
only finitely many values, see the first statement in the proof of lemma 3.4. Without loss of 
generality, we may assume that the values of the greedy orbits of 1 and 1̄ are < < <�c c cp1 2 . 
If β−1, ( )β β−− −11 1, 0, 1 and ( )β− −1 1 are not in { }�c c c, , , p1 2 , then we add these points to this 
set. For simplicity, we still assume that our partition points of [ ( ) ]β− −0, 1 1  are { }�c c c, , , p1 2 . 
Now we have that

⋃[ ( ) ] [ ]β− =−

=

−

+c c0, 1 , .
i

p

i i
1

1

1

1

It is easy to see that the image of each interval of the partition is the union of some elements 
of the Markov partition, see the following example.

Example 4.1. Let β be the largest positive root of = + +x x x 13 2 . The greedy or-
bit of 1 takes three vaules, i.e. ( ) ( ) ( ) ⩾β β= − = =−G G G n1 1, 1 , 1 0, 3n2 1 . Similarly, 

(¯) ( )β β= − − −G 1 1 1 2, (¯) ( )β β= − − −G 1 12 1 1, (¯) ¯=G 1 13 .

Let ⎡
⎣

⎤
⎦= β

β
−
−

A 0, 2

1
, 

( )
⎡
⎣

⎤
⎦= β

β β β
−
− −

B ,2

1

1

1 2 , 
( )

⎡
⎣

⎤
⎦=

β β β−
C ,1

1

1
2 , 

( )
⎡
⎣

⎤
⎦β=

β β
−

−
D ,1 1

1
, 

( )
⎡
⎣

⎤
⎦β= −

β β−
E , 11

1
, [ ]β= −F 1, 1 , [ ( ) ]β= − −G 1, 1 1 . Hence we give a Markov partition of 

[0,1) and they have following relations:
( ) = ∪T A A B0 , ( ) = ∪T B C D0 , ( ) = ∪T C E F0 , T1(D)  =  A, ( ) = ∪T E B C1 , ( ) = ∪T F D E1 , 

( ) = ∪T G F G.1  The corresponding adjacency matrix is given by

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟⎟

=S

1 1 0 0 0 0 0
0 0 1 1 0 0 0
0 0 0 0 1 1 0
1 0 0 0 0 0 0
0 1 1 0 0 0 0
0 0 0 1 1 0 0
0 0 0 0 0 1 1

.

Here we should emphasize that the algorithm in the example is not the greedy map for all 
the points in [ ( ) ]β− −0, 1 1 . For example, for the point β−1, we can implement T0 (as β−1 is the 
right endpoint of [ ( ) ]β β β−− − −1 ,2 1 1 ) or T1 (as β−1 is the left endpoint of [ ( ) ]β β β−− − −, 11 1 1 ). 
But for the sets of partition, we do use the greedy algorithm, i.e. for any [ ]+c c,i i 1 , we find the 
largest k such that Tk works on [ ]+c c,i i 1 .

Recall the Markov partition of β− =−
=

−
+⋃ c c0, 1 ,

i

p
i i

1

1

1
1[ ( ) ] [ ], we identify each intervals 

[ ]+c c,i i 1  with a block Ai. In this section, we use the set of blocks { }=
−Ai i

p
1
1 representing the inter-

vals {[ ]}+ =
−c c,i i i

p
1 1

1. Let S be the corresponding adjacency matrix of the Markov partition, and 
Σ the associated subshift of finite type, i.e.

{( ) { } }NΣ = ∈ − =+�i p S1, 2, 3 , 1 : 1 .n i i,n n 1

Note that we are assuming that the greedy orbit of 1 never hits ( ( ) )β β β−− − −, 11 1 1 . Hence, 
by the definition of Markov partition, the switch region is one of the sets of this partition. We 
denote its associated block by Ai.

Let S be the underlying adjacency matrix, and the associated block of the switch region be 
Ai. We remove the ith row and ith column of S, and denote this new matrix by ′S . For example 
4.1 we mentioned above,
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⎛

⎝

⎜
⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟⎟

=′S

1 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 1 0
0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1

Using the matrix ′S , we can define a subshift of finite type Σ′, i.e.

{( ) { } }NΣ = ∈ − =′ ′
+

�i p S1, 2, 3 , 2 : 1 .n i i,n n 1

Let ( )∈Σ′jn . For any ⩾n 1, by the definition of Markov partition, there exists an expanding 
map    =T T Torj 0 1n

 such that ( )⊂+A T Aj j jn n n1
. Hence we can define a coding ( ) { }N∈a 0, 1n  in 

the following way:

       = = =a i T T iif , 0 or 1.n j in

Define the projection of Σ′.

( ) (( )) ( )           
⎧
⎨
⎩

⎫
⎬
⎭∑π π

β
Σ = = =′

=

∞

x j x
a

a: , is obtained by the method above .n
n

n
n n

1

Note that after we delete the switch region in the Markov partition { }=
−Ai i

p
1
1, β−1 and 

( )β β−− −11 1 are still in ( )π Σ′ . We give a simple proof for this fact. As we delete the switch 
region, i.e. correspondingly, we delete the block [ ( ) ]β β β= −− − −A , 1i

1 1 1  in the partition 

∪ =− Ak
p

k1
1 , the point β−1 only belongs to the block Ai−1, that is, β−1 is the right endpoint of 

Ai−1. Hence we can only implement T0 on β−1. Then the orbit of 1 goes to the point 1, By 
the assumption, the greedy orbit of 1 does not hit ( ( ) )β β β−− − −, 11 1 1 . Hence, the orbit of 1 is 

always in [ ] [ ( ) ]β β β∪ − =∪ ∪∪− − −
=
−

= +
−A A0, 1 , 1 k

i
k k i

p
k

1 1 1
1
1

1
1 , which implies that ( )β π∈ Σ′−1 . 

Analogous discussion is still correct for ( )β β−− −11 1.
Now we state the main result of this section.

Theorem 4.2. Let β< <1 2. If the quasi-greedy orbit of 1 does not hit ( ( ) ]β β β−− − −, 11 1 1 , 

and the greedy expansion of 1 in base β is eventually periodic, then we have ( ) =β β
UdimH

rlog

log
, 

where r is the spectral radius of matrix ′S .

We give an outline for the proof of this theorem. The main ideas are  analogous 
to the proofs of  lemmas 2.19 and 2.20. We can show that there exists a count-
able set C such that ( )⊂ ⊂π Σ ∪′β βU U C,   i.e. ( )π Σ = ∪′ βU C, where = ∪ =∞C n 0 

{ ( ) }( ) { }∪ β β β−∈
− − −

� �f , 1i i i i0,1
1 1 1

n
n

n1 1
. Then ( )π Σ′  is a graph-directed self-similar set satisfy-

ing the open set condition, see lemma 2.17. Therefore, the stated result is proved.

Remark 4.3. We explain here why we generalize de Vries and Komornik’s result regarding 
the calculation of ( )βUdimH . In the last section, we proved a necessary and sufficient condi-
tion which can determine when β̃U  is a subshift of finite type. If the quasi-greedy orbit of 1 
hits ( ( ) )β β β−− − −, 11 1 1 , then β̃U  is a subshift of finite type. For this case we can implement 
the idea of theorem 2.4 from [2], and find ( )βUdimH  using the machinery of Mauldin and Wil-
liams [22], see the details in [2]. If the quasi-greedy orbit of 1 hits ( )β β−− −11 1 for the first 
time, then β̃U  is also a subshift of finite type. For this case, the greedy expansion of 1 is finite 
(lemma 3.4), and we can make use of theorem 4.2 to calculate ( )βUdimH . However, theorem 
4.2 enables us to calculate some cases such that β̃U  is not a subshift of finite type, see some 
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examples below. As such we generalize the result of de Vries and Komornik. Moreover, if the 
self-similar set K is an interval, then the IFS is not necessarily exactly overlapping. In this case 
the univoque set can be identified with an open dynamical system. Hence, similar results as 
theorem 4.2 can be found.

Motivated by theorem 4.2, we prove that β̃U  is a sofic shift if and only if β̃U  is a subshift of 
finite type. This result is essentially proved by de Vries and Komornik [12, theorem 1.8]. To 
do so, we introduce some definitions and results for sofic shift. We adopt the definitions from 
chapter 3 of [21].

Definition 4.4. Let X be the full shift over alphabet A. A subset Y of X is called a subshift 
if = FY X  for some collection F  of forbidden blocks over A, i.e. any sequence in Y does not 
contain blocks from F . If the collection F  is finite, then Y is called a subshift of finite type.

Definition 4.5. Let ( )σΣ ,S  be a subshift of { }N0, 1 . We say ( )σΣ ,S  is a sofic shift if it is 
a factor of some subshift of finite type ( )σΣ, , i.e. there exists a continuous map →φ Σ Σ: S 
such that φ is onto and

σ φ φ σ=� � .

The map φ is called a factor map. If ( )σΣ ,S  is a sofic shift but not a subshift of finite type, then 
we call ( )σΣ ,S  a strictly sofic shift.

In [21] Lind and Marcus give another equivalent definition of a sofic shift. For the greedy 
β-expansions, some related results should be mentioned. The following result was proved by 
Akiyama and Scheicher [1].

Theorem 4.6. Given any β< <1 2. Then the set of all the greedy expansions in base β is a 
sofic shift if and only if the greedy expansion of 1 is eventually periodic. Moreover, the set of 
all the greedy expansions in base β is a subshift of finite type if and only if the greedy expan-
sion of 1 is finite.

However, for β̃U , the following result is a little surprising. Our main result is that β̃U  is a 
sofic shift if and only if β̃U  is a subshift of finite type. Denote by U  the set of β for which the 
β-expansion of 1 is unique.

Theorem 4.7. Let β< <1 2. The following statements are equivalent.

 (1) ( ) \β∈ U1, 2 .
 (2) β̃U  is a subshift.
 (3) β̃U  is a subshift of finite type.
 (4) β̃U  is a closed set.
 (5) β̃U  is a sofic shift.

Proof. For the equivalence of the first four statements, the detailed proofs can be found in 
[12]. It is well known that every subshift of finite type is a sofic shift, [21, theorem 3.1.5]. On 
the other hand, if β̃U  is a sofic shift, then by the definition 4.5, β̃U  is a factor of a subshift of 
finite type ″Σ , i.e. there exists a continuous map → ˜″φ Σ βU:  such that

( ) ˜″φ Σ = βU .

Since ″Σ  is compact and φ is continuous, it follows that β̃U  is compact and hence closed. 
Therefore, by the fourth and third equivalent conditions of theorem 4.7, β̃U  is a subshift of 
finite type. □
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Corollary 4.8. For any β< <+ 21 5

2
, β̃U  cannot be a strictly sofic shift.

We finish this section by giving some examples and remarks.

Example 4.9. Let β≈ 1.8393 be the appropriate root of = + +x x x 13 2 . Then

( )
β

=βU
G

dim
log

log
,H

where G is the golden mean.

In view of theorem 4.2, it remains to calculate the spectral radius of ′S . Here, for simplicity 
we only consider the univoque points in [0,1] as the greedy orbits eventually fall into [0, 1]. 
All the following examples use this idea. From example 4.1, we know that

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

=′S

1 1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 1 1 0 0
0 0 0 1 0

,

therefore the spectral radius of this matrix is G.

Remark 4.10. In [14], Glendenning and Sidorov stated (without proof) that for any 

 multinacci number cn, i.e. the largest positive root of ⩾= ∑ =
−x x n, 3n

i
n i

1
1 , ( ) =β −UdimH

c

c

log

log
n

n

1. 

Theorem 4.2 gives a proof of this result. For this class, the quasi-greedy orbit of 1 hits β−1 for 
the first time, which means that β̃U  is not a subshift of finite type.

Example 4.11. Let β≈ 1.8668 be the Pisot number satisfying − + − =x x x2 1 04 3 , then 

( ) =β β
UdimH

Glog

log
, where G is the golden mean.

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

=′S

1 1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 1 1 0 0
0 0 0 1 0

For this example the quasi-greedy orbit of 1 hits ( )β β−− −11 1 for the first time, and β̃U  is a 
subshift of finite type.

Example 4.12. Let β be the largest positive root of − − + =x x x2 1 04 3 2 , then 

( ) = ≈β β β
UdimH

rlog

log

log 1.7693

log
, where r is the real root of x3  −  2x  −  2  =  0.

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟⎟

=′S

1 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 1 0 0
0 0 0 0 0 1 1
0 1 1 0 0 0 0
0 0 0 1 1 0 0
0 0 0 0 0 1 0

.

The spectral radius of this matrix is the real root of x3  −  2x  −  2  =  0. The solution is about 
1.7693. For this example, 1 has a unique coding in base β, and this β is a Pisot number. In this 
case, β̃U  is not a subshift of finite type.
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Remark 4.13. Recently, Komornik, Kong and Li [18] gave a uniform formula of ( )βUdimH , 

i.e. ( ) ( ˜ )=β β
βUdimH

h U

log
, where ( ˜ )βh U  is the entropy of β̃U . In fact, Glendinning and Sidorov [14] 

mentioned this result in their paper (without proof). It is very difficult to calculate the entropy 
of β̃U  for every β> 1. However, our main results, namely [2, theorem 2.4], theorems 4.2 and 
3.7 allow us to calculate ( )βUdimH  for almost all β> 1. Similar result is also obtained in [19] 
by a different method.

5. Doubling map with holes

In this section, we consider the doubling map with holes. Our main motivation is to answer 
partially one problem posed in the PhD thesis of Alcaraz Barrera [4]. We start with some defi-
nitions. Let ( )    =T x x2 mod 1 be the doubling map defined on [0, 1). Given any ( ) [ )⊂a b, 0, 1 , 
define

( ) { [ ) ( ) ( ) ⩾ }= ∈ ∉ ∀J a b x T x a b n, : 0, 1 : , , 0 .n

˜( ) {( ) { } ( )            ( )}N= ∈ ∈J a b a a x J a b, : 0, 1 : is the binary expansions of , .n n

We refer the interval (a, b) as the hole. Alcaraz Barrera posed the following question in his 
PhD thesis.

Question 5.1. For which hole ( )( )⊂a b, 0, 1

2
 with the property that the orbits of a and b do 

not hit (a, b), is J(a, b) measure theoretically isomorphic to a subshift of finite type?

Remark 5.2. If the orbits of a and b hit (a, b), then ˜( )J a b,  is a subshift of finite type. This 
fact was proved in [6, proposition 4.1]. That is why the extra assumption is added on the orbits 
of a and b.

Our partial answer to question 5.1 is the following theorem.

Theorem 5.3. For any hole ( )( )⊂a b, 0, 1

2
, if the orbits of a and b are eventually periodic, 

and the associated adjacency matrix of J(a, b), i.e. ′S , is irreducible, then J(a, b) is measure 
theoretically isomorphic to a subshift of finite type.

Remark 5.4. The underlying measure and the matrix ′S  in the theorem will be given later in 
this section. The reason why we need the irreducibility condition is to define the Parry meas-
ure [24]. An analogous result holds for several holes. It is easy to see that any point [ )∈x 0, 1  
can be approximated by a sequence ( ) [ )∈=

∞x 0, 1n n 1  such that each xn has an eventually peri-
odic coding. With this observation, for many pairs ( )x y,n n , if xn and yn have eventually periodic 
codings, then by theorem 5.3, the event that ( )J x y,n n  is measure theoretically isomorphic to a 
subshift of finite type happens for many cases. Calculating the Hausdorff dimension of J(a, b) 
is indeed analogous to theorem 4.2. For this problem irreducibility condition is not necessary. 
We do not give the detailed proof for this case.

The proof of theorem 5.3 follows the same idea used in section 2. Since the orbits of a and 
b are eventually periodic, we can partition [0,1) by the orbits of a and b. Denote the values of 
the orbits of a and b by { }= �D d d d, , , p1 2 . If 0, 2−1, a, b and 1 are not in this set, we put these 
points in D. Without loss of generality, we still use the set { }= = =�D d d d0 , , , 1p1 2 . These 
points give a partition of [0,1), i.e.

[ ) [ )=∪ =
−

+d d0, 1 , .i
p

i i1
1

1
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Note that 1 is not a point of the partition. We still use the notation above as it will not effect 
our main result. It is not difficult to see that each [ )+d d,i i 1  is mapped into an interval which is 
the union of some sets of the partition, see the following example.

Example 5.5. Let ( )= ∞a 01010 2  and ( )= ∞b 10010 2 , then the orbit of a is

{ }( ) ( ) ( ) ( )= = = = =a T a T a T a T a
10

31
,

20

31
,

9

31
,

18

31
,

5

31
2 3 4

the orbit of b is

{ }( ) ( ) ( ) ( )= = = = =b T b T b T b T b
18

31
,

5

31
,

10

31
,

20

31
,

9

31
,2 3 4

We partition [0, 1) as follows,

[ ) ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟
⎡
⎣⎢

⎞
⎠

⎡
⎣⎢

⎞
⎠

⎡
⎣⎢

⎞
⎠

⎡
⎣⎢

⎞
⎠

⎡
⎣⎢

⎞
⎠

⎡
⎣⎢

⎞
⎠

⎡
⎣⎢

⎞
⎠= ∪ ∪ ∪ ∪ ∪ ∪

= ∪ ∪ ∪ ∪ ∪ ∪A B C D E F G

0, 1 0,
5

31

5

31
,

9

31

9

31
,

10

31

10

31
,

1

2

1

2
,

18

31

18

31
,

20

31

20

31
, 1

This is a Markov partition of [0,1) as we have

( ) ( ) ( ) ( ) ( ) ( )= ∪ ∪ = ∪ = = = =T A A B C T B D E T C E T D G T E A T F B, , , , ,  and =T G( )  
∪ ∪ ∪ ∪C D E F G. Subsequently we can define an adjacency matrix

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟⎟

=S

1 1 1 0 0 0 0
0 0 0 1 1 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 1 1 1 1

.

Recall the Markov partition of [ ) [ )=∪ =
−

+d d0, 1 ,i
p

i i1
1

1 , we identify each intervals [ )+d d,i i 1  

with a block Bi. In what follows, we use the set of blocks { }=
−Bi i

p
1
1 to represent the inter-

vals {[ )}+ =
−d d,i i i

p
1 1

1. The corresponding adjacency matrix S generates a subshift of finite type, 
which we denote it by Σ, i.e.

{( ) { } }NΣ = ∈ − =+�i p S1, 2, , 1 : 1 .n i i,n n 1

Let

{( ) ⩾ ( ) ( ) }σ= ∈Σ ∃ = − ∞P i k i p: 0 with 1 .n
k

n

In this section, we always assume that the binary expansion of [ )∈x 0, 1  is generated by the 
doubling map, i.e. any binary expansion ( ) { }N∈a 0, 1n  cannot end with ∞1 . Hence we should 
remove P from Σ.

Note that for each ⩽ ⩽ −i p1 1, it has an associated Bi which is one of the sets of the Markov 
partition. For any [ )∈x 0, 1 , we can find its associated coding in Σ using the orbit of x, i.e. we can 
find some sequence ( ) \∈Σj Pk  such that ( ) ( )∈ ∈ ∈

+
� �x B T x B T x B, , , ,j j

k
jk1 2 1

. Conversely, 
for any ( ) \∈Σj Pk , we may also find some point [ )∈x 0, 1  such that ( ) ⩾∈

+
T x B k, 0k

jk 1
.
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The following lemma is clear.

Lemma 5.6. ( ( )) ( [ ))=J a b J a bdim , dim , ,H H  where

[ ) { [ ) ( ) [ ) ⩾ }= ∈ ∉ ∀J a b x T x a b n, 0, 1 : , , 0 ,n

moreover, J(a, b)  =  J[a, b) except for a countable set.

Proof. The lemma follows the following simple inclusions.

[ ) ( ) { [ ) ( ) } [ )⊂ ⊂∪ ∈ = ∪=
∞J a b J a b x T x a J a b, , 0, 1 : , .n

n
1 □

Since the Hausdorff dimension of a countable set is zero, in the remaining of this section, 
we only consider the set J[a, b) instead of J(a, b).

By virtue of the definition of Markov partition, the hole [a, b) is the union of some sets of 
this partition. We denote its associated blocks by �B B B, , ,i i is1 2 . For simplicity we denote these 

blocks by = =� ��B B B B, ,i s i1 s1 .
Let S be the adjacency matrix, and the associated blocks of the hole are �B B B, , ,i i is1 2 . We 

remove the ijth row and ijth column of S, ⩽ ⩽j s1 , and denote this new matrix by ′S . Similarly, 
the subshift of finite type generated by ′S  is denoted by Σ′. For example 5.5 we mentioned 
above,

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

=′S

1 1 1 0 0
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0
0 0 1 1 1

.

Lemma 5.7. There is a bijection between the set of all binary expansions of points in [0, 1) 
and \Σ P.

Proof. Given ( ) \∈Σi Pn , for i1 we can find a corresponding interval Bi1. Bi1 is in the domain 
of T0  =  2x or T1  =  2x  −  1. If Bi1 is in the domain of T0, then we let a1  =  0, otherwise, we set 
a1  =  1. By the definition of Markov partition, ( )⊂+B T Bi in n1  for any ⩾n 1. Then similarly we 
identify (in) with a sequence ( ) { }N∈a 0, 1n  in the following way

             
             

⎧
⎨
⎩

=
=
= −

a
B T x

B T x

0 if is in the domain of 2
1 if is in the domain of 2 1n

i

i

0

1

n

n

Define = ∑ =
∞ −x a 2n n

n
1 , we know that (an) is a binary expansion of x, which cannot end with 

∞1  as ( )∉i Pn . Conversely, given any binary coding (an) which does not end with ∞1 , we can 
define a point = ∑ =

∞ −x a 2n n
n

1 . For any k, Tk(x) falls into some ⩽ ⩽ −B j p, 1 1j . Therefore we 
may find a unique associated sequence ( ) \∈Σi Pn . Now we can define a bijection

{               } → \φ Σ P: all the binary expansions under the doubling map

by

( ) ( )φ =a i ,n n

if ( )∈ +T x Bn
in 1, ⩾n 0, where = ∑ =

∞ −x a 2n n
n

1 . □
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In order to construct an isomorphism between J [a, b) and Σ′, we have to remove some 
points from these two sets respectively. Let { }= = −�E d d d0, , , p1 2 1 , define

[ ) \ ( ( ))∪ =∞
−J a b T E, .n

n
0

By lemma 5.7, every point in [ )∈x 0, 1  has a unique coding in \Σ P. Since ( )∪ =
∞ −T En

n
0  is a 

countable set, the corresponding codings of this set in \Σ P is also a countable set. Denote 
this set by Q.

For any [ ) \ ( ( ))∈ ∪ =∞
−x J a b T E, n

n
0 , we consider the orbit of x, i.e. we can find an infinite 

sequence { } =
∞Bj k 1k

 such that ( ) ( )∈ ∈ ∈
+

� �x B T x B T x B, , , ,j j
k

jk1 2 1
. Hence, we obtain a unique 

( ) \ ( )∈Σ ∪′j P Qk . Subsequently we can define a map

[ ) \ ( ( )) → \ ( )φ ∪ Σ ∪′=
∞ −J a b T E P Q: , n

n
0

by

( ) ( )φ =x j .k

Since Σ′ is a subshift of finite type, and the matrix ′S  is irreducible, we can define a Parry mea-
sure μ, which is the unique measure of maximal entropy, on Σ′, see [24]. Now we can prove 
following result.

Theorem 5.8. Let [ ) { [ ) ( ) [ ) ⩾ }= ∈ ∉ ∀J a b x T x a b n, 0, 1 : , , 0 ,n  and μ is the Parry meas-
ure of Σ′. Then ( [ ) )µ φ�J a b T, , ,  is measure theoretically isomorphic to ( )σ µΣ′, , .

Proof. It is easy to check that σ φ φ=� � T . Hence, it remains to prove that φ is a bi-
jection between [ ) \ ( ( ))∪ =∞

−J a b T E, n
n

0  and \ ( )Σ ∪′ P Q . Firstly φ is one-to-one. For any 
[ ) \ ( ( ))∈ ∪ =∞

−x y J a b T E, , n
n

0 , if ( ) ( )φ φ=x y , then we can implement the idea, which is used 
in the proof of lemma 5.7, to find the binary codings of x and y. Since ( ) ( )φ φ=x y , it follows 
that their associated binary codings also coincide. Hence, x  =  y. On the other hand, for any 
( ) \ ( )∈Σ ∪′j P Qk , we can find a point x such that ( ) ⩾∈

+
T x B k, 0k

jk 1
 (also see the proof of 

lemma 5.7). By the definition of \ ( )Σ ∪′ P Q , Tk(x) cannot hit ( )∪ =
∞ −T En

n
0 , and { ⩾ }

+
B k, 0jk 1

 

does not consist of any � ��B B, , s1 . Therefore, [ ) \ ( ( ))∈ ∪ =∞
−x J a b T E, n

n
0 . □

Now theorem 5.3 follows from theorem 5.8 and lemma 5.6.
We end with an example.

Example 5.9. Let =a 1

31
 and =b 2

31
. Then ( ( )) = αJ a bdim ,H

log

log 2
, where α is the largest 

positive root of = + + +x x x x 14 3 2 . Note that the orbits of a and b are eventually periodic 
under the doubling map. Let A  =  [0, 1/31), B  =  [1/31, 2/31),C  =  [2/31, 4/31), D  =  [4/31, 
8/31),E  =  [8/31, 1/2), F  =  [1/2, 16/31),G  =  [16/31, 1). Then we can define an  adjacency 
 matrix

⎛

⎝

⎜
⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟⎟

=′S

1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 1 1 1 1

with respect to J(a, b). The spectral radius of this matrix is α.
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