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ABSTRACT: The fundamentals of structure sensitivity and
promoter effects in the Fischer−Tropsch synthesis of lower
olefins have been studied. Steady state isotopic transient
kinetic analysis, switching 12CO to 13CO and H2 to D2, was
used to provide coverages and residence times for reactive
species on supported iron carbide particles of 2−7 nm with
and without promoters (Na + S). CO coverages appeared to
be too low to be measured, suggesting dissociative adsorption
of CO. Fitting of CH4 response curves revealed the presence
of parallel side-pools of reacting carbon. CHx coverages
decreased with increasing particle size, and this is rationalized
by smaller particles having a higher number of highly active
low coordination sites. It was also established that the turnover frequency increased with CHx coverage. To calculate H
coverages, new equations were derived to fit HD response curves, again leading to a parallel side-pool model. The H coverages
appeared to be lower for bigger particles. The H coverage was suppressed upon addition of promoters in line with lower methane
selectivity and higher lower olefin selectivity. Density functional theory (DFT) was applied on H adsorption for a fundamental
understanding of this promoter effect on the selectivities, with a special focus on counterion effects. Na2S is a better promoter
than Na2O due to both a larger negative charge donation and a more effective binding configuration. On the unpromoted Fe5C2
(111) surface, H atoms bind preferably on C after dissociation on Fe. On Na2S-promoted Fe5C2 surfaces, adsorption on carbon
sites weakens, and adsorption on iron sites strengthens, which fits with lower H coverage, less CH4 formation, and more olefin
formation.
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■ INTRODUCTION

Supported nanoparticles are used in various applications,
including medicine, sensors, energy conversion and storage,
optical devices, electronics, and heterogeneous catalysis.1,2 In
the latter, many reactions on such nanoparticles are structure
sensitive.3 Also, often small amounts of promoters are needed
to obtain the desired activity, selectivity, or stability.4 Size and
promoter effects require much fundamental research to design
good catalysts, with the notable example of Fischer−Tropsch
(FT) synthesis.5−7

While iron, cobalt, and ruthenium are typical FT metals,
iron8 and cobalt9 are preferred for production of lower olefins
and high-molecular-weight paraffins, respectively. Lower olefins
are basic building blocks which are used to produce a wide
variety of products, ranging from plastics to pharmaceuticals.
Although the traditional route to lower olefins production is
thermal or catalytic cracking of naphtha or vacuum gas oil,10,11

unconventional processes based on alternative feedstocks such
as coal, natural gas, and biomass are of growing importance in
recent years.12−15 These alternative feedstocks may be
converted to synthesis gas, a mixture of CO and H2, to
produce lower olefins, either indirectly via methanol16,17 or
dimethyl ether,18 or directly via the Fischer−Tropsch to olefins
(FTO) process.8,19

During the Fischer−Tropsch process many reactions occur
simultaneously.20−22 In essence, CO and H2 reactant molecules
dissociate, form CHx species, and associate to form hydro-
carbons via chain growth. Notably, on iron there is a
competition between two types of termination reactions: H
addition leading to alkanes versus β-H removal leading to
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olefins. Hence, a major challenge for the FTO process is the
high methane selectivity. Addition of promoters, such as
potassium, manganese, copper, and sulfur, has been shown to
suppress methane formation.23−26 Functionalization of carbon
supports was also reported to promote the catalytic activity and
selectivity toward lower olefins.27−29 Especially effective is the
combination of sodium and sulfur promoters, as was found by
Torres Galvis et al.30,31 Furthermore, upon addition of these
promoters, the particle size of iron nanoparticles supported on
carbon nanofibers (CNF) was discovered to play an
instrumental role in increasing activity and selectivity toward
lower olefins.7

In this work, the aim is to gain fundamental insights into the
effect of iron particle size and of sodium and sulfur promoters.
This is done experimentally with the steady state isotopic
transient kinetic analysis (SSITKA) technique and with density
functional theory (DFT) modeling.
In SSITKA, isotopic switches (12CO to 13CO and H2 to D2)

are performed at steady state, after which the isotopic ratios in
reactants and products are monitored with mass spectrometry
(MS). The MS results are then analyzed to determine the
surface residence times and surface coverages of reaction
intermediates. SSITKA has been reviewed to be a suitable
technique for kinetic study of heterogeneous catalytic reactions,
including the iron FT synthesis.32−34 Besides being used to
understand the effect of activation methods, this technique was
also used to investigate the effect of various promoters for iron
FT catalysts at the active site level.35−37 It was found for those
promoters that higher catalytic activities relate primarily to
increasing numbers of active surface intermediates. Recently,
Govender et al. used SSITKA to propose mechanistic pathways
for iron FT catalysts at a high temperature of 330 °C.38−40

While iron catalysts were studied with SSITKA before, the
effect of Na and S promoters and of iron particle size has yet to
be investigated.
To gain even more fundamental understanding of the effects

of the Na and S promoters, DFT modeling was used as well.
While significant progress has been made on the theoretical
understanding of the FT mechanisms on Co and Ru based
systems, theoretical insights to the FT mechanism of Fe based
systems are less complete.41−43 This is due to the complex
nature of the Fe catalyst, which includes the existence of
different Fe phases and facets during FT reaction.21,44−46 Most
experimental and theoretical researchers accept that carburiza-
tion is needed and χ-Fe5C2 is the most abundant active phase.21

Due to the active phase being a carbide, it is further believed
that a Mars−van-Krevelen-like mechanism occurs during FT
reaction.47,48

Numerous theoretical calculations were performed.49−52

Notably, Huo et al. found that the reaction energy of CH4
formation on iron carbides is inversely proportional to the
charge of the surface C atom.53 This hints that promoters
decrease the CH4 selectivity in iron-catalyzed FTS by increasing
the negative charge of surface carbon atoms. Modeling studies
of potassium on iron and iron carbide also point to negative
charge donations as the main promoter effect.51,54,55 Here, the
focus is on the combination of Na and S promoters, because
the added effect of counterions is often not taken into
consideration. Understanding why that combination is the best
promoter found so far will also shed further light onto why
lower olefin selectivity increased for promoted systems upon
increase in particle size.

In the experimental samples, the weight loading of iron was
varied between 2% and 20%, resulting in average iron carbide
nanoparticle sizes of 2−7 nm. Catalytic tests were performed at
methanation conditions (1.85 bar, 350 °C, H2/CO = 10) to
minimize the number of labeled products. Isotopic switches
were subsequently carried out at steady state, and the response
times of isotopic products were recorded. The transients of
CH4 and HD were fitted to various models, and fitting of HD
transient curves was done for the first time.

■ EXPERIMENTAL METHODS
Catalyst Preparation and Characterization. Prepara-

tion of Unpromoted Supported Catalysts. CNF support was
prepared as reported previously.56 Four unpromoted catalysts
with different iron loadings (2, 5, 10, 20 wt % Fe) were
prepared using incipient wetness impregnation. A 7.014 g
portion of ammonium iron citrate (Fluka, purum p.a., 14.5−16
wt % Fe) was dissolved in 25 mL of demineralized water to
form a stock solution. Except for the 2 wt % Fe loaded catalyst,
every catalyst required successive impregnation steps. The
samples were dried under static air at 120 °C between
impregnation steps and after the final impregnation step for 1
and 2 h, respectively. Calcination was performed at 500 °C for
2 h under nitrogen flow (5 °C/min; 100 mL/min for 2 g
catalyst). After cooling to room temperature, the catalyst was
passivated by oxidation. The oxygen concentration was
increased stepwise (2% v/v increase every 30 min) until
reaching 20% v/v. The number in the sample code indicates the
nominal iron loading.

Preparation of Promoted Supported Catalysts. Four
promoted catalysts with different iron loadings (2, 5, 10, 20
wt % Fe) were prepared using incipient wetness impregnation.
A 6.954 g portion of ammonium iron citrate (Fluka, purum p.a.,
14.5−16 wt % Fe), 0.199 g of sodium citrate tribasic dihydrate
(Sigma-Aldrich, >99.0%), and 0.056 g of iron(II) sulfate
heptahydrate (Merck) were dissolved in 25 mL of demineral-
ized water to form a stock solution. Subsequent steps were
performed as described above. In addition to the number in the
sample code which indicates the nominal iron loading, the
letter P was included for promoted catalysts.

Characterization. Iron, sulfur, and sodium contents in the
samples were analyzed with ICP-OES (inductively coupled
plasma−optical emission spectroscopy) using a Spectro Ciros
CCD spectrometer. Transmission electron microscopy (TEM)
images were attained on a Philips Tecnai-20 FEG (200 kV)
microscope equipped with an EDX and an HAADF detector.
The average iron oxide particle sizes were in agreement with
those reported in a previous publication.7 The composition of
the Fe phases before reaction, after reduction, and after FTO
reaction was determined in situ with transmission 57Fe
Mössbauer spectroscopy. Transmission 57Fe Mössbauer
absorption spectra were collected at 300 K with a conventional
constant-acceleration spectrometer using a 57Co(Rh) source.
Velocity calibration was carried out using an α-Fe foil. The
Mössbauer spectra were fitted using the Mosswinn 4.0
program. The Mössbauer transmission cell has a tubular
reaction chamber with an internal diameter of 15 mm, and the
catalyst bed lengths were 1.5−3 mm (catalyst loading of 100−
300 mg). Although the reactant gases pass through the catalyst
bed, the Mössbauer cell is not a plug-flow reactor due to a large
dead volume (∼7 cm3) before the catalyst bed. A total flow rate
of 100 mL/min was used during treatments, corresponding to a
gas hourly space velocity (GHSV) of about 12000−24000 h−1.
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The reaction conditions were as described in the transient
isotope experiments below.
Transient Isotope Experiments. The SSITKA setup used

was described in other publications.57 The quantity of catalyst
loaded was varied to achieve CO conversion of approximately
10%. For promoted catalysts, 150 mg of catalyst (212−425 μm)
was diluted with 300 mg of SiC (212−425 μm) and loaded in a
plug flow U-shaped reactor. For unpromoted catalysts, catalyst
loading was varied between 75 and 400 mg. The catalysts were
first reduced in situ for 2 h at 350 °C (ramp 5 °C/min) and 1
bar under diluted H2 flow (H2 /Ar = 20/40 mL/min). After
reduction, the temperature was kept at 350 °C, the pressure
was raised to 1.85 bar, and diluted synthesis gas (12CO/H2 /Ar
= 0.75/7.5/16.75 mL/min) was introduced. The SSITKA
experiment was performed after 20 h of reaction to arrive at
relatively stable performance (steady state).
The performance of the catalysts was monitored online with

an HP5890 gas chromatograph (GC) equipped with FID and
TCD. The activity of the catalyst, specifically CO conversion,
and the selectivity (excluding CO2) were calculated from TCD
and FID chromatograms, respectively.
Upon reaching steady state, an isotopic switch from 12CO/

H2 /Ar to 13CO/H2 /Kr was performed, and these isotopic
transient responses were monitored with a Balzers QMG 422
quadrupole mass spectrometer. The isotopic switch from CO/
H2/Ar to CO/D2/Kr was also carried out. Usually the average
surface residence time (τ) is determined from the area under
the normalized transient curve (Figure 1), using the Ar or Kr

inert tracer to correct for gas phase hold-up.57 Correction for a
chromatographic effect of CO was not necessary here.
However, fitting of the hold-up-corrected CH4 response curves
to the models of Soong et al. revealed the presence of parallel
carbon pools, resulting in a τ1 and a τ2.

58

Different types of parallel pool models give identical fitted
curves but different relations between τ1 and τ2.

58 Here, the
parallel side-pool model was considered most appropriate. The
surface coverage, θ, of CHx species (main-pool) was calculated
by dividing the number of adsorbed CHx species (NCHx) by the
number of Fe surface atoms. NCHx was determined by
multiplying τ1 and the exit flow, Q, of CH4. The number of
Fe surface atoms was calculated assuming that the particles
consist fully of Fe5C2. From the density of Fe5C2 (ρ = 7.57 g/
mL), it was calculated that there were 75 Fe atoms/nm3 and
17.8 Fe atoms/nm2.

θ
τ

=
Q

NCH
1 CH

Fe surface atoms
x

4

To determine H coverage, HD response curves were fitted as
well. For this recombined species, new equations were derived
on the basis of the equations of Soong et al.58 These new
equations do differ between normal parallel pools and parallel
side-pools (θH,1θD,1 + θH,2θD,2 vs θHθD, respectively) and the
parallel side-pool (model D) was found to give the best fits.
Since HD curves were normalized with respect to H2 curves
and exiting H2 could be both recombined or unreacted H2, a
conversion factor, χ, was included. θ′ values are normalized
coverages:

θ χ′ = + −τ τ− −α βt A A( ) ( e (1 )e )t t
H

1/2 / /

θ χ θ′ = − ′t t( ) ( )D
1/2

H
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The relationship between τα and τβ, and τ1 and τ2, was shown
in detail in ref 58. Once τ1 was found, the absolute H coverage
was calculated:

θ
τ χ

=
Q

NH
1

2
H

C surface atoms

2

From the modeling studies performed in this work, it was
concluded that H surface species reside preferentially on C
rather than on Fe atoms of the Fe5C2 surface. Hence, the
surface coverage of H was calculated by dividing the number of
adsorbed H atoms by the number of C surface atoms. From the
density of Fe5C2, it is calculated that there are 30 C atoms/nm3

and 9.7 C atoms/nm2.
For the calculation of surface coverages, the active surface

was calculated from the Fe5C2 particle sizes reported in Table 1.

However, as reported in ref 7 and confirmed by analyzing spent
catalyst 20PFeCNF, the particles may grow by 10−40% due to
sintering, decreasing the active surface by the same percentage.
On the other hand, as mentioned below, carburization is only
partial and likely progressing from the surface inward,59,60

leading to core−shell particles that are only slightly smaller than
the original Fe2O3 particles, causing us to underestimate the
active surface by roughly 20%. Since these two sources of
uncertainty more or less negate each other, we choose to ignore
them for the sake of simplicity.

Figure 1. Typical normalized transient curves of full period and initial
period (inset) from a 13CO/H2/Kr to 12CO/H2/Ar backswitch
(catalyst 2PFeCNF).

Table 1. Properties of Promoted and Unpromoted CNF-
Supported Iron Catalysts

wt % loadinga av particle size (nm)

Fe Na S Fe2O3
b Fe5C2

c

CNF support N.D. 0.4 <0.01 N.A. N.A.
2FeCNF 2.2 0.6 <0.01 2.7 2.2
5FeCNF 4.3 0.5 <0.01 4.0 3.2
10FeCNF 6.9 0.5 0.01 6.9 5.5
20FeCNF 15.0 0.5 <0.01 8.6 6.9
2PFeCNF 2.2 0.6 0.02 2.7 2.2
5PFeCNF 4.6 0.6 0.03 4.1 3.2
10PFeCNF 8.4 0.6 0.06 6.8 5.4
20PFeCNF 13.9 0.6 0.11 8.7 7.0

aMeasured with ICP-OES. bNumber-average determined by TEM.
cCalculated from TEM data of Fe2O3.
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DFT Modeling. DFT modeling was performed with the
ADF-BAND package (version 2014.04),61,62 using the rPBE
functional63 and Grimme D3 corrections64 with Becke−
Johnson damping.65 The rPBE functional was chosen since
we are modeling surface adsorption; dispersion corrections are
needed for proper adsorption of sulfur species. A TZP basis set
(TZ2P for sulfur) with small frozen cores, a “normal” kspace
(kpoints up to at least 10 Å), a “normal” Becke grid, and “good”
zlm-fit parameters were used. For efficiency, the SCF was
converged to only 5 × 10−4 Hartree, and the tails of the orbitals
were ignored below 10−4 Hartree; and the old gradient routine
was used and converged to 0.004 hartree/Å. All settings were
tested to be appropriate.
Before modeling the catalyst surface, bulk Fe5C2 was

reoptimized with these settings. The resulting unit cell
dimensions were the following: a = 11.29 Å, b = 4.39 Å, c =
4.91 Å, and β = 97.4°, ca. 3% shorter in each direction than that
typically obtained without Grimme corrections.44,45 The
magnetic moment was 1.76 μB, which is typical.
The Fe5C2 surfaces were modeled according to the work of

Zhao and Jiao et al., who determined the most stable surfaces
and surface terminations under Fischer−Tropsch conditions.45

After correcting their Wulff construction, the most abundant
surface was found to be the (111) surface.66 We have assumed
that the same termination of the (111) surface is most stable
and abundant when there are promoters present on the surface.
The surface calculations were performed with slabs of 9 Å

thick and the atoms in the bottom 3 Å frozen. For efficiency,
the frozen atoms were calculated with minimal settings (SZ
basis sets with large frozen core, orbital confinement to 4 bohr,
and “basic” settings for the Becke grid and zlm-fit parameters).
Surface calculations were performed on 2 × 2 unit cells,
implying supercell vectors of 12.11 and 13.17 Å with an angle
of 98.7°. Since the ADF-BAND uses true 2D periodicity, no
vacuum spacing nor dipole corrections were needed.
We studied the adsorption of Na, NaOH, NaSH, Na2O, and

Na2S on the (111) surface of Fe5C2. Often, only adsorbed alkali
atoms are modeled, but here purposely the effect of the
counterions was studied as well, focusing on the effect of the
promoters on the adsorption of H atoms. H adsorption on
carbon sites versus H adsorption on iron sites is related to CH4

(H2 dissociates on Fe and H moves to carbon)45 versus olefin
formation (a hydrogen returns to iron). First, optimal positions
for Na, NaOH, NaSH, and H were determined on a 1 × 1 unit
cell by running optimizations from a grid of 25 starting
positions above the surface (times 4 orientations for NaOH and
NaSH). The most favorable positions were recalculated on the
2 × 2 unit cell. For Na consistently the two most favorable

positions were found, and these were used to construct eight
possible structures each for Na2O and Na2S.
For the two most favorable positions for each promoter, the

effect on the adsorption of H at its preferred positions was
studied. In fact, due to the asymmetry introduced by the
presence of one promoter species per four unit cells, each H
position now has four unique duplicates in neighboring unit
cells. Note that each of these four duplicates has a different
distance to the promoter species. Out of the four duplicates at
least the closest and the furthest were calculated for each H
position and for each promoter geometry, but excluding
structures with obvious sterical clashes.
Atomic charges were calculated with Hirshfeld’s method.67 It

should be kept in mind that these charges are only indicative
(as with any charge assignment scheme), since atoms overlap
and therefore atomic charges are ill-defined. Adsorption
energies of H atoms were calculated with respect to 1/2H2 (g).

■ RESULTS AND DISCUSSION

An overview of the catalysts and their properties is presented in
Table 1. It is noted from ICP elemental analysis results that the
unpromoted catalysts contained some sodium, as well.
However, this is assumed to be present on the support and
to not affect the iron nanoparticles. For sulfur, assuming all
sulfur resides on the iron carbide surface and the coverage of
terraces and edges is equal, the implied coverage ranges from
3% to 14%.
Since previous catalytic tests7 were performed at FTO

conditions (H2/CO = 1), the catalytic performance at
methanation conditions (H2/CO = 10) needed first to be
established. Despite the differences in reaction conditions,
similar trends were observed for the catalytic performances
(Table 2 and S2 in the Supporting Information): For the
unpromoted catalysts, methane was the dominant product,
whereas the promoted catalysts showed relatively low selectivity
to methane. Also, the trend with respect to particle size was
similar as found previously at FTO conditions.7

In situ Mössbauer spectroscopy was performed to compare
the composition of Fe phases at FTO7 and methanation
conditions (S1 in the Supporting Information). It was shown
that partial carburization (∼20%) was attained for all catalysts.
While absolute composition of Fe phases varied between FTO
and methanation conditions, similar trends were found.
Notably, some catalysts with rather similar total carbide
contents (5PFeCNF and 20PFeCNF) did exhibit rather
different catalytic performances. This is in line with previous
suppositions that carbide contents cannot account for differ-
ences in catalytic performance.7

Table 2. Catalytic Performance of Catalysts at Methanation Conditions (1.85 bar, 350 °C, H2/CO = 10, TOS = 15 h)

product selectivity (% C)

FTY (10‑6 molCO/gFe s) apparent TOFd (10‑3 s‑1) CH4 C2−C4 olefins C2−C4 paraffin C5+

2FeCNF 36.6 20.5 64 23 11 2
5FeCNF 1.2 0.9 68 19 12 1
10FeCNF 1.4 2.0 72 15 12 2
20FeCNF 0.7 1.2 70 21 7 2
2PFeCNF 20.1 9.1 55 21 22 3
5PFeCNF 5.8 4.4 47 33 16 4
10PFeCNF 3.4 4.8 40 41 16 4
20PFeCNF 1.4 2.4 34 50 11 6

dApparent turnover frequency: moles of CO converted to hydrocarbons per mole of surface Fe per second.
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CH4 Transient. Figure 1 illustrates typical normalized
transient curves from a 13CO/H2/Kr to 12CO/H2/Ar back-
switch. The overlap of the CO and Ar transients shows a low
CO surface coverage (S3 in Supporting Information),38,68,69

which suggests CO adsorption was dissociative. The response
times for CH4 are an order of magnitude longer in the case of
Fe catalysts than for Co catalysts.70 The two distinct gradients
of decay observed for the CH4 response time suggested the
presence of two separate processes for methanation. To affirm
this proposition and obtain a quantitative analysis, fitting of the
CH4 response curves to classic models from Soong et al. was
performed (S4 in Supporting Information).58,70 It was
concluded that the parallel pools model provided the best fit.
It is proposed that the fast pool relates to C atoms that stay at
the surface of Fe carbide nanoparticles after CO dissociation,
whereas the slow pool consists of C atoms that diffuse from the
interior of the particles. Note that both pools react via the
Mars−van-Krevelen-like mechanism.47,48 Since the bulk C
atoms can only react after they moved to the surface, analysis
according to model D (the second pool being only a side-pool)
seems most appropriate. The reported residence times are for
the main (fast) pool, i.e., CHx surface residence times (of
species forming methane).
Figure 2 shows that, for unpromoted catalysts, increasing

particle sizes did not result in significant changes in the surface

residence times of CHx present at the surface. This indicates
that the intrinsic activity of active sites for methane formation
(k = 1/τCHx) was not considerably influenced by particle size if
there were no promoters. However, for promoted catalysts,
increasing particle sizes did lead to increasing CHx surface
residence times. This deviates from the previous work by
Lohitharn and Goodwin who concluded that promoters do not
influence intrinsic activity.36,37

For both promoted and unpromoted catalysts, the CHx
coverage decreased upon increase in particle size (S4 in
Supporting Information). This concurs with the hypothesis that
there are a higher number of active sites at corners and edges,
as these are more abundant on small iron carbide particles.
Promoted catalysts recorded higher CHx coverage in
comparison to unpromoted catalysts, meaning that the
presence of promoters apparently increased the number of

active CHx surface intermediates leading to hydrocarbon
products.
Despite the lower intrinsic activity (for termination toward

CH4) per active site (1/τCHx), the promoted catalysts showed
higher overall activity (Table 2). This is an indication that the
overall activity depended more on the number of CHx surface
intermediates than on the surface residence time of CHx, and
this is in agreement with literature results.36,37 Figure 3

illustrates the relation between CHx coverage and apparent
turnover frequency (TOF). It appears that an increase in the
number of active CHx surface intermediates leads to a
proportional increase in TOF.
On the other hand, CH4 selectivity was independent of CHx

coverage (S4 in Supporting Information), which suggests that
the methane selectivity relates to H coverage.

HD Transient. Figure 4 depicts typical normalized transient
curves from a CO/H2/Kr to CO/D2/Ar switch, which was

performed to determine H coverage. One of the observations is
that the breakthrough of H2 was much faster than Kr. This is
attributed mainly to the faster diffusion rate of H2 in
comparison to Kr. As a result, H coverage could not be
determined with the conventional data treatment. Instead, H
coverage was determined using the formation of HD. The
instantaneous HD formation indicates dissociative adsorption

Figure 2. CHx surface residence times (fast pool) obtained upon
fitting to parallel side-pool model.

Figure 3. Apparent turnover frequency (TOF) as a function of CHx
surface coverages (350 °C, 1.85 bar, H2/CO = 10).

Figure 4. Typical normalized transient curves of full period and initial
period (inset) from a CO/H2/Kr to CO/D2/Ar switch (catalyst
2PFeCNF).
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of H2. The emergence of considerable tailing is proposed to
involve H exchange with CHx and OHx species (also on CNF
support).
The HD transient curves were fitted to newly derived

equations for multiple pool systems, specifically derived for HD
transients. The parallel side-pool model gave the best fits. To
assess the accuracy of the fitted parameters, fits were also
attempted with a numerical model including approximate
corrections for curve broadening due to diffusion in the lines.
Alternatively, only the peak of the HD curves was used to fit a
single pool model. The results of these three fitting procedures
led to the error bars drawn in Figures 5−7 (see also Supporting

Information S5). With reference to Figure 5, an increase in
particle size led to an increase in H surface residence times for
the unpromoted catalysts. For the promoted catalysts, H
surface residence times appeared to be rather independent of
particle size.

The comparison of H coverage for different particle sizes
with and without promoters is presented in Figure 6. Upon
increase in particle size, there was a decrease in H coverage. H
coverages for promoted catalysts were lower than for
unpromoted catalysts, which supports the proposition that
hydrogenation is suppressed in the presence of promoters. It
was noted that H coverages in all cases were above 1, which
means that there was at least 1 H atom adsorbed per C surface
atom. This is possible since 3 H atoms may be adsorbed on
each C surface atom before CH4 is formed.
Table 3 summarizes the coverages of catalysts obtained from

isotopic switches at steady state. For the unpromoted catalysts,

H was the dominant surface species, and the coverage of other
species, such as CHx and CxHy, was very low. Due to the
abundance of H adsorbed on the surface, the C atoms
produced will react with H atoms to methane, with limited
opportunity for chain growth. On the other hand, for the
promoted catalysts methanation is suppressed, especially in the
case of larger particles, for which H coverage is lower. The
lower H coverage also gives rise to olefins rather than paraffins
being produced (Table 2).

Figure 5. H surface residence times obtained upon fitting to parallel
side-pool model. Error bars indicate the margin of uncertainty
following from fitting different models.

Figure 6. Hydrogen coverage after model fits as a function of Fe
carbide particle size (350 °C, 1.85 bar, H2/CO = 10). The trend line is
drawn on the basis of consideration of edge and terrace sites
(assuming constant coverages on edge and terrace sites regardless the
particle size, which suggests that total coverage should be a function of
the form a + b/x).

Figure 7. Product selectivity as a function of H coverage (350 °C, 1.85
bar, H2/CO = 10): blue ◆ CH4 and blue ◇ C2−C4 olefins selectivity
for promoted catalysts; red ■ CH4 and red □ C2−C4 olefins selectivity
for unpromoted catalysts. Data points are for the parallel side-pool
model while the error ranges include the diffusion and single-pool fits.

Table 3. Average Surface Residence Times and Coverages of
Catalysts Followed with Isotopic Switches at Steady State
(1.85 bar, 350 °C, H2/CO = 10, TOS = 20 h)

CHx coverage H coverage

av Fe5C2 particle
size (nm) τCHx (s) θCHx τH

e (s) θH
e

2FeCNF 2.2 9 0.019 3 2.7
5FeCNF 3.2 9 0.001 5 2.1
10FeCNF 5.5 10 0.001 16 1.4
20FeCNF 6.9 13 0.002 25 1.2
2PFeCNF 2.2 12 0.010 4 1.6
5PFeCNF 3.2 13 0.005 5 1.4
10PFeCNF 5.4 19 0.006 5 1.3
20PFeCNF 7.0 20 0003 7 1.1

eAverage H surface residence times and coverages obtained from
parallel side-pool model.
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A relationship between H coverage and product selectivity is
shown in Figure 7. For the promoted catalytic system, it is
concluded that methane selectivity is directly proportional to H
coverage while lower olefin selectivity is inversely proportional
to H coverage. To understand the promoter effect on the
selectivity further, DFT modeling was performed for H
adsorption on promoted and unpromoted surfaces. Since the
promoter effect on selectivity is strongest for large particles, this
DFT study first focuses on terraces.
DFT Modeling. Promoter Positions and Charges. In the

literature, often only Na or K atoms are studied as promoter
species, but it seems unlikely that alkali metals are reduced at
FT conditions. Hence, Na+ should be studied including
counterions. The most likely states are Na2O and Na2S, but
for completeness we also studied NaOH and NaSH. The
energetically favorable positions for the various promoter
species on the Fe5C2 (111) surface are shown in Figure 8. It
was found that the sodium atom maximizes its carbon contacts,
leading to two favorable positions (Figure 8a,b), which differ in
energy by 19 kJ/mol. The same two Na positions were found
for NaOH and NaSH (Figure 8c−f). It is worth noticing that
these favorable positions for sodium differ from the positions
found for potassium.71

Interestingly, rather the same charge, q, was found for the
sodium ion in all structures, including the sodium atom. This
means that the atomically adsorbed sodium became fully ionic,
donating its electron to the iron carbide surface. When there
are counterions, though, part of this charge is taken by the
counterions, and the donation to the surface decreases. This is
especially true for NaOH and less so for NaSH since sulfur is
less electronegative. For Na2O versus Na2S, this difference in
charge going to the counterion instead of to the carbide surface
is less pronounced due to different geometries. However, when
Na2O and Na2S are optimized in the same geometries, it is
again clear that oxygen takes a more negative charge than sulfur
(in the geometry of Figure 8g, qNa2S = +0.74; in the geometry of
Figure 8h, qNa2O = +0.51).
For Na2O and Na2S different favorable structures were

found: oxygen binds on top of a carbon atom, while sulfur
interacts with iron atoms. In fact, the oxygen of Na2O forms a
very short bond with the carbon of only 1.33 Å, which is longer
than in a CO molecule but shorter than the single bond in, e.g.,
methanol. This explains the distorted charge donation to the
surface.
Charges in Fe5C2 are not ionic but polar, with typical atomic

charges at the surface of approximately +0.15 for Fe and −0.15
for C. As already stated in the literature, the effect of charge

Figure 8. Energetically favorable positions and resulting charges of Na (a and b), NaOH (c and d), NaSH (e and f), Na2O (g), and Na2S (h and (i)
on the (111) surface of Fe5C2. For second most favorable positions (b, d, f, and i) also the energy difference with the most favorable position is given.
Color coding: blue is Fe, black is C, ochre is Na, red is O, yellow is S, and white is H.

ACS Catalysis Research Article

DOI: 10.1021/acscatal.6b00131
ACS Catal. 2016, 6, 3147−3157

3153

http://dx.doi.org/10.1021/acscatal.6b00131


donation by the promoters is rather local:53−55 typically, the
charge on nearest neighbors of Na is lowered by 0.05−0.1 e,
while on next-nearest neighbors the effect is at most 0.02 e, and
on third nearest neighbors it is negligible.
Effect of Local Charges on H Adsorption. Since the

SSITKA results suggest that the selectivity depends mostly on
H coverage and availability, the focus is on H adsorption
(Figure 9). H binds favorably on carbons, with the optimal

position being on the same carbon that was found elsewhere to
be the most active one for CHx and CH4 formation.71

Adsorption on the other surface carbons (not shown in Figure
9) is weaker by 26, 33, and 44 kJ/mol, so these were not
studied any further. This fits with the low CHx coverages found
with SSITKA: apparently, only a fraction of the available
carbons are active. Placing the H on Fe atoms, there are two Fe
positions preferred over the rest of the Fe sites, however with
negative binding energy with respect to gaseous H2.
Alternatively, H can bind on the empty surface by bridging
between two iron atoms with intermediate adsorption energies.
However, on promoted surfaces this becomes less stable than
binding atop.
When these H positions and their inequivalent duplicates

were studied on the promoted surfaces, an excellent correlation
was found with the atomic charges of the accepting Fe or C
(Figure 10). The more negative charge promoters donate to an
iron atom, the stronger the adsorption of H on that iron atom
becomes. Note that on Fe(2) the H adsorption is more
sensitive to this promoter effect than on Fe(1), which means
that the effect apparently is quantitatively different for different
local geometries. For different Fe5C2 surfaces a different
sensitivity can be expected as well.
For the energetically second most favorable NaOH and

NaSH structures (Figure 8d,f), upon H adsorption at Fe(2), the
sodium ion tends to move somewhat toward the adsorbing H.
As a result, the charge donation to this iron increases, and the
H adsorption is strengthened even more, explaining the outliers
in Figure 10. The outliers for Fe(1) are for the same NaSH
structure, but in this case no explanation was found.
On a side note, the adsorption energies in Figure 10 are

rather low for a process that is run at 350 °C. This is related to
the choice of the rPBE functional: In general, the PBE
functional gives too strong an adsorption, so the rPBE
functional was developed to correct for this.63 Typically, this
gives a lowering in adsorption energies of roughly 60 kJ/mol.
For weak adsorbates, however, that may be too much, leading
to overcorrection.

For adsorption on carbon, we see the opposite effect
compared to that on iron: negative charge donation from the
promoter species makes H adsorption on carbon weaker. We
conclude that this is the determining factor for the improved
selectivity caused by adding promoters: Due to charge donation
to the Fe5C2 surface, the equilibrium between hydrogens
staying on Fe or binding with carbon changes in favor of
staying on Fe. This results in less methane formation and more
β-H removal leading to olefin formation. With respect to chain
growth probabilities, it should be realized that while
termination to alkanes is decreased, the β-H removal
termination increases, so there could be little net effect on
chain growth probabilities for C2+ compounds.

Differences between Promoters. In a comparison among
the different promoter species studied (Figure 11), the effect on

Figure 9. H positions that were studied (white dots). Due to the
asymmetry introduced by 1 promoter species per 4 unit cells, there are
4 inequivalent duplicates of each position (gray dots), which are all
studied. Color coding: blue is Fe, black is C, and ochre is Na.

Figure 10. Effect of local charges on H adsorption: Negative charge
donated to the Fe5C2 surface increases the H adsorption strength on
top of Fe atoms, but weakens the bonding to C atoms. Fe(1) and
Fe(2) denote the two different Fe sites. Outliers are colored lighter
and are explained in the main text. Eads H is defined with respect to 1/
2H2(g).

Figure 11. Comparison between promoter species. Results for second-
most favorable promoter positions are denoted by open symbols,
showing that the two Na positions have rather different effects on the
studied carbons. Na2S is the only promoter for which the actual
(favorable) promoter position has a strong effect on H adsorption on
carbon.
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adsorption to Fe is similar between promoters, since there is
always an Fe site with a Na neighbor. The adsorption on C is
more interesting: For the most affected C, a complicated trend
is found that is determined by exact geometries. For the
preferred Na position, the charge effect on the active carbons is
limited, while for the second-most favorable Na position the
effect is much larger. Interestingly, Na2S combines these two
positions and has a strong effect in its preferred geometry as
well. Na2O also combines the two Na positions, but the oxygen
blocks the carbon it sits on, and the closest active carbon is far
away and hardly affected. This may explain the superior
qualities of Na2S compared to those of the other promoter
species studied here.
However, since we have 4 inequivalent duplicates of the

active carbon atom (Figure 9), hydrogens can choose to go to
one that is hardly affected. Therefore, it is important that the
promoter concentration is high enough that there are Na
neighbors at all active carbons. To confirm this, we modeled a
doubled concentration of 2 promoter species per 4 unit cells for
Na2O and Na2S (Figure 12). Besides the different local

geometry, also the pattern over the surface differs between
these promoters, again in favor of Na2S. For Na2S, now all
active carbon atoms have a direct Na neighbor, stimulating the
preferred selectivity.
The results are summarized in Figure 13. Promoters decrease

the energy of hydrogen atoms on iron sites (increasing the
bond strength) but increase the energy on carbon sites
(decreasing the bond strength). This lowers the H coverage
on carbon, as was found with the SSITKA work, and lowers the
selectivity toward methane. In a comparison among different
sites around the Na2S species, the effects vary, but on all
positions either the binding on iron has strengthened or the
binding on carbon has weakened, leading to similar shifts in the
equilibrium away from methane formation. Hence, on
unpromoted Fe5C2 it seems H2 will split on iron sites and
immediately move to the active carbon positions, forming CHx
and ultimately CH4. On promoted surfaces the hydrogens have
a much greater chance to come back off the carbon, as
witnessed by higher olefin formation, lower H coverage, and
shorter H residence times.
Throughout this discussion it should be realized that the

amounts of Na2S versus Na2O depend on the ratio Na:S on the
particle surface. Typically most of the sodium resides on the
support, and only the rest sits on the particles. When this
amount exceeds the stoichiometric amount of sulfur, both
Na2O and Na2S will be formed. Note that the ratio between

support and particle surface varies with the iron loading and
particle size, so the optimal ratio Na:S will also vary.72

As a final remark, Na2O and Na2S may react with product
H2O to form 2 NaOH or NaOH + NaSH, respectively.
According to Figure 11, this would remove the advantage of
having sulfur, since NaSH is less effective than Na2S. Na2O and
NaOH are equally ineffective. For Na2O, this reaction is rather
likely with a ΔE of −62 kJ/mol (comparing H2O adsorbed on
top of adsorbed Na2O plus an empty surface with 2 adsorbed
NaOH species); for Na2S this is much less likely with a ΔE of
−4 kJ/mol. Still this suggests again that high promoter
coverages should be preferred to favor the presence of Na2S
species over NaSH and NaOH formation.

■ CONCLUSION
The fundamentals of iron particle size and promoter effects on
FTO catalysis were studied. Previously, it was found under
industrially relevant conditions that increasing particle size
lowers the apparent turnover frequency. The selectivity,
however, increases with increasing particle size, but interest-
ingly, this only happens when promoters (Na plus S) are
present.7 In the present paper we show that these trends also
hold under the methanation conditions needed to perform a
SSITKA study.
Following the isotopic switch from 13CO to 12CO, coverages

and residence times of CO and CHx were investigated.
Extremely low CO coverage was observed for all catalysts,
suggesting dissociative adsorption of CO. The two distinct
gradients of the CH4 response curves fitted well to a parallel
pool model, interpreted as a main-pool of surface carbon and a
side-pool of carbon atoms that diffuse from the interior of the
carbide nanoparticles. For both promoted and unpromoted
catalysts, CHx coverage decreased with increasing particle size.
This is tentatively assigned to the fact that smaller particles have
a higher number of highly active low coordination sites, which

Figure 12. Optimized structures for 2 Na2O (a) or 2 Na2S (b) species
per 4 unit cells. With 2 Na2O species, still active carbons with no Na
neighbor exist; with 2 Na2S species, all active carbons have a Na
neighbor. Color coding: blue is Fe, black is C, ochre is Na, red is O,
and yellow is S.

Figure 13. Cartoon of promoter effect by Na2S. Colors of hydrogen
atoms denote their energy: red, yellow, and green denote high,
medium, and low energy, respectively. The blue shapes denote the
Na2S species. (a) The promoter increases the H adsorption strength
on iron and decreases the adsorption on carbon, thereby decreasing
methane formation and increasing olefin formation. (b) The strength
of the effect differs per site, but at both sites the equilibrium between
binding to iron or carbon is shifted.
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are presumably sites for C−H bond formation. CHx surface
residence times suggest that CH4 formation occurs equally fast
on edges and terraces for unpromoted catalysts, but is slowed
down on the terraces of promoted catalysts. The turnover
frequency was established to be directly proportional to the
CHx coverage.
Isotopic switching from H2 to D2 was carried out to study the

H coverage and residence times. HD response curves were
fitted to various models derived from ref 58. The estimated H
coverage was shown to decrease upon promoter addition,
which gives rise to less termination via hydrogen addition and
thereby lower methane selectivities. H coverage appeared to
decrease with increasing particle size, which indicated that H
atoms are more abundant at corners and edges. H coverage
displayed a negative correlation with lower olefin selectivity but
a positive correlation with methane selectivity. This strongly
suggests that hydrogen coverage is a vital factor influencing
product selectivity for FTO.
In order to comprehend the promoter’s influence on H

coverage, DFT modeling was performed. In a comparison of
Na, NaOH, NaSH, Na2O, and Na2S promoter species, the
counterions were shown to draw away some of the charge that
the Na otherwise donates to the iron carbide surface. As S is
less electronegative than O, it draws less charge away from the
Fe5C2 surface, making Na2S a better promoter than Na2O. Also,
the binding modes of Na2S and Na2O differ, which turns out to
be an even more important factor in favor of Na2S.
H adsorption on the Fe5C2 surface was subsequently

calculated, and H was found to bind preferably to C. On
promoted Fe5C2, H adsorption was shown to correlate with the
atomic charge of the accepting Fe or C. When negative charge
donation from the promoter species increases, H adsorption
becomes stronger on Fe and weaker on C. Thus, while on
unpromoted Fe5C2 surfaces H atoms bind preferably on C after
dissociation on Fe, on promoted Fe5C2 surfaces the difference
between adsorption on Fe or C becomes smaller. This results in
less methane formation and more β-H removal leading to olefin
formation.
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