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1

Introduction

Irrespective of the field of research scientific studies are never performed in a
vacuum. In social sciences and, to a greater extent, medical sciences researchers tend to
perform systematic reviews at the start of a new research in order to summarize what
is already known about a research topic. The knowledge brought together in these
reviews offer, besides the state of affairs at that time, a rationale for designing and
conducting new research. Relevant findings from previous studies can be a motivation
for further research and the required sample sizes of new studies can be calculated on
the basis of effect sizes found previously. Researchers can even take it one step further
by actually including the data or results from previous research into the analysis of
the data obtained in new studies.

1.1 An example

Although in research practice the explicit quantitative synthesis of existing and new
data is rare, researchers have an intuitive tendency to do this implicitly. Take, for
example, the discussion on the effect of the intake of vitamin C on the prevention of
complex regional pain syndrome (CRPS) (van der Graaf, 2013). In this discussion the
a priori idea that a doctor or researcher has regarding the potential effectiveness of this
vitamin plays an important role, since this expectation affects the interpretation of
new research results on the relationship between vitamin C and CRPS. Based on what
is known from research on the effect of vitamin C and the extent to which additional
intake of this vitamin can prevent a common cold, the a priori expectation about its
effectiveness in the prevention of CRPS is limited. After all, extensive research into
the relationship between vitamin C and common cold has failed to demonstrate any
positive effect of vitamin C. In the light of this knowledge, new research results which

This introduction is based on Rietbergen, C., Klugkist, I., & Groenwold, R.H.H. (2014).
Kwantitatieve synthese van kennis. STATOR, 15, 8:12.
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seem to actually demonstrate a protective effect of vitamin C in the development of
CRPS, will not easily convince the research community. However, the small number
of previous studies that actually focus on the specific effect of vitamin C on the
prevention of CRPS have found a small beneficial effect. When this knowledge would
be taken into account, the a priori expectation with respect to a positive effect of
vitamin C in the new study will be much larger. The results obtained in the new
study will be considered convincing evidence much quicker.

The above illustrates how the results of previous research, in other words historical
data, may affect the expectations about and credibility of new research outcomes and
color the interpretation of new research findings. In addition, the example shows that
different researchers might judge the suitability of sources of knowledge differently:
as one person considers the information in a large collection of research on vitamin
C and common cold to be very relevant, another one focusses on the small number
of studies that evaluated the specific relationship between vitamin C and CRPS. In
their informal attempt to synthesize the historical and new data, the researchers may
disagree on the appropriateness of the historical data for the subject in question, and
therefore the interpretation of the new results.

1.2 Techniques for quantitative evidence synthesis

Several formal procedures for the explicit synthesis of quantitative research data from
historical and new sources exist. Two main analytical techniques for summarizing
quantitative research can be distinguished: (cumulative) meta-analysis and Bayesian
data analysis with informative prior distributions.

In a meta-analysis the results obtained in all studies on a particular topic are
summarized as such that an overall estimate of an effect of interest is obtained. A
cumulative meta-analysis is a series of meta-analyses in which each time the overall
effect estimate is updated with results from a new study. Usually, the precision of each
individual study determines the weight of that study in the meta-analysis. Studies in
which larger numbers of participants are included, are often more precise in estimating
the effect size of interest, and are therefore more heavily weighted in the meta-analysis
than smaller studies.

In Bayesian statistics the historical information on the effect of interest is quanti-
tatively summarized in a so-called prior probability distribution for that effect. This
distribution reflects the available knowledge about the effect a researcher wants to
estimate and the uncertainty associated with that knowledge. Consider for example
the situation in which one examines the effectiveness of a new vaccine in human sub-
jects for the first time (first-in-man study), and only information obtained through
in vitro or animal studies is available. In this case a priori little or nothing is known
about the effect of interest in humans and the prior distribution will contain little to
no information. This means that a priori every result of the new study is considered
equally plausible. With the data obtained in the new study the prior distribution
can be updated. According to this updated or a posteriori distribution research re-
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sults closer to the ones found in the new study are considered more plausible than
outcomes farther away from these results. The more data obtained in the study, i.e.
the larger the size of sample used in the study, the more the a posteriori distribution
will be shaped by the new data. The a posteriori distribution can in turn serve as
a prior distribution for a new study. This process shows great similarities with the
above-mentioned cumulative meta-analysis.

1.3 Selection and weighing of useful information

The use of results from previous research in the analysis and interpretation of new
data is neither simple nor uncontroversial. The aforementioned discussion on vitamin
C shows that experts may differ in their assessment of the suitability of the historical
information. This suitability depends on the quality of the information on the one
hand and the relevance of the information on the other hand. With quality we mean
the methodological quality of the research with which the data have been obtained and
thus the extent to which the researchers have succeeded to limit the various forms
of bias that can threaten the reliability and validity of research results. Relevance
refers to the similarities between historical and new studies regarding for example the
evaluated treatment or the formulated inclusion and exclusion criteria. In addition to
the sample size, both the quality and relevance should determine the extent to which
information from previous research is included in a quantitative synthesis. Not only
large studies, but especially high quality and relevant historical studies should receive
a higher weight in the meta-analysis such that these studies contribute more to the
estimation of an effect size. Of course, every researcher aims to include both properly
executed and relevant studies in their meta-analysis. However, the following example
illustrates that this is not always feasible.

In 2010, the European Medicines Agency (EMA) recommended suspension of
rosiglitazone-containing medicines because of the possible increased risk of cardiac
disorders in patients using this drug. Nevertheless, research results with respect to
possible harmful effects were not unambiguous. The arisen doubts about the safety of
this drug could be a motivation for a new safety study, in which the results obtained
in previous research could be used as historical information. Problematic here is the
variety of historical sources. First, there are randomized studies that often focus on
the anti-diabetic efficacy of rosiglitazone and are therefore less valuable as a source of
information for unintend cardiac end points. On the other hand, there is a wealth of
relevant historical information about the (cardiac) side effects of rosiglitazone found
in observational (non-randomized) studies, which are often deemed to be of inferior
quality in most guidelines on hierarchy of evidence. Where randomized study designs
are better suited to rule out alternative explanations for apparent differences between
the experimental and control condition, observational studies are not or less able to
do so and results from these studies have a higher risk of being biased. Therefore, typ-
ically only the results from experimental studies are used and historical observational
studies are not considered for quantitative syntheses on the effects of interventions.
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However, the observational study is not by definition of poorer quality than the ran-
domized study (Shrier et al., 2007).

The risk of distortion of the final meta-analysis result should be leading in the de-
termination of the weight a randomized or observational study receives in the meta-
analysis (Shrier et al., 2007). By assigning weights based on quality and relevance
valuable information obtained in, in principle, any historical study could be incorpo-
rated in the analysis of the new data. Assessing the risk of bias is a subjective process
that seems to clash with the pursuit of scientific objectivity. In intervention research
this will often result in the a priori exclusion of observational studies. However, ex-
cluding a study for evidence synthesis comes down to assigning a weight to this study
that is equal to zero. The choice of this weight is still a subjective one, albeit this
choice is made less explicit. This shows that the subjective assessment of studies with
respect to quality and relevance is inevitable. It is therefore the task of the researcher
to assess these study characteristics in an explicit and informed manner, for example
by using validated instruments for quality and relevance assessment and by consulting
experts.

1.4 Quantification of quality and relevance

Different scales were designed to assess and quantify the quality and relevance of
the historical data as objectively as possible. An example for randomized trials is
the Cochrane Collaboration’s tool for assessing risk of bias (Higgins et al., 2011). For
observational research the Newcastle-Ottawa Scale was developed (Wells et al., 2013).
Although these types of scales have been used to evaluate in particular the quality of
available studies, it seems that researchers do not use these quality estimates in their
quantitative syntheses since they do not know how they should do this (Hopewell
et al., 2013; Moja et al., 2005). Currently there is a debate going on in the literature
about the proper use of these scales (Groenwold and Rovers, 2010). The main question
raised is whether the scores obtained with these scales can be used as weights in
a quantitative synthesis or not. A key problem is that the existing scales do not
distinguish between the importance of individual items. For example, a study could
receive a very poor score on an item that assesses the study duration, because the
study was too short to observe the outcome. However, when this study receives high
scores on the remaining items these can still add up to a high total score. This way
the study can, mistakenly, play an important role in the synthesis and with that in
the estimation of the overall effect. In addition, it has been shown that different scales
can lead to different assessments of quality for the same study and thus can lead to
different weights. Because of this, the result of the quantitative synthesis depends on
the type of scale used for quality assessment. The use of these scales might therefore
lead to biased results (Jüni et al., 1999). A common solution is to set a lower limit for
research quality and relevance; studies that initially did meet the inclusion criteria,
can then be excluded in a later stage if they do not meet the quality requirements
or when they do not seem relevant enough. A sensitivity analysis can reveal the
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impact of exclusion of low quality studies on the estimate effect size. This approach
is not less subjective than the previously discussed options, but it is more explicit in
corroborating the choices made.

1.5 Expert judgments

Researchers can assess the quality and relevance of the available information them-
selves, but it seems obvious to involve experts from the relevant field in this process.
With experts we refer to doctors or researchers with extensive knowledge of or years
of experience with a particular subject. Since the accuracy of subjective expert judg-
ments cannot be tested, techniques to elicit judgments of quality and relevance from
experts are rarely discussed in the literature. In practice, this means that historical
information is either totally ignored or simply fully included. In the first case, one
will analyze the new data without taking into account that what is already known
about a subject. In the second case, a meta-analysis will be performed in which the
study weight is only determined by the sample size. In both cases, the utilized ap-
proach appears objective at first sight, since quality and relevance of the included
information are not explicitly assessed. However, as mentioned earlier, even when the
historical information is fully included or excluded, the decision to adopt either ap-
proach is equally subjectively as choosing for an approach in which experts are asked
to judge the quality and relevance of the historical information and to determine to
what extent the historical information should play a role in the analysis and / or
interpretation of new data.

1.6 Power priors and aim of the thesis

One specific approach for the synthesis of evidence obtained in studies of different
quality and relevance within the Bayesian framework is proposed by Ibrahim and
Chen (2000). Their power prior distribution offers a flexible approach for the inclusion
of different types of historical data in the prior distribution that is specified for the
analysis of newly collected data. Their procedure uses a weight parameter for the
historical studies to deal with differences between the historical and new studies. This
approach offers a starting point for the inclusion of historical data in the analysis of
new data, and with that the formal synthesis of evidence obtained in different types
of studies. Ibrahim and Chen propose two types of power prior distributions: the
conditional power prior and joint power prior distribution.

The conditional power prior distribution is obtained by multiplying a low infor-
mative initial prior π0(θ|c0) with the likelihood of the historical data D0 raised to a
power a0, as in

π(θ|D0, a0) ∝ L(θ|D0)a0π0(θ|c0), (1.1)
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where θ is a vector of parameters of interest and a0 the weight parameter with 0 ≤
a0 ≤ 1. Naturally, a0 = 0 indicates no inclusion of historical data, and a0 = 1
equals full inclusion of the historical data. This way, the weight parameter enables
the researcher to downweight the historical data in case either the quality of the
historical data is poor, or in case the historical research design or the research results
are somewhat different from the design and results for the new study.

The joint power prior distribution in which θ and a0 are jointly estimated from
the current and historical data, is given by

π(θ, a0|D0) ∝ L(θ|D0)a0π0(θ|c0)π(a0|γ0), (1.2)

Ibrahim and Chen note that by using this joint power prior, for which an additional
initial prior π(a0|γ0) for a0 is to be specified, the tails for the marginal distribution of
θ better reflect the uncertainty about a0 than the marginal posterior following from
the conditional power prior distribution that assumes fixed a0.

Evaluations of the performance of the power prior (see Duan, 2006; Neuenschwan-
der et al., 2009) revealed that for binary and normal data, the joint power prior
distribution as given above results in a marginal prior for a0 with values close to
zero, even if the data show evidence of commensurability between the historical and
current data. The modified power prior distribution as proposed by Duan (2006) and
also Neuenschwander et al. (2009) normalizes the (marginal) prior distribution for a0,
resulting in larger values for a0. This modified power prior distribution builds on the
assumption that both the current and historical data are needed to update the dis-
tribution for a0. As a consequence, higher weights are assigned to the historical data
sets when they show more resemblance with the current study result. In addition,
Hobbs et al. (2011) present modifications that also allow the commensurability of the
historical and current samples to determine how much of the historical information
is used.

All above versions of the joint power prior distribution for θ and a0 result in a
marginal posterior distribution for a0 that is influenced by the degree of agreement
between the results obtained in historical study and the current study result. This
property is convenient for the researcher who is not willing or able to make a subjective
judgement about the commensurability of the research characteristics and prefers to
estimate the size of the weight parameter solely on the available data. It is, however,
questionable whether the dependence of the weight parameter on the commensura-
bility of the research results is desirable. Some authors, see for example Neelon and
O’Malley (2009), suggest that using a conditional power prior distribution, as orig-
inally proposed by Ibrahim and Chen, with fixed value for a0 might sometimes be
more appropriate.

In this dissertation the use of power priors in applied (medical) research settings is
evaluated. The desirability of the situation in which the weight parameter depends on
the agreement in study results rather than study characteristics is assessed. Further-
more, the use of the conditional power prior in which fixed weights are assigned to the
historical studies based on relevance and quality of the historical study is examined.
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The aim of this thesis is to provide the applied researcher with a practical approach
for quantitative evidence synthesis using the conditional power prior that allows for
subjective input and thereby provides an alternative to deal with the difficulties as-
sociated with the joint power prior distribution.

1.7 Outline of the thesis

In Chapter 2 the use of the power prior distribution is assessed in case a treatment
effect is to be estimated in a randomized trial and the historical data come from
randomized studies that used slightly different patient populations and slightly dif-
ferent study designs. Sensitivity analyses were performed to evaluate whether simply
ranking the historical studies would provide a solid basis for study weight assignment.

Chapter 3 elaborates on the assignment of fixed study weights. In this chapter
a Delphi procedure to elicit study weights from a panel of experts is designed and
evaluated. Experts were asked to rank and weigh four historical studies with respect
to quality and relevance. They were asked to report their motivation for their choices
in each round of the Delphi study, and the other experts were able to adjust their
ranking and weights if needed, and to respond on the other experts in an anonymous
way. This process was monitored to evaluate whether this approach is suitable for the
elicitation of study weights in applied research.

As mentioned before, Ibrahim and Chen (2000) do not only propose a power
prior approach in which the weight parameter is fixed and user specified, but also
describe a procedure in which the size of the weight parameter is estimated from the
commensurability of the historical and new studies results. In Chapter 4 the question
is asked whether this procedure might lead to biased results, since differences or
similarities in study results might be the product of sampling variability. In this case
the value of the weight parameter would depend on the sample results, meaning that
natural variation in sampling results might lead to varying values for the size of the
weight parameter. Through a numerical example and a simulation study the size of
this problem is assessed and discussed.

The fifth chapter is dedicated to an application of a power prior procedure for the
cross-design synthesis of evidence for drug safety evaluations. A structured approach
is proposed for the inclusion of relevant studies per specific research question raised
in a meta-analysis and the assessment of study quality is discussed. In this example
the prior distribution for the evaluation of drug safety in a meta-analysis of more or
less relevant randomized trials is obtained from a set of relatively large observational
studies of varying quality. A procedure is evaluated to assess and, where possible,
limit the influence of the informative prior distribution on the posterior results.

In Chapter 6 the results are presented from an extensive systematic review on the
use of Bayesian statistics in medical and epidemiological literature in general, and the
use of and reporting on different types of prior distributions in specific.

The thesis is concluded with a summary discussion on the results obtained in the
different chapters, and with some remarks about the consequences of the main results.





2

Incorporation of Historical Data in the Analysis of
Randomized Therapeutic Trials

Summary. Historical studies provide a valuable source of information for the motivation
and design of later trials. Bayesian techniques offer possibilities for the quantitative inclusion
of prior knowledge within the analysis of current trial data. Combining information from
previous studies into an informative prior distribution is, however, a delicate case. The power
prior distribution is a tool to estimate the effect of an intervention in a current study sample,
while accounting for the information provided by previous research. In this study we evaluate
the use of the power prior distribution, illustrated with data from a large randomized clinical
trial on the effect of ST-wave analysis in intrapartum fetal monitoring. We advocate the use
of a power prior distribution with pre-specified fixed study weights based on differences in
study characteristics. We propose obtaining a ranking of the historical studies via expert
elicitation, based on relevance for the current study, and specify study weights accordingly.

2.1 Introduction

In the process of designing a clinical trial to examine the occurrence relation between
determinant and disease-outcome, the design and results from previous studies form
a valuable source of information. Quantitative incorporation of results from prior
studies into the actual analysis of current trial data would exploit the benefit of
the presence of historical studies to an even larger extent. Bayesian techniques offer
possibilities for inclusion of prior knowledge within the analysis of the current trial
data (for an elaborate introduction on applied Bayesian data analysis we refer the
reader to Greenland (2006), Greenland (2007), Spiegelhalter et al. (1999), Goodman
(1999a), and Goodman (1999b)). The a priori state of belief about the effect of an
intervention based on results from previous studies (or other sources) is represented

This chapter has been published as: Rietbergen, C., Klugkist, I., Janssen, K.J.M.,Moons,
K.G.M., & Hoijtink, H.J.A.(2011). Incorporation of Historical Data in the Analysis of
Randomized Therapeutic Trials. Contemporary Clinical Trials, 32(6), 848-855.
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by an informative prior distribution. Updating the prior distribution with the current
data results in a posterior distribution, that is summarized to obtain an estimate of the
intervention effect. Combining information from previous studies into an informative
prior is, however, a delicate case. Ibrahim and Chen (2000) present the power prior
distribution that enables the historical data to be weighted relative to the current data.
This technique allows the researcher to specify either a fixed weight parameter, or a
prior distribution for the weight parameter, that determines the amount of historical
data to be included in the analysis of the current data.

A first objective of this paper is to give a motivation for the use of the the power
prior distribution in the analysis of current trial data. Illustrated with data from a
gynaecological randomized clinical trial (RCT) by Westerhuis et al. (2009), that builds
on cumulative knowledge obtained from several comparable studies, we construct a
conceptual framework for the comparison of the power prior with a meta-analytic and
full Bayesian approach.

The technical aspects of power prior specification are a second concern of this
paper, and are discussed for the situation in which data from a single historical study
is to be included in the analysis of the current study by Westerhuis. As the posterior
distribution for the treatment effect might be sensitive to changes in the weight pa-
rameter in the power prior, careful selection of the weight parameter is demanded. To
circumvent the subjectivity associated with the selection of the study weight, a prior
distribution for the weight can be specified in a hierarchical power prior distribution.
A short review of the current discussion regarding the hierarchical power prior is given
later in this paper. The importance of careful specification of study weights increases
as data from more historical studies is included in the prior distribution. However, the
power prior for multiple historical studies, and in particular the hierarchical power
prior distribution, remains under exposed in current literature. The third object of
this study is, therefore, to explore and evaluate the process of power prior specification
for the case of multiple historical data sets using fixed study-specific weights. Often
multiple historical data sets with varying degrees of informativeness for the current
trial are at the researchers disposal. We propose consulting experts within the field
of interest to come to a ranking of the historical studies based on relevance each
historical study has for the current trial. The power parameters of the power prior
distribution are then specified according to this ranking. The amount of influence the
choice of weights has on the posterior distribution for the treatment effect is evaluated
by means of a sensitivity analysis.

A description of the current and historical data is given in Subsection 2.2.1. In Sub-
section 2.2.2 the conceptual framework for the use of the power prior is constructed.
The full process of power prior specification is described and illustrated in Section
2.3. The fourth section is dedicated to the process of power prior specification and
weight elicitation for multiple historical studies. A discussion is given in Section 2.5.
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2.2 Conceptual Framework

2.2.1 Short description of the data

The main object of the RCT by Westerhuis et al. (2009) was to assess whether fetal
monitoring using cardiotocography (CTG) combined with ECG ST-segment analy-
sis (ST) was associated with a reduced risk of metabolic acidosis and instrumental
delivery, compared to CTG alone. The relative risk (RR) and some of the study-
characteristics are shown in the first row of Table 2.1. Four previous RCTs with
a comparable theoretical and study design were conducted between 1991 and 2006
(Vayssière et al. (2007); Ojala et al. (2006); Amer-Wåhlin et al. (2001); Westgate
et al. (1993)). Characteristics and findings of those historical studies are displayed in
the last four rows of Table 2.1.

Table 2.1. Relevant study characteristics by first author (Study); last year of inclusion
(Year), total sample size (Size), country of commission (Country) and intervention conditions
under study (Experimental vs. Control). Results; Maximum Likelihood estimate of the RR
of metabolic acidosis and 95% confidence interval (CI).

Study Year Size Country Experimental Control RR 95% CI

Current Westerhuis 2007 5667 nl (eu) ctg + st ctg 0.67 [0.38, 1.18]
Historical Vayssière 2006 799 fr (eu) ctg + st ctg 1.62 [0.53, 4.86]

Ojala 2004 1436 fi (eu) st ctg 2.45 [0.86, 6.85]
Amer-Wåhlin 2000 4238 se (eu) ctg + st ctg 0.46 [0.25, 0.86]
Westgate 1991 2434 uk (eu) ctg + st ctg 0.38 [0.14, 1.07]

As displayed in the table, the direction and strength of the estimated treatment
effect vary from study to study. In only one of the studies a statistically significant
effect (p < .05) was found. Furthermore, the table reveals some important differences
between the study characteristics, for example, the evaluated interventions and year
and country of commission. These differences will play a role in the specification of
the power prior distribution (see Section 2.4).

2.2.2 The value of historical data.

The differences between the studies in Table 2.1 can be explained from the perspective
that each study sample is a random draw from a study-specific subpopulation. This
subpopulation, itself, can be seen as drawn from an encompassing population, that
is infinite over time. For the two historical studies by Amer-Wåhlin and Vayssière,
and for the current study by Westerhuis this concept is illustrated in Figure 2.1. The
resulting treatment effect in each of the studies is an estimate of the treatment effect
in each study-specific subpopulation. Pooling the treatment effects in all possible
subpopulations in the past, present and future would result in a distribution of the
treatment effect in the encompassing population. In a meta-analysis, the distribution
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of the treatment effect in the encompassing population is approximated by pooling
the treatment effects estimated in the available study samples. When the focus of
interest of a researcher is on the treatment effect in the encompassing population,
this would be a natural tool to obtain an effect estimate.

When a researcher is interested in the treatment effect valid for a specific subpop-
ulation (e.g., WH in Figure 2.1), a current data analysis is the common approach.
To benefit from the historical data, one could perform a full Bayesian analysis to
combine the data from the historical studies (sample A and V in Figure 2.1) into
an informative prior distribution. However, updating this prior distribution with the
data from the study by Westerhuis rather gives an estimate of the treatment effect
for the encompassing population. Conceptually this is equal to performing a meta-
analysis. Hence, when a researcher is interested in the effect for the study-specific
subpopulation, the historical data would receive too much weight.

The power-prior distribution as described by Ibrahim and Chen (2000) allows the
researcher to assign different weights to the historical data relative to the current
data. This way the researcher decides on the amount of information obtained in a
previous study to be included in the analysis of the current data. In the situation of
the trial by Westerhuis we deal with multiple historical studies. Although all studies
evaluated similar interventions, it was pointed out in the previous subsection that the
studies differ on certain study characteristics. The partial overlap between the ellipses
in Figure 2.1 represents the degree of shared characteristics between the study-specific
subpopulations A, V and WH. Relevant information for population WH is captured
in sample A and, to a lesser extent, sample V. From this it could be argued that the
historical trials differ in the degree of informativeness for the current trial. Recent
trials and trials from countries with similar obstetric protocols as followed within
Dutch hospitals are considered to be more informative. For example, the study by
Ojala et al. (2006) uses a different experimental condition than all other trials, which
makes this trial possibly less informative.

We propose assigning study-specific weights to the historical data sets included
in the power prior, based on this degree of informativeness. This approach provides
the researcher with a tool to not only account for the type of information captured in
historical studies, but to also control the amount of information included per study.
Note that the specification of study weights is not straightforward, we will elaborate
on this in the following sections. We first discuss the specification and evaluation of
the power prior distribution for a single historical study.

2.3 The Power Prior Distribution for a Single Historical Study

2.3.1 The conditional power prior distribution

In a Bayesian analysis estimates of the treatment effect are obtained through the pos-
terior distribution. According to Bayes’ theorem the posterior is proportional to the
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Fig. 2.1. Schematic representation of the historical study samples and subpopulations by
Amer-Wåhlin (A) and Vayssière (V), the current sample and subpopulation by Westerhuis
(WH), and the encompassing population.

likelihood of the current data multiplied with a prior distribution. In the trial by West-
erhuis the primary outcome measure concerns the presence or absence of metabolic
acidosis in newborns. The object of the study is to evaluate whether the propor-
tion newborns with metabolic acidosis varies between the intervention conditions. A
natural model for dichotomous data like these is the binomial distribution

π(yi|θi, ni) =

(
ni
yi

)
θi
yi(1− θi)ni−yi , (2.1)

where θi represents the probability of a newborn suffering from metabolic acidosis
within intervention condition i, and i = ctg, ctg + st. The sample size and number
of newborns with metabolic acidosis within each condition are denoted by ni and yi
respectively.

The next step in a Bayesian analysis is the specification of a prior distribution
for the parameters of interest. A conjugate prior for the binomial model is a beta
distribution

π0(θi) ∝ θiαi−1(1− θi)βi−1, (2.2)

we take αi = βi = 1 to make it a standard low-informative prior distribution for
the binomial model. To update the initial prior distribution with a certain amount
of information provided by one of the historical studies, the initial prior is multiplied
with the likelihood of the historical data raised to the power a0 (Ibrahim and Chen,
2000). The value for a0 determines the amount of data of the historical study to be
included. We assume equal weight parameters for both intervention conditions and



14 2 Incorporation of Historical Data in the Analysis of Randomized Therapeutic Trials

therefore do not use subscript i for the power parameter. As 0 ≤ a0 ≤ 1, naturally,
a0 = 0 indicates no inclusion of the historical data, and a0 = 1 equals full inclusion of
the historical data. Assuming a fixed power parameter a0, the resulting beta-binomial
posterior distribution is used as the conditional power prior distribution for θi, that
is

π(θi|y0i, n0i, a0) ∝ θiy0ia0+αi−1(1− θi)(n0i−y0i)a0+βi−1, (2.3)

where n0i and y0i denote the size of the historical sample and number of newborns
suffering from metabolic acidosis respectively. The resulting posterior is used as a
Beta(ai, bi) power prior for θi, where ai = y0ia0 + αi and bi = (n0i − y0i)a0 + βi.

Updating the power prior distribution with data from the current trial results in
a posterior distribution for θi of the form

π(θi|yi, ni, y0i, n0i, a0) ∝ θiyi+ai−1(1− θi)ni−yi+bi−1, (2.4)

which is a Beta(yi+ai, ni−yi+bi) distribution. To account for uncertainty regarding
the actual value of the power parameter Ibrahim and Chen (2000) propose specifying
a prior distribution for a0. This joint power prior distribution for θi and a0 will be
discussed within the context of multiple historical studies in Section 2.4.

2.3.2 Empirical example: The power prior distribution in practice

As an illustration a Bayesian analysis on the data from the study by Westerhuis as
presented in Table 2.2 is performed using WinBUGS (Lunn et al., 2000). We use
data from the study by Amer-Wåhlin (see Table 2.3) as input for the power prior
distribution with weight a0 = 0.5, which comes down to using 50% of the historical
data. The posterior distribution for the RR is obtained by taking the following steps:

• From Table 2.2 we obtain nctg+st = 2827 and yctg+st = 20, and nctg = 2840 and
yctg = 30 to specify the likelihood function in (2.1).

• Using 50% of the data in Table 2.3 combined with the initial Beta(1,1) we ob-
tain actg+st = 0.5 ∗ 15 + 1 = 8.5 and bctg+st = 0.5 ∗ 2144 + 1, which gives a
Beta(8.5,1073) power prior distribution for the CTG+ST condition, and likewise
a Beta(16.5,1025) power prior for the CTG condition (see (2.3)).

• Combining likelihood and power prior as in (2.4) for each of the two intervention
conditions results in a Beta(28.5, 3880) and Beta(46.5, 3835) posterior distribution
respectively.

• Using WinBUGS the posterior distribution for the RR is approximated by sam-
pling from the posterior distributions of both proportions θctg+st and θctg, thereby
calculating RRt in each of T = 10000 iterations. WinBUGS code to obtain the
posterior distribution is given in the Appendix.

After carefully monitoring convergence (see Appendix) we take the mean and median
of the resulting posterior distribution for the RR as estimates of the effect of ST-
analysis. The mean of the posterior distribution equaled 0.62, whereas the median
equaled 0.61, indicating a slightly skewed distribution.
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From the posterior distribution a 95% central credibility interval (CCI) can be
obtained, that corresponds to the range of values above and below which lies 95% of
the posterior probability. This interpretation of the CCI differs from the non-Bayesian
95% confidence interval, that indicates that by repetition in 95% of the samples the
true population value lies within that interval. For the current situation 95% of the
posterior probability lies within the interval [0.38, 0.96]. As a RR equal to 1 is not
included within this interval, we would conclude from this analysis that there is an
effect of ST-analysis on metabolic acidosis.

Table 2.2. Westerhuis data

Type of Intervention
CTG+ST CTG

Metabolic Acidosis 20 30
Total Women Included 2827 2840

Table 2.3. Amer-Wåhlin data

Type of Intervention
CTG+ST CTG

Metabolic Acidosis 15 31
Total Women Included 2159 2079

2.3.2.1 Sensitivity Analysis for a Single Historical Study

As a0 is supposed to be quite influential on the posterior distribution and not straight-
forward to specify, Ibrahim and Chen (2000) recommend always performing a sensi-
tivity analysis to assess the degree to which different weights for the historical study
lead to different conclusions.

As an illustration, the posterior distribution for the treatment effect in the trial
by Westerhuis was evaluated at different weights for the study by Amer-Wåhlin
et al. (2001). The ML-estimates of the treatment effect under both studies were
in favor of the CTG plus ST-wave analysis (RR < 1). Study weights were set at
a0 = (0, 0.25, 0.5, 0.75, 1.0). The decreasing width of the credible intervals displayed
in the first five rows of Table 2.4 show that the amount of evidence for RR < 1 in-
creases by incorporating more information from the historical study. The upper bound
of the interval drops below 1. Adding more prior knowledge to the analysis altered
our conclusions about the treatment effect. From being indecisive about the presence
or absences of an effect of ST-wave analysis in addition to CTG after a current data
analysis, we would now conclude there is an effect.

A different situation occurs when we take the data from the study by Vayssière
et al. (2007) as the only prior knowledge we have. The treatment effect found in
this relatively small study was in favor of non-ST fetal monitoring (RR > 1). The
last five rows of Table 2.4 show the result of the sensitivity analysis when only the
study by Vayssière is incorporated in the prior. The smaller the amount of historical
data included the closer the RR goes to the ML-estimate in the current trial. As the
sample size for the Vayssière-trial is relatively small compared to the current trial,
the choice of a0 did not have much influence on the conclusions about the treatment
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effect. Whether we included or excluded the historical data, the 95% posterior interval
was ’centered’ around 1. The historical and current data did not provide evidence of
a treatment effect of ST-wave analysis in addition to CTG.

The results in Table 2.4 show that conclusions about the treatment effect in the
current subpopulation are sensitive to the power parameter even if only a single
historical study is used as prior input. In the presence of multiple historical studies
power parameter specification becomes even more consequential. We will elaborate
on this in the following section.

Table 2.4. Results sensitivity analysis using a single historical study, given the weight of
the study (a0); posterior mean (PM), median(PMed) and the 95% central credibility interval
(CCI) for the RR.

Historical data a0 PM PMed 95% CCI

Amer-Wåhlin 0.00 0.70 0.68 [0.39, 1.16]
0.25 0.66 0.64 [0.38, 1.05]
0.50 0.62 0.61 [0.38, 0.96]
0.75 0.60 0.59 [0.38, 0.90]
1.00 0.58 0.57 [0.38, 0.86]

Vayssière 0.00 0.70 0.68 [0.39, 1.16]
0.25 0.74 0.71 [0.42, 1.22]
0.50 0.77 0.75 [0.44, 1.25]
0.75 0.80 0.78 [0.47, 1.28]
1.00 0.83 0.81 [0.49, 1.31]

2.4 The Power Prior Distribution for Multiple Historical
Studies

2.4.1 Fixed or random study weights?

To account for the uncertainty regarding the weight parameter a0, Ibrahim and Chen
(2000) propose a hierarchical power prior distribution. This comes down to specifying
a joint prior distribution for θi and a0, so that no fixed value for the weight parameter
has to be chosen. A desirable feature of this hierarchical prior distribution is that it
creates heavier tails for the marginal distribution for θi (Ibrahim and Chen, 2000),
thereby better reflecting uncertainty with respect to a0.

Several authors discuss modifications to the hierarchical power prior distribution.
The modified power prior distribution as proposed by Duan Duan (2006) builds on
the assumption that both the current and historical data are needed to update the
distribution for a0. As a consequence, higher weights are assigned to the historical
data when they show more resemblance with the current sample. This is in agreement
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with the modified power prior distributions for a single historical study as proposed
by Neuenschwander et al. (2009) and also by Hobbs et al. (2011).

The modified versions of the joint power prior distribution for θi and a0 result in
marginal posterior distributions for a0 that are influenced by the commensurability
of results obtained in the historical study and the current study result. Whether
this would also hold for a joint power prior for multiple historical studies, remains
uninvestigated.

Assigning higher weights to a study when the estimated treatment effect is similar
to the effect found in the current sample, might induce bias towards the latter. Differ-
ences (or similarities) in study results, may be an indication of the informativeness of
the historical study for the current, but it may just as well be a product of sampling
variability (especially for small samples). Therefore, weight specification based on only
the sample results and not the characteristic of the subpopulations (see Figure 2.1)
could induce bias towards a result observed by chance. This is also communicated by
Neelon and O’Malley (2009), who remark that the historical and current sample will
always differ to some degree. The authors advocate the use of expert-elicited fixed
values for a0.

Given the lack of insight in the hierarchical power prior for multiple historical
studies, and the risk of bias due to overreliance on sampling based results, we too
propose the use of a conditional power prior distribution for multiple historical studies
with study-specific fixed weights based solely on differences in study characteristics.
This power prior distribution with study-specific fixed weights a0k takes the form

πi(θi|D0ik, a0k) ∝

[
L0∏
k=1

[L(θi|D0ik)]a0k

]
π0i(θi), (2.5)

for k = 1, ..., L0 historical data sets D0k.

2.4.2 Eliciting study-ranking from experts

The differences between the study-characteristics make some historical trials more
informative for the current trial than others. The degree of overlap between the
study-characteristics provides a reasonable basis for the specification of study-specific
weights. In a paper by Johnson et al. (2010a) several methods for expert elicitation
for prior specification are reviewed. They conclude that several biases, such as over-
confidence and lack of expertise of the expert, thread the reliability and validity of
these elicitation methods (see also Johnson et al. (2010b)).

We propose adopting a form of expert elicitation in which the expert is asked to
order the historical studies according to the degree to which he or she thinks these
studies are informative for the current one. Using this relatively simple approach
we do not have to elicit exact power parameter values. The expert is asked to base
the ranking on the degree of overlap in study-characteristics with the current trial.
Furthermore, the expert is asked to motivate his or her ranking, by reporting the
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study-characteristics on which the ranking was based. Note that the expert is con-
sidered the qualified person to decide which characteristics are (most) important.
In order not to influence the choice of the expert, the interviewer does not provide
suggestions on which study-characteristics to use.

To avoid bias toward the treatment effect in the current study, the ranking should
preferable be determined without knowledge of the results found in each of the studies.
As the expert is expected to be abreast of the published literature, he or she might be
familiar with the treatment effects found in the historical studies. It should therefore
made explicit to the expert not to include this knowledge in his or her motivation for
the ordering.

For the trial by Westerhuis we asked a gynaecologist who is an expert in the field
of intrapartum fetal monitoring to order the four historical studies according to the
relevance for the current trial. Based on several study-characteristics she preferred the
following ranking (in ascending order): Westgate, Vayssière, Ojala, Amer-Wåhlin. The
technique used for ST-monitoring used in the study by Westgate was quite different
from the technique used in the current trial, placing this study lowest in ranking. The
severity of the indication for intrapartum fetal monitoring and the gestational age
of the baby were perceived as important inclusion criteria. As the inclusion protocol
by Amer-Wåhlin showed the most resemblance with the protocol of the current trial,
this study was rated to be most relevant. Of the two remaining studies, the inclusion
criteria by Ojala showed more similarities with the current study than the criteria by
Vayssière. In constructing the power prior the power parameters for the four studies
have to be in agreement with the ordering given above. Furthermore, as none of the
studies is considered irrelevant, the smallest weight should be larger than zero.

2.4.2.1 Sensitivity Analysis for Multiple Historical Studies

After the expert has come to an ordering of the historical studies, an essential stage
in the ranked power prior specification is the sensitivity analysis on the actual values
of the assigned weights. This analysis should give more insight in the sensitivity of
the posterior distribution of the treatment effect for the assigned weights. If, given
a fixed ranking of the historical studies, the posterior distribution of the treatment
effect remains unchanged by different values of the study weights, we conclude deter-
mining a study ranking is sufficient. However, sensitivity of the posterior distribution
for changes in the power prior reveals the strength of the burden of proof captured
in the current study as well as in the ranking of the historical studies. If the actual
weights assigned to the studies do result in different posterior conclusions, elicitation
of additional information on the weight parameters might be required. We will elab-
orate on this in the discussion section. In addition, posterior sensitivity to the prior
parameters might lead to the conclusion that the evidence is not decisive and further
research is required.

A first step in the sensitivity analysis could be to vary the range of the assigned
weights, centered around 0.5. Due to the differences in sample size between the four
historical studies, the actual amount of data included in the analysis varies over the
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different runs. Posterior results of these analyses are displayed in the first 3 rows of
Table 2.5. The mean and median of the posterior distribution remained about equal,
and the width of the 95% CCI decreased slightly as more data was included in the
analysis. Different ranges of study weights in the analyses resulted in equal conclusions
about the effectiveness of the intervention.

As a second step in the sensitivity analysis, one could vary the average of the
assigned weights. The results for these analyses are displayed in the next two rows of
Table 2.5. The weights in one setting (fourth line in the table) were all set below 0.5,
which led the inclusion of 38% of the historical data. In the next setting each weight
is doubled, which is a proportional increase of the included data to 77%. Although
the effect of the amount data included is seen in the slight increase (small weights)
and decrease (large weights) in the width of the 95% CCI, the posterior means and
medians equaled the results in the previous analyses.

In case there are reasons to assume one of the studies is far more or far less
relevant for the current study, unequal distances between the study-weights could be
considered. The experts should provide a rationale to do so. In the current situation,
the expert stated that the study by Westgate is different from the other studies,
because this study is relatively old (1991) as compared to the other studies, and the
techniques for fetal monitoring used at that time were different than used in the
other studies. This could be a reason to assign a much lower weight to the study by
Westgate, while keeping the ranking intact. The bottom line of Table 2.5 shows the
results from this analysis. Though the posterior mean and median of the estimated
treatment effect are somewhat larger than the ones found in the previous analyses, the
credibility interval remained centered around one. Assigning a much lower weight to
the Westgate study did not lead to a different conclusion with respect to the presence
or absence of a treatment effect.

The results of this sensitivity analysis revealed that, given the fixed ordering, the
posterior estimates were not particularly sensitive to the actual values of the power
prior parameters. All six runs of the sensitivity analysis gave about equal results, and
would lead to the conclusion that no evidence was found for an effect of ST-wave
analysis over CTG in the current population.

2.5 Discussion

The power prior distribution can be used to estimate the treatment effect in a current
study sample, while accounting for the information captured within previous research.
Note the distinct difference between this Bayesian technique and the common meta-
analytic approach. Simply combining the current with previous studies would result
in an estimate of the overall treatment effect in the encompassing population instead
of the treatment effect for the current population we are interested in. Just consid-
ering the current data by means of a current data analysis, would in turn ignore the
extensive load of information provided by the previous studies. The power prior pro-
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Table 2.5. Results sensitivity analysis using all four historical studies, given the weights of
the study (a0); posterior mean (PM), median(PMed) and the 95% central credibility interval
(CCI) for the RR.

a0
∗ % Incl. PM PMed 95% CCI

{0.35, 0.45, 0.55, 0.65} 53.41 0.71 0.70 [0.47, 1.03]
{0.20, 0.40, 0.60, 0.80} 56.81 0.71 0.69 [0.47, 1.02]
{0.10, 0.30, 0.70, 0.90} 59.55 0.71 0.70 [0.48, 1.01]
{0.20, 0.30, 0.40, 0.50} 38.40 0.71 0.70 [0.45, 1.06]
{0.40, 0.60, 0.80, 1.00} 76.80 0.71 0.70 [0.49, 1.00]
{0.10, 0.70, 0.80, 0.90} 64.73 0.75 0.73 [0.51, 1.06]

∗ Ordering = Westgate, Ojala, Vayssière, and Amer-Wåhlin

vides the researcher with a tool to not only account for the information captured in
historical studies, but to also control the amount of information included.

Several studies examined the use of the hierarchical power prior distribution. Mod-
ifications were proposed to ensure the power parameter distribution to reflect the de-
gree of commensurability between the current and historical sample. We advocate a
power prior distribution with pre-specified fixed study weights based on differences in
study characteristics instead. By eliciting a ranking of the historical studies accord-
ing to their informativeness for the current trial, we introduced a subjective element
into the rather objective process of prior specification based on historical data. In
the current study we confronted a single expert with a single open-ended question
to come to a ranking of the historical studies. A more formal, and with that, more
objective elicitation process could include consulting multiple experts, or for instance
a procedure in which one expert determines the relevant study-characteristics and
other experts determine a ranking based on these characteristics.

For the data on ST-wave analysis it was shown with a sensitivity analysis, that
given the ordering of the studies, the exact values of the weight parameters had no
impact on the final conclusions. Under different circumstances the marginal posterior
for the treatment effect might not be robust for changes in the weight parameters. This
emphasizes the delicacy of prior specification and shows that the actual values of the
weight parameter may affect the final conclusions. Such a situation might require an
extensive procedure to elicit more specific weights. The interviews could be extended
with a stage in which the experts are asked to determine the lower and upper bound
of the range, i.e. the weight of the least and most relevant study, as well as the total
amount of information included, or to provide information on the relative distances
between the study-weights.

The heterogeneity of the effect estimates found in the different studies might ask
for a random effects analysis. Future research could focus on the use of a hierarchical
model in combination with fixed, ordered weights for the historical studies as dis-
cussed within this paper. Furthermore, the power prior distribution evaluated in this
paper assumes equal weight parameters for both intervention conditions. The study
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by Ojala et al. (2006) compared the use of traditional CTG with ST-wave analysis,
while the trial by Westerhuis compared CTG with CTG plus ST-analysis. This makes
the control condition of the historical study possibly more informative for the cur-
rent study than the experimental group. It might be desirable to use a larger part
of the historical data from the control condition than from the experimental condi-
tion. Further research could explore the use of unequal power parameters for different
intervention conditions.
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2.7.1 Elaborate Example of the Conditional Power Prior Distribution

In the following a step-by-step procedure is described to perform Bayesian infer-
ence using R and WinBUGS. In order to perform the analyses, a recent version of
WinBUGS (http://www.mrc-bsu.cam.ac.uk/bugs/) should be installed, as well as the
R2WinBUGS package (http://cran.r-project.org/). For this example a situation is as-
sumed in which only the study by Amer-Wåhlin et al. (2001) is included in the current
data analysis, with a0 = 0.5.

2.7.1.1 Model

First step is to specify the model. The model given below can be written in any text-
processor and should be saved as a .txt file. The first two lines of the code model
the data in both the ST+CTG condition and the CTG-only condition. The unknown
parameters of interest are the proportion of newborns suffering from metabolic aci-
dosis in both intervention conditions. The second two lines concern the power prior
distributions for these proportions. For each group the prior number of cases and
group size follow a beta distribution obtained from the historical data. The last line
specifies the contrast of interest, which in this case is the risk ratio (RR). The next
step is to define the known elements of this model using R.

MODEL {

# likelihood current data

model{

yTC ~ dbin(pTC, nTC) #likelihood data experimental condition

yCC ~ dbin(pCC, nCC) #likelihood data control condition

# prior for the proportion of cases per intervention condition

pTC ~ dbeta(alphaT,betaT)

pCC ~ dbeta(alphaC,betaC)

# contrast (relative risk in current study)

RRC <- pTC/pCC }

2.7.1.2 Data

The data from the study by Westerhuis is summarized in R as follows:

y.st <- 20

n.st <- 2827

y.ctg <- 30

n.ctg <- 2840
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For the historical studies the same approach can be used. Data from the study by
Amer-Wåhlin could for example be stored like

y0.st.a <- 15

n0.st.a <- 2144

y0.ctg.a <- 31

n0.ctg.a <- 2048,

giving parameter values for beta prior of

a.st.a <- a0*y0.st+1

b.st.a <- a0*n0.st+1

a.ctg.a <- a0*y0.ctg+1

b.ctg.a <- a0*n0.ctg+1.

Next the data has to be stored in a list using R. And the parameters we wish to
estimate are specified.

# storing the data

data <- list("y.st", "n.st", "y.ctg", "n.ctg", "a.st.a",

"b.st.a", "a.ctg.a", "b.ctg.a")

# specifying parameters of interest

st.parameters <- c("pCC", "pTC", "RRC")

2.7.1.3 Calling WinBUGS from R

Below follows the code necessary for calling WinBUGS from R to run the model. The
function bugs needs input on the data, the parameters to estimate, and the model to
use. Furthermore, initial values, the number of chains and iterations per chain have to
be specified. Optional is whether to save the history and whether to show the log-file
in case an error occurs (debug=T).

# calling WinBUGS

st.sim <- bugs(data, inits=NULL, st.parameters, "model.txt",

n.chains=2, n.iter=10000, save.history=T, debug=T )

2.7.1.4 The Posterior Distribution

Before summarizing the posterior distribution, checking wether the sampler has con-
verged is an important step. Several formal approaches to evaluate whether all
chains have achieved the stationary distribution are available (e.g. Gelman and Rubin
(1992a)). Furthermore, eyeballing trace-plots, running mean plots and density plots
are other approaches to get an indication of the convergence of the sampler. After
concluding the sampler has converged, the burn-in period should be discarded and
possibly more iterations have to be made in order to obtain a large enough sample of
the posterior to base inferences on.
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Expert Elicitation of Study Weights for Bayesian
Analysis and Meta-Analysis

Summary. Meta-analysis and Bayesian informative prior distributions are used for updat-
ing knowledge about treatment effects with new data. When the available data come from
slightly different study populations, or from slightly different trials as compared to the new
data, the researcher has to specify study weights to control the influence of the historical
data on the current data. This research evaluates whether an internet Delphi technique is
useful to elicit valid and reliable study weights from an expert panel. Weights were elicited
for four historical studies by four experts. Despite some difficulties regarding the panel, such
as respondent burden, the method seemed useful within this context. The authors advise to
include sensitivity analyses to assess the required number of Delphi rounds.

3.1 Introduction

Researchers usually have access to previous studies investigating the same treatment
effects as examined in their own trials. To estimate an overall treatment effect, the
(aggregated) data from the ’historical’ studies and the current one can be combined
by doing a meta-analysis or by using the older data to construct an informative prior
distribution for Bayesian analysis. In case the available studies were done in slightly
different study populations, or under a slightly different design, incorporating all of
the historical information might not be desirable. Therefore, when there is doubt with
respect to the relevance of the historical information, the information is often excluded
completely. There are however techniques to weight the historical information. In this
article we propose a method for the expert elicitation of study weights for various
applications in evidence synthesis.

This chapter has been published as: Rietbergen, C., Groenwold, R.H.H., Hoijtink, H.J.A.,
Moons, K.G.M., & Klugkist, I.(2014). Expert Elicitation of Study Weights for Bayesian
Analysis and Meta-Analysis. Journal of Mixed Methods Research, published ahead of print
October 19.
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The most common way of weighing the data is by doing random-effects meta-
analysis, where larger deviations in study results lead to lower study weights. An-
other option is to control the influence of the historical data on the estimated overall
treatment effect by using the power prior distribution as proposed by Ibrahim and
Chen (2000). The main principle of this technique is the specification of a weight for
each historical study that reflects the differences and similarities between that study
and the current one. An example of an application of this technique in medical sci-
ence is given by Rietbergen et al. (2011). In this study historical data on the effect
of ST-wave analysis in intrapartum fetal monitoring were included in the analysis of
data obtained in a new trial. A more technical elaboration of an application in the
assessment of water quality is given by Duan et al. (2006). In this research area sample
sizes of the current studies are usually small and the paper discusses how historical
studies and the power prior distribution can be used to deal with this problem.

The study weights can either be specified by researchers themselves or can be
automatically deduced from the similarities in current and historical study results, as
is done in a specific class of power prior distributions by Ibrahim and Chen (2000).
Several papers investigated the properties of the latter (Neuenschwander et al., 2009;
Neelon and O’Malley, 2010; Hobbs et al., 2011), and some of them conclude that it
might be problematic and advise to use the fixed, user-specified value instead. With
this second approach the weights will reflect the degree of commensurability in study
population characteristics instead of study results. In other words, the researcher
can ensure that studies with more relevant study results will receive higher weights,
instead of studies with more similar results. However, the translation of relevance
into valid study weights is not straightforward, and procedures for elicitation remain
relatively unexplored.

The fact that little attention is given to the elicitation of study weights might be
related to several difficulties that the researcher will encounter, and that will aggravate
the elicitation process. First of all the study weight, should reflect the relevance of
an historical study for the current one (Neelon and O’Malley, 2010). The relevance
can be explained as the degree in overlap between the current and historical study
populations and characteristics of the study designs (Rietbergen et al., 2011). In
addition, we think that also the quality of the historical studies should be reflected
in the weights. However, the Cochrane Collaboration discourages the use of quality
measurement scales, since there is no empirical evidence for their validity (Higgins
et al., 2011). These factors imply that the specification of study weights depends
heavily on study specific substantial aspects, rather than statistical ones, making
(clinical) expert knowledge crucial in this process.

To asses the reliability of the elicitation results it is desirable, if not necessary, to
elicit the opinion of multiple experts. The degree of agreement among the experts is
an intuitive indication of the quality of the information they provide (Dorussen et al.,
2005). Reaching consensus among a panel of experts is therefore of major importance,
although, of course, not sufficient for conclusions about the validity of the elicitation
results, i.e. the elicited study weights.
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Another important issue with respect to validity lies in the degree to which the
elicited weights are influenced by study outcomes. In judging the relevance of a study
the expert panel should therefore be blinded for the outcome of the study, so that
weights are chosen irrespective of the study results. Since this is often unfeasible,
one must prevent that the specified study weights reflect too strongly the opinion of
experts who have a substantial interest in the results of the analysis of the new study.
Related to this is the risk of reaching consensus via personal dominance of one of the
panel members rather than expertise (O’Hagan et al., 2006).

The Delphi technique might be able to deal with these issues. With this technique
a panel of experts can be consulted, and an inventory on their opinion can be made in
a setting in which the absence of social pressure is ensured. This is achieved by using
a procedure in which each participating expert provides answers to the questions
separately from the other participants (Linstone and Turoff, 1975; Delbecq et al.,
1975). In subsequent rounds, each panel member receives the anonymized results
of previous rounds. Each member is then asked to react on these results, and if
necessary to adjust their own answers from the previous round. This iterative process
can continue until consensus among the experts is reached, or when the researcher
who facilitates the Delphi rounds decides to combine the results mathematically.

The study outlined here evaluates whether an internet based Delphi technique can
be used to elicit study weights from an expert panel in an efficient manner, without
the loss of reliability of the elicited weights. The goal of this evaluation is two-fold. The
first aim of this study is to examine whether this Delphi method can be used to reach
consensus among a panel of experts with respect to the elicited study weights and
the criteria on which these weights were based. Secondly, since the Delphi technique
was not used to elicit study weights within this context before, we aim to provide a
detailed description of the elicitation process for those researchers who plan to use
this technique for a comparable purpose in the future.

A detailed description of the motivating example is presented in the second section
together with the panel formation and a description of the subsequent Delphi rounds.
The main elicitation results and reports on the course of each round are presented in
the third section. We end with a discussion of the findings in the fourth section.

3.2 Methods

3.2.1 Motivating Example

To illustrate the use of the proposed Delphi procedure for study weight elicitation,
we applied the technique to a set of studies that evaluated a drug called rosiglita-
zone. Rosiglitazone is an insulin sensitizer used for blood glucose lowering in diabetic
patients and was subject to controversy due to alleged cardiovascular adverse effects.
A recent study by Home et al. (2009) was the first randomized trial that directly
assessed the effect of rosiglitazone on cardiovascular outcomes since concerns about
the drug arose. We will refer to this trial as the current study. Previously, a large
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body of study reports on this subject was published (see for example Nissen and
Wolski (2010) and Loke et al. (2011)). We refer to these prior studies as historical
or auxiliary studies. The results from the current study could be synthesized with
the available evidence from previous studies to get an optimal estimate of the safety
of rosiglitazone. However, the historical randomized trials were primarily designed to
evaluate the efficacy of rosiglitazone for surrogate endpoints and only reported the
adverse cardiovascular events as part of the research protocol. Other historical studies
that directly addressed the safety of rosiglitazone were non-randomized studies that
made use of health care databases. The differences in design but possibly also the
differences in the used study populations between the current and historical studies
make some historical studies more relevant for answering the research question of the
current study than others. Therefore, in the synthesizing the evidence some studies
should receive a higher weight than others.

We acknowledge that in an empirical study of rosiglitazone, all available evidence
should be taken into account. However, we aimed to illustrate the weight elicitation
procedure and to limit the response burden of our expert panel at the same time.
We therefore stratified the vast body of available studies according to study design
- randomized control trials (RCT) versus observational studies - and selected only
two studies of each type. The convenience sample of four historical studies are listed
together with the current study in Table 3.1.

Table 3.1. Selected publications on the evaluation of the effect of rosiglitazone on cardio-
vascular endpoints.

Study Journal* Objective

Current Home et al. (2009) Lancet Efficacy & Safety trial
Historical Tzoulaki et al. (2009) BMJ Safety study
Historical Lipscombe et al. (2007) JAMA Safety study
Historical Stocker et al. (2007) AHJ Efficacy trial
Historical Hedblad et al. (2007) JIM Efficacy trial
* Note: Britisch Medical Journal (BMJ), Journal of the American Med-
ical Association (JAMA), American Hearth Journal (AHJ), Journal of
Internal Medicine (JIM).

3.2.2 The Expert Panel

The representativeness of a panel is determined by the qualities of the expert panel
rather than by its size (Powell, 2003). In addition, a heterogeneous panel can provide
higher quality solutions than more homogeneous groups (Delbecq et al., 1975). Since
for this study the experts are asked to make judgements on a clinical as well as on a
methodological level, we aimed at forming a panel consisting of experts with a rele-
vant clinical background and experts with a more epidemiological or methodological
background. Therefore we identified eligible potential panel members with expertise
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in either internal medicine, general practice, epidemiology, research methodology, or
pharmacy. From the eligible experts we identified five experts who were willing to
take part in this study, and covered the five fields listed above. Of this small sam-
ple, only four completed the three Delphi rounds. This final panel consisted of four
experts all holding a Ph.D in their field of research, including a general practitioner
(Expert 1), a vascular internist (Expert 2), a research methodologist (Expert 3), and
an epidemiologist (Expert 4). No formal ethical approval was obtained for this study
since the study did not concern medical scientific research on humans.

3.2.3 Description of the Delphi Rounds

The study weights were elicited using a three round Delphi process. At the start of the
first Delphi round the expert panel was provided with a description of the goal of the
study, and an explanation of the Delphi technique. In addition, each panel member
received a file containing the references to the publications of the five studies that
evaluated the effect of rosiglitazone.

In the first Delphi round the experts were asked to read the five study reports and
to judge the relevance of each of the historical studies for the current one. Some of the
historical studies provide evidence of the positive association between rosiglitazone
use and cardiovascular disease, as myocardial infarction, stroke, and cardiovascular
death. Other studies, that focuss on the effect of rosiglitazone on surrogate endpoints,
however, found an opposite effect of the drug. However, the experts were asked to ig-
nore these study results when making the judgements of relevance. As a first step, and
to guide the weight specification, the experts were asked to rank order the four stud-
ies from most to least relevant. Subsequently the experts were asked to assign study
weights to the four studies. The experts were instructed that the weights should reflect
the relevance of the auxiliary studies expressed as the percentage of the information
captured in the auxiliary study he or she was willing to include in the analysis of
the current study. For example, a weight of 50 implied that the expert was willing to
incorporate 50% of the historical data in the prior distribution for the new data. In
a consecutive question the experts were asked to write down their motivation for the
rank order and assigned weights.

The subsequent Delphi rounds focussed on reaching consensus among the experts
with respect to the rank order of the studies and size of the study weights. The
experts were presented with a summary of the results from the previous round. The
rank orders, study weights and motivation of the other panel members were provided
anonymously. However, the main discrepancies between the panel members’ opinions
were pointed out and linked to specific lines of written motivation of the concerning
experts. The experts were asked whether they wanted to make modifications to their
original answers after seeing the answers and motivations of the other participants. If
they decided to maintain their rank order and weights, they were asked to give their
motivation to do so. As soon as agreement on the ranks was reached no new Delphi
round was started.



30 3 Expert Elicitation of Study Weights for Bayesian Analysis and Meta-Analysis

3.3 Results

3.3.1 Main Results: Relevant Study Characteristics, Ranking and
Weights

In the three subsequent Delphi rounds a ranking of the historical studies and asso-
ciated study weights were collected from the four panel members, in addition the
experts were asked to motivate their choices.

Table 3.2 lists the most important study characteristics that were extracted from
the written motivation (see Tables A, B and C in the Appendix for full reports).
From the discussion among the experts it seems that outcome measure was the most
important variable considered. Similarities in the used endpoints were a motivation
for higher rankings and weights. Other important issues had to do with the design
of the study, for example the type of research design that was used and the type of
treatment conditions that were compared. The experts also considered the similarities
in the exposed populations, and focussed on variables such as age and comorbidity.

Table 3.2. Relevant Study characteristics of the five studies as perceived by the expert
panel

Study Design Population Comparator Outcome

Home (2009) RCT DM2, 40-75 years Active control 1,2 Cardiovascular
Tzoulaki (2009) Retrospective cohort DM2, 35-90 years 1,2,3 Cardiovascular
Lipscombe (2007) Nested case-control DM2, > 66 years 1,2,3,4 Cardiovascular
Stocker (2007) RCT DM2 21-80 years Active control 2 Surrogate
Hedblad (2007) RCT DM2 + IRS, 35-80 years Placebo Surrogate

Notes: Diabetes Mellitus Type 2 (DM2), 1 Sulfonylurea, 2 Metformin, 3 Pioglitazone, 4

Other.

Table 3.3 displays the assigned rankings per study assigned by each expert per
round, with changes from round to round printed in boldface. The first Delphi round
already showed some agreement on the study rankings. The two RCTs are placed in
third and fourth position by all experts, and the two observational studies are always
placed in the two highest positions in ranking. Three rounds were sufficient for the
experts to reach agreement on the ranking of the four studies as follows (from highest
to lowest in ranking): 1) Tzoulaki et al. (2009), 2) Lipscombe et al. (2007), 3) Stocker
et al. (2007) and 4) Hedblad et al. (2007).

Figure 3.1 shows for each Delphi round a plot of the assigned weights for each
study per expert. Overall the plots indicate that the spread in assigned study weights
decreases over the different rounds. In other words, it seems that over the three rounds
the expert’s opinions tend to converge. From the plots we can also see that for this
group of experts the variation in assigned study weights is larger for the higher ranked
studies than for the lower ranked studies, a phenomenon that is seen in all three Delphi
rounds.
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Table 3.3. Elicited rankings of the historical studies in three Delphi rounds, with the changes
in ranks per expert per round printed in boldface.

Expert 1 Expert 2 Expert 3 Expert 4
Round Round Round Round

Study 1 2 3 1 2 3 1 2 3 1 2 3

Tzoulaki (2009) 1 1 1 1 1 1 1 1 1 2 2 1
Lipscombe (2007) 2 2 2 2 2 2 2 2 2 1 1 2
Stocker (2007) 4 3 3 3 3 3 3 3 3 3 3 3
Hedblad (2007) 3 4 4 4 4 4 4 4 4 4 4 4

3.3.2 Report of Rounds

3.3.2.1 Report of Round 1

In the third part of the first Delphi round the panel members were asked to present
their motivation for the chosen ranking and assigned weights. A report of the trans-
lated written motivation of the panel members is provided in Table A in the Appendix.

Both Table 3.3 and Figure 3.1 show a clear distinction between RCTs by Hedblad
et al. (2007) and Stocker et al. (2007) versus the observational studies by Lipscombe
et al. (2007) and Tzoulaki et al. (2009). As said, the two RCTs are placed in third and
fourth position by all experts, and the two observational studies are always placed
in the two highest positions in ranking. This dichotomy between the two lower and
higher ranked historical studies also shows from the weights that the experts assigned
to the studies as shown in Figure 3.1. A reason to place the RCTs lowest in ranking is
given by one of the experts as: ”The studies by Hedblad and Stocker were less relevant
because of the surrogate endpoint, about which it is unclear whether it is correlated
to cardiovascular death/events.”(Expert 2). This idea found support by two other
panel members. Another panel member explains her choice by saying: ”With respect
to exposure definition Stocker and Hedblad compared two mono-therapies, Hedblad
even compared with placebo, while the current study compared two combi-therapies.”
(Expert 4). This also explains why the study by Hedblad was perceived least relevant
by three experts. Another reason for that is given by one expert who said: ”The study
by Hedblad included also patients that did not have Diabetes Mellitus yet, but only
impaired glucose-tolerance.” (Expert 2).

A reason to put the observational studies by Lipscombe et al. (2007) and Tzoulaki
et al. (2009) highest in ranking is described by one researcher:”The studies by Tzoulaki
and Lipscombe appeared most relevant to me, since the primary endpoint was a direct
cardiovascular endpoint.” (Expert 2). The study by Lipscombe (2007) is perceived
less relevant than the study by Tzoulaki (2009) by three out of four experts, which is
explained by one of them as:”...in the study by Lipscombe patients were only included
> 66 years of age, because of that a different population was being studied than in
the study by Home.” (Expert 2). Another expert remarks that: ”Lipscombe et al.
(2007): Case control and because of that a larger probability of bias.” (Expert 1).
One of the experts however, perceives the study by Lipscombe et al. (2007) as the
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Fig. 3.1. Elicited study weights per Delphi round, where T, L, S, and H denote Tzoulaki et
al. (2009), Lipscombe et al.(2007), Stocker et al. (2007) and Hedblad et al. (2007) respectively.

most relevant for the current study because: ”Tzoulaki included hearth failure in the
primary outcome measure, while this is an exclusion criterion for the current study,
therefore these are less similar than the study by Lipscombe.” (Expert 4).

The studies with the lowest ranking receive substantially lower weights than the
two highest ranked studies. The weights for the lowest ranked studies are relatively
close together, which is also the case for the highest ranked studies. In other words
the variation in weights of the lowest ranked studies and highest ranked studies was
smaller than the variation in weights between the most and least relevant studies.
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In general weights were specified that covered about the entire range of possible
weights; with a minimal weight for the least relevant study of 5%, and a maximum
weight for the most relevant study of 90%. The weights assigned by Expert 3 are
all relatively low. The expert gives the following explanation for this decision: ”...
low weights were assigned because the highest studies in ranking were not RCTs but
observational studies.” (Expert 3). Since the most relevant studies were observational
studies, this expert decided to assign only small weights to all studies.

3.3.2.2 Report of Round 2

In the second Delphi round the experts were asked to review the answers they pro-
vided in Round 1 in the light of the answers of the other experts. They were given
the possibility to modify their initial ranking and weights, and again were asked to
motivate their choices in this second round (see Table B in the Appendix for full
written motivation of the experts).

The results in Table 3.3 show that Expert 1 changed the ranking of the studies
by Hedblad et al. (2007) and Stocker et al. (2007) conform the ranking of the other
experts: ”I have switched 3 and 4 based on the motivation of Expert 2, Stocker only
concerns DM2 ”(Expert 1). This resulted in panel agreement on the ranking of these
two studies.

With respect to the studies by Lipscombe et al. (2007) and Tzoulaki et al. (2009),
none of the experts decided to modify his or here initial ranking. All experts felt that
their motivation for their initial ranking was still valid. One of the experts said: ”I
was strengthened in my motivation by the fact that 2 out of 3 other experts selected the
same ranking.”(Expert 2). Expert 4, who was the only expert who preferred a second
place in ranking for the study by Tzoulaki et al. (2009) and a first position for the
study by Lipscombe et al. (2007) was not convinced by the arguments of the other
experts to change her initial ranking. The expert gives the following three reasons
for her choice: ”This study (Lipscombe et al., 2007) was a nested case control study
in a large database. This means that also in this study data regarding the exposure
was registered irrespective of the outcome and that the controls are from the same
population as the cases. These would be the two main reasons for case control studies
to be more biased than cohort studies, but these are both covered by the nested de-
sign.”(Expert 4). She agrees with the other experts that the study population in the
study by Lipscombe et al. (2007) might possibly be somewhat more different from the
population in the current study than the population in the study by Tzoulaki et al.
(2009). However, she remarks that: ”this is only based on the inclusion criteria, we
have not seen the actual population characteristics.” (Expert 4). With respect to the
outcome measure she adds that in the study by Tzoulaki et al. (2009) it is not possible
to compare the outcome measure with the one used in the current study since heart
failure is included in it. For the study by Lipscombe et al. (2007) heart failure is also
included as an outcome measure, however this is separately reported and therefore it
can be compared to the primary outcome measure used in the current study.
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Two of the experts did not change the weights they assigned to the studies in
the first round. One reason for this was given by Expert 4 who said that: ”The ratio
between the weights is rather similar for all experts, since this remains a difficult
matter I decided to keep this equal.” (Expert 4). Another expert pinpoints that she
did not make any changes because she is still convinced that the weights should
be low for all studies. She claims that: ”..., I would only have given a high weight
in case a study would agree on several factors, that is a similar outcome measure,
a similar population, and (perhaps) similar design. Since this was not the case, I
choose to assign a low weight even to the study highest in ranking ...” (Expert 3).
For this reason she thinks that the analysis of the current study should be minimally
influenced by the results in the previous studies. One expert was convinced by these
arguments and changed the size of his initial weights (see Figure 3.1). He said: ”I did
somewhat lower the percentages for the studies by Libscombe and Touzlaki, because I
think these studies indeed have an inferior study design relative to the study by Home,
as some of the other experts rightly remark.” (Expert 2). In addition, he noticed that:
”after rereading the articles, it is not very well possible to extract a precise comparison
between SUD/TZD or Metf/TZD vs SUD/Metf (like in the study by Home) from the
studies by Libscombe and Tzoulaki.” (Expert 2). This idea provided even further
motivation for him to change the size of the weights. In addition, because for Expert
1 it was initially not clear that the weights should not necessarily sum op to 100, he
made some modifications to the weights in the second round (see Figure 3.1).

3.3.2.3 Report of Round 3

In the third and last round the experts had a final look at the discrepancies in rankings
and weights that still remained, and give their final motivation for their ranking and
weights of choice (see Table C in the Appendix for full written motivation of the
experts).

The results in Table 3.3 show that Expert 4 changed the ranking of the studies
by Lipscombe (2007) and Tzoulaki (2009) conform the ranking of the other experts:
”I am willing to go with the other experts with respect to the ordering of the studies.
Mainly, because my most important argument to stay with my original ordering was
incorrect, namely the argument concerning heart failure as exclusion criterium or out-
come. Which was remarked by Expert 2.”(Expert 4). This resulted in panel agreement
on the ranking of all four studies.

Expert 4 also changed the weights of studies accordingly so that they are in agree-
ment with the new ranking. Another expert who made additional weights modifi-
cations in this final round was Expert 2. This expert thought that the previously
assigned weights for Hedblad et al. (2007) and Stocker et al. (2007) were too high.
Furthermore, the expert decreased the weight for the study by Tzoulaki et al. (2009)
since: ”... this study does not provide information about adding rosiglitazone to the
metformin/SUD condition, like was done in the design of the Home study.” (Expert
2). The same sort of adjustment in the weight for this study was seen with Expert 1,
although no further motivation for this change was provided by the expert.
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Discussion

We evaluated whether the Delphi technique can be used as a tool to elicit expert
judgement on the relevance of a set of historical studies for a new one. Overall, this
study suggests that the Delphi method is useful to create agreement in a group of
diverse experts on the ranking of studies and to a great extent also on the quantifica-
tion of perceived study relevance. The experts stood open for each other’s arguments
and motivations and eventually were able to convince each other of what would be
the best ranking. In our study three Delphi rounds were sufficient to reach agree-
ment between the experts with respect to the ranking of all four studies. This quick
convergence of the ranking might be partly due to limited initial variability of the
ranks. Already in the first Delphi round the experts agreed on the two most relevant
and two least relevant studies for the current trial. It seems reasonable to assume
that stronger disagreement between the experts at the start will result in either more
Delphi rounds, or even in failure to achieve convergence.

With respect to the study weights the results show that already at an early stage
there was more agreement among the experts about the weights for the two lower
ranked studies, than for the higher ranked studies. The results clearly showed that
over the different rounds the variation in selected study weights tended to decrease as
the experts took notice of each other’s arguments. This also stresses the importance of
multiple expert elicitation, in contrast to the consultation of a single expert. Although
overall the selected weights tend to converge, the difference in variability for the two
lowest ranked studies and two highest ranked studies remained, which might indicate
that the experts found it easier to judge the lower ranked studies than the higher
ranked studies.

Despite of the favorable results, some issues might have influenced the elicitation
process. We do not know to what extent this had an effect on the validity of the
resulting study weights. However, we would like to pinpoint these issues in order for
other researchers to consider them when designing such an elicitation study.

In order to make a well informed judgement on the relevance and quality of the
historical studies, panel members have to read a considerable amount of literature. Be-
cause of this, the response burden on the experts can become quite high. We therefore
decided to work with a relatively small, but heterogeneous expert panel. Although a
larger panel could increase the reliability of the elicitation results, it is unclear whether
a larger panel would improve or reduce the efficiency of the elicitation process. For
example, one of the main disadvantages of the internet based Delphi technique is
the variation between the panel members in time to submit a response. Although for
each of three rounds we planned the deadline for response two weeks after sending
the invitation for participation, the time to response ranged from one day to several
months. The delay in response time frustrated the efficiency of the process because
panel members sometimes had to wait a long time before the new round could be
started. One solution for this problem could be found in sticking to a strict deadline
for participation in each round. However, we fear that this would have resulted in
panel attrition, which becomes directly problematic for small size panels. Another
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solution might be found in more direct contact with the panel members. In this study
the contact between the researchers and the expert panel was established through
e-mail. We think however that it might be worthwhile to introduce a more direct way
of contact between the researchers and panel members (e.g. by phone or face-to-face)
in order to motivate panel members more directly. However, this seems only feasible
for smaller panels.

Furthermore, in this study, we asked the panel members to rank order and weight
four historical studies. Often however, many more historical studies might be available
and interesting to include. It is likely that more studies to rank increases the response
burden of the panel. Not only because of the increasing number of papers to read,
but with that it will also become more difficult to distinguish between the different
studies. In this research a feasible number of studies with deviating study designs were
assessed for their eligibility. Probably more rounds will be needed to reach consensus
when more studies with smaller differences are included in the synthesis of the new
and historical data.

In this Delphi study we were satisfied with full agreement on the study ranks, and
partial convergence of the study weights. In case absolute consensus on the actual
weights among the experts is required, more rounds will be needed. A sensitivity
analysis to evaluate the influence of the disagreement on the estimated treatment effect
might help to determine the need for absolute consensus. In addition, a sensitivity
analysis can help to determine when to stop organizing more Delphi rounds. Future
research on the use of the Delphi method within this context might focus on these
aspects.

To summarize, in this study the Delphi method was successful in reaching consen-
sus among a group of experts on the ranking of a set of studies. This was established
in few rounds, and without a face-to-face discussion among the panel members. In
addition, with the method we approached convergence on the quantification of the
relevance of the individual studies in this specific situation. These promising results
might inspire other researcher to adopt a similar approach when they have to make
judgements on the quality and relevance of historical studies in circumstances where
complete inclusion or exclusion of information is not desirable. We encourage re-
searchers with a comparable elicitation question to farther explore the possibilities of
this Delphi approach, of course, with careful consideration of the difficulties described
here.
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Table A - Translation of written motivation of all experts in Round 1.

Expert 1

”1.Tzoulaki (2009): Cohort study (the data were collected without awareness of the research question;
this advocates a form of prospective research), Open population (GP database), Large and diverse
population, 15 years follow-up, Real life setting: up until 90 years of age; limited exclusion, Clinical
endpoint and directly interpretable. 2. Lipscombe (2007): Case control and because of that a larger
probability of bias, Open population, Large and diverse population, 3.8 years follow-up, Primary as well
as secondary care, Participants > 66 years, TZD: at that time separately registered (and paid for); bias,
Clinical endpoint and directly interpretable. 3. Hedblad (2007): Middle large population, Increased risk
of CV events Diabetes and IRS. Bias by indication, Laboratory endpoint / proxy. 4. Stocker (2007):
Small population, Secondary/tertiary care. Bias by indication, Laboratory endpoint / proxy,”

Expert 2

”I weighed whether the patient population was similar to the population of the Home study and
whether the primary endpoint was relevant for the Home study. The studies by Tzoulaki and Lipscombe
appeared most relevant to me, since the primary endpoint was a direct cardiovascular endpoint. The
study by Tzoulaki was even a bit more relevant because there was no clear age limit for inclusion:
in the study by Lipscombe patients were only included > 66 years of age, because of that a different
population was being studied than in the study by Home. The studies by Hedblat and Stocker were
less relevant because of the surrogate endpoint, about which it is unclear whether it is correlated to
cardiovascular death/events. The study by Stocker appeared a bit more relevant because only DM 2
patients were included, that were suboptimal controlled, as is the case in the study by Home. The study
by Hedblat included also patients that did not have DM yet, but only impaired glucose-tolerance.”

Expert 3

”I wanted to base the relevance on design (RCT vs non-RCT), outcome (same outcome vs intermediate
outcomes), population (DM2 vs non-DM2, old vs same age), intervention. I based the ranking on the
outcome: two studies used the same outcomes as Home et al, these are highest in ranking because I
miss the clinical background to judge what the effect of the intervention is, and because I think that
the outcome under study is an adverse event, because of which it might be less relevant what the
population is (young vs old, DM2 vs non-DM2). So priority in ranking is based on the agreement in
outcome measure, and low weights were assigned because the highest studies in ranking were not RCTs
but observational studies.”

Expert 4

”I looked at inclusion and exclusion criteria, the population (which country) and the exposure and
outcome definition. In doing so, I took the outcome definition as the most important and exposure
definition as the second most important. Hedblad and Stocker both have surrogate endpoints and
no primary outcome measures, because of which the results are less relevant for the current study.
Tzoulaki included hearth failure in the primary outcome measure, while this is an exclusion criterion
for the current study, therefore these are less similar than the study by Lipscombe. The study by
Lipscombe also included heart failure as an endpoint but separately analyzed from the other outcome
measures. With respect to exposure definition Stocker and Hedblad compared two mono-therapies,
Hedblad even compared with placebo, while the current study compared two combi-therapies. Because
in the studies by Tzoulaki and Lipscombe different mono-therapies and combi-therapies were compared,
you can extract relevant information from them for the current study.”
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Table B - Translation of written motivation of all experts in Round 2.

Expert 1

”RANKING: I have switched 3 and 4 based on the motivation of Expert 2, Stocker only concerns DM2.
WEIGHTS: I thought indeed that the weights should sum to 100, therefore now round numbers. I do
not agree with Expert 3 who says that because the high ranked studies are not RCT they should not
receive too high weights. The observational studies, like Tzoulaki, are more real life.”

Expert 2

”I have not made changes to the ranking, because I still think that my initial motivation for this ranking
is valid. In fact, I was strengthened in my motivation by the fact that 2 out of 3 other experts selected
the same ranking. The fourth expert deems the study by Lipscombe more relevant than the study by
Tzoulaki because the latter included heart failure as a primary outcome measure,while this an exclusion
criterion in the study by Home. The study by Home, however, considers this as an important outcome
measure as well (although patients are not allowed to have had heart failure before randomization): this
is for me a good reason to place the study by Tzoulaki highest in ranking indeed. I did somewhat lower
the percentages for the studies by Lipscombe and Tzoulaki, because I think these studies indeed have
an inferior study design relative to the study by Home, as some of the other experts rightly remark. In
addition, after rereading the articles, it is not very well possible to extract a precise comparison between
SUD/TZD or Metf/TZD vs SUD/Metf (like in the study by Home) from the studies by Lipscombe and
Tzoulaki.”

Expert 3

”The explanation provided by the other experts did not motivate me to change the ranking. I assigned
low weights, because I would only have given a high weight in case a study would agree on several
factors, that is a similar outcome measure, a similar population, and (perhaps) similar design. Since
this was not the case, I choose to assign a low weight even to the study highest in ranking, in other
words I choose for a minimal influence of the results of the previous studies on the new analyses.”

Expert 4

”I did not make any changes to the ranking because I consider my arguments for this ranking still
valid. The other experts switched Lipscombe and Tzoulaki in the ranking. Reasons for doing so were
the case control design by Lipscombe, and the fact that the study by Lipscombe only included ¿ 66
year old patients. I do not consider the argument that a case control study would by definition lead
to more bias, a valid argument. This study was a nested case control study in a large database. This
means that also in this study data regarding the exposure was registered irrespective of the outcome
and that the controls are from the same population as the cases. These would be the two main reasons
for case control studies to be more biased than cohort studies, but these are both covered by the
nested design. There are possibly more differences between the study from Lipscombe and the Home
study, than between the study by Home and the one by Tzoulaki. However, this is only based on the
inclusion criteria, we have not seen the actual population characteristics. I consider my argument that
we can extract heart failure from the outcome measure in the Lipscombe study and not in the study by
Tzoulaki still valid, and therefore I stick to my decision to put Lipscombe in first position and Tzoulaki
in second place. The ratio between the weights is rather similar for all experts, since this remains a
difficult matter I decided to keep this equal.”
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Table C - Translation of written motivation of all experts in Round 3.

Expert 1

”Two arguments two place Tzoulaki first and Lipscombe second in ranking that were not discussed yet:
1) Tzoulaki 7.1 years follow-up versus 3.8 years follow-up in Lipscombe study, so a higher probability
of events in Tzoulaki study, 2) In Lipscombe study a higher probability of bias due to payment for
TZD use. In my opinion this aspect remained under-exposed in the discussion.”

Expert 2

”After reading the articles again I do think I assigned too high weights to the studies by Hedblad and
Stocker. I also assigned a lower weight to the study by Tzoulaki because this study does not provide
information about adding rosiglitazone to the metformin/SUD condition, like was dan in the design of
the HOME study.”

Expert 3

”I do not have reasons to change the weights, I do have a suggestion to perform a sort of sensitivity
analysis with the weights 10-20-30-40, and 15-30-45-60.”

Expert 4

”I am willing to go with the other experts with respect to the ordering of the studies. Mainly, because
my most important argument to stay with my original ordering was incorrect, namely the argument
concerning heart failure as exlusion criterium or outcome. Which was remarked by Expert 2. I changed
the weights of the studies by Lipscombe and Tzoulaki accordingly.”
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Power prior distributions and sampling variability

Summary. The power prior distribution in Bayesian statistics allows for the inclusion of
data and results from previous studies into the analysis of new data. It enables the researcher
to control the influence of the historical data on the new data, by specifying a prior parameter
that determines the amount of historical data to be included. This parameter can either be a
fixed user-specified value, or can be estimated from the data. For the latter, current literature
states that the size of the weight parameter should depend on the commensurability of the
historical and new study outcomes. In this research we question whether this is desirable,
since differences between study results might be caused by sampling variability.

Illustrated with a numerical example and a real data application we show the joint power
prior provides posterior estimates farther from the true value than the estimates provided by
a power prior with a fixed, self-chosen weight parameter. This supports our supposition that
coincidental differences between new and historical data can affect the posterior distribution
for the power parameter, and consequently the parameter of interest, especially for smaller
samples.

We advocate the inclusion of additional (expert) knowledge on the commensurability of
the new and historical study populations, since only the commensurability of sample results
can never fully justify the value of the weight parameter.

4.1 Introduction

The Achilles heel of Bayesianism is depicted in the deriding description of the Bayesian
as someone who, vaguely expecting a horse, and catching the glimpse of donkey,
strongly believes he has seen a mule (Senn, 2007). It refers to the delicate process of
prior specification to prevent drawing fruitless posterior conclusions after combining
prior and data. Often an uninformative prior distribution is specified in an attempt to

This chapter is based on: Rietbergen, C., Chen, M.-H., & Klugkist, I. Power prior distri-
butions and sampling variability. (Under revision).



42 4 Power prior distributions and sampling variability

deal with this problem. Using information from previous studies for prior specification
is another way to try to decrease the probability of inadequate prior specification and,
with that, invalid posterior conclusions.

Differences between the new and previous studies make the inclusion of histori-
cal data for prior specification a challenging matter. To control the influence of the
historical data on the new study Ibrahim and Chen (2000), therefore, propose the
use of a power prior distribution. The weight parameter in this special class of prior
distributions enables the historical data to be weighed relative to the new data. This
parameter could either be a carefully selected fixed parameter, or could be considered
a random parameter for which a hyper prior is to be specified. In case of the latter,
current literature states that the (marginal) posterior distribution for the weight pa-
rameter should depend on the commensurability of the results of the historical and
new data (Hobbs et al., 2011; Duan, 2006; Neuenschwander et al., 2009).

In this paper we question whether it is desirable to let the data, i.e. the commen-
surability of new and historical study results, determine the weight assigned to the
historical data. Differences in sample statistics between studies can be systematic or
can be naturally occurring sampling variability, i.e. the variation due to unsystematic
sampling error. Sampling variability is often underestimated and various papers, in
for example psychological research, are dedicated to this issue. For example Maxwell
(2004) and Cumming et al. (2004) explain how sampling error can lead to erroneous
conclusions about results obtained in social research if we focus on (small sample)
single studies. In current power prior literature the existence of sampling variability
and its implications for the estimation of the distribution for the weight parameter
remains underexposed.

Illustrated with a numerical example and a real data application we discuss how
sampling variability might induce bias in the estimation of the marginal posterior for
the weight parameter. We show how this can lead to distorted posterior estimates for
the measure of interest. We make a case for a specification procedure of the weight
parameter that is, at least partially, based on the commensurability of the study popu-
lations themselves, instead of a procedure that fully depends on the commensurability
of study results.

In Section 4.2 we will first present some frequentist properties and technical as-
pects of the specification of the power prior with fixed weight. We continue with the
specification of the power prior distribution with random weight. The possible influ-
ence of sampling variability on the estimation of the marginal posterior for the weight
parameter will be discussed in Section 4.3. The process is illustrated with a numerical
example and real data application. Implication of the findings will be discussed in
Section 4.4.
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4.2 Types of Power prior distributions

4.2.1 Power prior distributions with fixed weights

The power prior distribution for some parameter vector θ given the historical data D0

and a fixed weight parameter a0 as proposed by Ibrahim and Chen (2000) is obtained
by multiplying an initial prior π0(θ) with the likelihood of the historical data raised
to a power a0, as in

π(θ|D0, a0) ∝ L(θ|D0)a0π0(θ), (4.1)

where and 0 ≤ a0 ≤ 1, and a0 = 0 indicates no inclusion of historical data, and a0 = 1
equals full inclusion of the historical data. As this prior distribution conditions on a0 it
is often referred to as the conditional power prior distribution. Often, no information
in addition to D0 with respect to θ will be included, that is, a low informative initial
prior π0(θ) is specified.

4.2.2 Frequentist properties of the posterior estimates for normal data

In this subsection, we examine frequentist properties of the conditional power prior
for normal data with known σ2 and σ2

0 .
Let D = (y, n) denote the current data with y = (y1, y2, . . . , yn)′, where

yi
iid∼ N(µ, σ2), i = 1, 2, . . . , n, and also let and D0 = (y0, n0) denote the historical

data with y0 = (y01, y02, . . . , y0n0)′, where yi0
iid∼ N(µ, σ2

0), i = 1, 2, . . . , n0. We further
assume that D and D0 are independent and σ2 and σ2

0 are known. We take an im-
proper uniform initial prior for µ, i.e., π0(µ) ∝ 1. Then, the power prior of µ given
D0 with a fixed a0 in (4.1) is given by

π(µ|D0, a0) ∝ exp
{
− a0n0

σ2
0
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}
,
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where ȳ = 1
n

∑n
i=1 yi. Using (4.2), we obtain the posterior mean and the posterior

variance of µ as
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. (4.3)

Consequently, we obtain the frequentist variance of µ̄ as

Var(µ̄) =

n
σ2 + a2

0
n0

σ2
0(

n
σ2 + a0n0

σ2
0

)2 . (4.4)



44 4 Power prior distributions and sampling variability

Although the variance in the historical data is different than the one in the current
data, the posterior mean µ̄ is an unbiased estimator of µ as long as an improper
unform initial prior is specified for µ.

Result 1: Using (4.3) and (4.4), we have

Var(µ̄) ≤ Var(µ|D,D0, a0) (4.5)

for 0 ≤ a0 ≤ 1. In addition, the equality in (4.5) holds if and only if a0 = 0 or
a0 = 1 and the maximum difference between Var(µ|D,D0, a0) and Var(µ̄) is reached
at a0 = 0.5.

It is easy to see that

Var(µ|D,D0, a0)−Var(µ̄) =
a0(1− a0)n0

σ2
0(

n
σ2 + a0n0

σ2
0

)2 ≥ 0.

Thus, the proof of Result 1 is straightforward. Result 1 implies that the frequentist
coverage probability of the 100(1 − α)% highest posterior interval will exceed a pre-
specified credible level 1 − α, where 0 < α < 1 for 0 < a0 < 1. To see this, we let
z1−α/2 denote the (1 − α/2) percentile of the standard normal N(0, 1) distribution
and using (4.2) and (4.3), we obtain the 100(1− α)% highest posterior interval as

I(1− α,D,D0, a0) =

{µ : µ̄− z1−α/2
√

Var(µ|D,D0, a0) < µ < µ̄− z1−α/2
√

Var(µ|D,D0, a0)}. (4.6)

Then, we are led to the following result.

Result 2: The frequentist coverage probability is given by

P (µ ∈ I(1− α,D,D0, a0)) = 2Φ
(√Var(µ|D,D0, a0)√

Var(µ̄)
z1−α/2

)
− 1, (4.7)

where Φ(·) denotes the N(0, 1) cumulative distribution function. Consequently, we
have

P (µ ∈ I(1− α,D,D0, a0))

{
= 1− α if a0 = 0 or a0 = 1,

> 1− α if 0 < a0 < 1,
(4.8)

and the maximum coverage probability is given by

P (µ ∈ I(1− α,D,D0, a0 = 0.5)) = 2Φ
(√√√√ n

σ2 + 0.5n0

σ2
0

n
σ2 + 0.25n0

σ2
0

z1−α/2

)
− 1. (4.9)

Remark 1: Results 1 and 2 imply that when the historical data and the current
data are comparable in terms of the parameter µ, the efficiency will be lost when
the historical data are not fully borrowed. Also note that the results derived here are
slightly more general than the ones obtained in Ibrahim et al. (2014) since we assume
different variances in the historical and current data. In addition, we derive an explicit
formula of the frequentist coverage probability of the HPD interval.
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4.2.3 Power prior distributions with random weights

Despite the useful properties of the conditional power prior distribution as shown
above, specification of this prior can be difficult, since a fixed weight has to be de-
termined by the user. To overcome this issue Ibrahim and Chen propose to specify
a prior distribution for a0. The resulting joint power prior distribution for (θ, a0) is
given by

π(θ, a0|D0) ∝ L(θ|D0)a0π0(θ)π(a0|γ0). (4.10)

Here, π(a0|γ0) is the (hyper) prior distribution for a0 with hyperparameter vector γ0.
Ibrahim and Chen note that by using this joint power prior the tails for the marginal
distribution of θ, better reflect the uncertainty about a0 than the marginal posterior
following from the conditional power prior distribution that assumes fixed a0.

Evaluations of the performance of the power prior (see for example Duan (2006)
and Neuenschwander et al. (2009)) revealed that, for binary and normal data, the
joint power prior distribution as given in (4.10), with an uninformative prior for a0,
results in a marginal prior for a0 with values close to zero. To solve this problem,
Duan (2006) and also Neuenschwander et al. (2009) propose a power prior distribu-
tion that includes the normalizing constant. This modified power prior distribution
normalizes the (marginal) prior distribution for a0, resulting in larger values for the
weight parameter. This modified power prior distribution takes the form

π(θ, a0|D0) =
L(θ|D0)a0π0(θ)π(a0|γ0)∫

L(θ|D0)a0π0(θ)d(θ)
. (4.11)

The joint power prior distribution as presented in (4.10) and (4.11) builds on
the assumption that both the new and historical data are needed to update the
distribution for a0. For the case of a single historical study this implies that a higher
weight is assigned to the historical study when its results show more resemblance with
the new sample results.

4.3 Sampling variability and the estimation of a0

The weight parameter a0 can be seen as the probability that the new and historical
samples come from the same population (Duan, 2006). Values of a0 closer to zero
indicate it is highly unlikely the samples come from the same underlying population
and values closer to one indicate it is highly likely the samples come from the same
population. This probability is based solely on the sample results, and therefore can
only be correct in two situations. First, in case of similar sample results the similar-
ities should not be the result of overlapping sampling distributions of the new and
historical situations. Second, in case of different sample results the differences should
be systematic and not the manifestation of sampling variability.

Figure 4.1 shows four plots with sampling distributions to illustrate and explain
the situations described above. In each case two samples are drawn to estimate some
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population parameter θ: a new sample N denoted by a dot, and an historical sample
H denoted by a square. The new and historical samples can both be random draws
from the same population with population mean θ as in the top row of the figure. In
this situation the estimated value for a0 will be correct in case the sample statistics
are similar, but incorrect in case the sample statistics are different. In the bottom
row of the figure, the historical and new sample are random draws from two different
populations with mean θH for the historical population and θN for the new population.
In this case the estimated a0 will only be correct in case the sample statistics are
different, and will be incorrect in case the sample statistics are similar. The problem,
however, is that we can never know from the data whether the observed differences
or similarities between the sample estimates are random or systematic. And in case
we are wrong the resulting marginal posterior for a0 is the product of chance, thereby
overestimating or underestimating the true value of the weight parameter, and shifting
the posterior estimate for θ towards a result observed by chance.

To illustrate this further, we describe for a number of situations the sensitivity
of the joint power prior results for sampling variability and make a comparison with
the conditional power prior. Figure 4.2 presents a selection of situations that might
occur if we want to estimate a population parameter θ with new sample N (displayed
in circles) and historical sample H (displayed in squares).

Let’s assume that both samples N and H are both random draws from the same
underlying population with population mean θ. In this scenario the observed differ-
ences between each new and historical sample estimate for θ are a manifestation of
sampling variability.

Since we do not have any additional knowledge about samples N and H we fix
a0 = 1 for the conditional power prior distribution. For the situations presented in
the figure we can now describe how sampling variability can influence the posterior
distributions for a0 and θ under both prior distributions.

When the new and the historical sample estimates are close together, as in situa-
tion 1 in Figure 4.2, the estimated posterior mean for a0 for the joint power prior will
be close to one. The conditional and joint power prior will result in similar posterior
estimates of θ, with estimates closer to θ in situation 2.1.a in 4.2 and farther from θ
in situation 2.1.b in 4.2.

Larger differences between the samples (see situation 2 in Figure 4.2), as may occur
with smaller samples, lead to an increased disregard of the historical data under the
joint power prior distribution (smaller posterior values for a0). Since in situation 2.a
in Figure 4.2 the historical estimate is closer to the true value than the new estimate,
including more historical data results in estimates of θ closer to the true value. The
joint power prior will disregard the historical data, pulling the posterior estimate for θ
toward the new sample result and away from the true population mean. The opposite
is true for situation 2.b in Figure 4.2, where including less of the historical data will
provide results closer to the truth. In situation 2.c in Figure 4.2, with extreme sample
results, equal inclusion of new and historical data, as is done with the conditional
prior with a0 = 1 will give results closest to the true value.
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Fig. 4.1. Sampling distributions with the new and historical sample statistics indicated by
dots and squares respectively.

To further illustrate the possible bias due to sampling variability when using the
joint power prior we present a numerical example and real data application in which
we compare the two types of power prior distributions.

4.3.1 An example with normal data

In Table 4.1 we compare the posterior results from the analysis of four pairs of his-
torical and new data sets using the conditional and joint power prior distributions.
Both the new and historical data sets, related to IQ measurements, are random draws
of n = 20 from a common normal population with mean µ = 100, and known popu-
lation standard deviation σ = 15. We fix a0 = 1 under the conditional power prior,
and estimate a0 in the joint power prior (3) using a non-informative Beta(1,1) initial
prior distribution. The first two columns present the sample means x̄ and x̄0, for each
pair of new and historical data sets respectively. The third and fourth column show
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^

^

Fig. 4.2. Possible positions of new samples N and historical samples H, relative to the true
population parameter θ.

the posterior means for µ under the conditional and joint power prior. For the latter,
the marginal posterior mean for a0 is given within brackets.

Table 4.1. New and historical sample estimates x̂ and x̂0; Posterior estimates for µ (posterior
means), under the conditional power prior (CPP) with a0 = 1, and joint power prior (JPP)
with within brackets the marginal posterior mean for a0; for N = 20

µ̂

x̄ x̄0 CPP JPP (a0)

110.65 103.11 106.85 108.32 (0.49)
102.18 108.08 105.10 104.06 (0.52)
108.25 88.54 98.36 106.26 (0.12)
88.54 108.25 98.36 90.54 (0.12)

The first row, with x̄ >> µ and x̄0 > µ, resembles situation 2.a in Figure 4.2. As
expected, we find µ̂conditional = 106.85 to be a bit closer to µ than µ̂joint = 108.32.
For x̄0 >> µ and x̄ > µ, as in situation 2.b in the figure, the second row of the table
shows slightly better results for the joint power prior, with µ̂joint = 104.06 versus
µ̂conditional = 105.10.

The extreme lack of commensurability between the two sets in the third row (see
situation 2.c in Figure 4.2), has caused a large decrease in the posterior mean for
a0. Therefore, much of the information captured in the historical data is ignored
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under the joint prior, leading to an overestimate of µ with µ̂joint = 106.26. Under
the conditional power prior, where the new and the historical sample receive equal
weights, the estimated mean IQ µ̂conditional = 98.36 is very close to the true population
mean of 100 points. In addition, exchanging the historical and new set, as presented
in the fourth row, µ̂conditional remains at 98.36 points. Under the joint distribution
µ̂joint = 90.54, which implies a big shift towards x̄, that is towards an extreme result
observed by chance.

Taking a closer look at the marginal posterior estimates for a0 in Table 4.1, it
immediately shows how the weight parameter is increasingly underestimated when
the historical and new data are farther apart. Especially, the last two rows in the table
show how the joint power prior might provide poor estimates for a0, and subsequently
the parameter of interest.

4.3.2 Real data example: the safety of rosiglitazone

In the previous section we evaluated a situation for which we knew the new and
historical samples were random draws from the same underlying population. This way
the value for the weight parameter could be fixed to one. When presented with real life
data a researcher can never be sure about whether the new and historical sample share
a common underlying population. To illustrate this, the following example discusses
such a situation historical data is available for inclusion in a power prior distribution
although the degree of relevance is uncertain.

In a randomized control trial (RCT) by Gerstein et al. (2010) on the efficacy of
rosiglitazone in preventing cardiovascular disease in 333 type 2 diabetes patients using
this antidiabetic drug between 2005 - 2008 the researchers observed eight events of
myocardial infarction (MI). In a previously conducted RCT by Dargie et al. (2007)
on the same therapeutical intervention, researcher observed seven events of MI in 108
type 2 diabetes patients in the period 2001 - 2003. In a previously conducted observa-
tional study by Lipscombe et al. (2007) on a comparable therapeutical intervention,
researchers found 53 events of MI in 229 patients between 2002 - 2005. In Table 4.2
some characteristics of the three studies are presented, the data of the three studies
are displayed in Table 4.3. To estimate the risk of MI from the new RCT data, we
specify a conditional and joint power prior distribution using the data from either the
previously conducted RCT or the observational study as historical prior input.

For specification of the conditional power prior a fixed value for the weight param-
eter a0 had to be chosen based on the degree of commensurability between the study
and patient characteristics of the most recent RCT and the historical studies. To do
so we would need clinical expertise to determine the commensurability between the
studies on the most important of these characteristics. Since elaborate expert elicita-
tion falls beyond the scope of this article, we interviewed a single expert in the field
to provide a selection of six most relevant study characteristics. For both historical
studies we subsequently counted the proportion of items on which the historical study
was similar to the new RCT. The resulting proportions were interpreted as values for
a0. Based on the agreement in characteristics between the studies Table 4.2 shows



50 4 Power prior distributions and sampling variability

Table 4.2. Selection of relevant study characteristics of new and historical study.

Gerstein (2010) Dargie (2007) Lipscombe (2007)

Data collection 2005 - 2008 2001 - 2003 (-) 2002 - 2005 (-)
Age (in years) 61 (9) 64.3 (8.8) (+) 73.9 (5.7) (-)
Insuline Included Included (+) Excluded (-)
Cardiovascular history Included Included (+) Included (+)
Rosiglitazone alone Yes Yes (+) All TZDs (-)
Country Canada UK (-) Canada (+)

Score 4 / 6 = .67 2 / 6 = .33

Table 4.3. Data of new and historical studies; number of events, and total sample size per
study (N).

Gerstein (2010) Lipscombe (2007) Dargie (2007)

Events 8 53 7
Total N 333 229 108

a0 = .67 for the historical RCT, and a0 = .33 for the historical observational study.
For both models an uninformative Beta(1,1) initial prior was specified for the param-
eter of interest θ. In addition, for the joint power prior an uninformative Beta(1,1)
hyperprior for the weight parameter a0 was specified.

Table 4.4 presents the results of the analyses of the new data using either the
RCT or observational study as power prior input in both models. The estimates for θ
and accompanying 95% CIs are presented, as well as the fixed and estimated values
for a0. The results show how the estimates for a0 under the joint power prior are in
the same direction of the pre-specified fixed values for a0; under both power priors
the historical observational study will receive a much lower weight than the historical
RCT. However, the location of these values do differ, i.e. the estimated values for a0

are closer to zero than the pre-specified values. This means that under the conditional
power prior a larger part of the historical information was included, and therefore the
posterior results for θ are influenced in a higher extent by the historical data than the
results under the joint power prior. In the table this effect shows from the resulting
estimate for θ under the conditional power prior when using the observational study
by Lipscombe data as prior input. Since the raw estimate in this study is much higher
than the one in the RCT by Gerstein, and more of this historical information is
included, the estimate for θ is much higher than in the other situations.

The agreement in the relative size of the weight parameters under both power
prior distributions suggest that both procedures might be heading in the right direc-
tion. However, the actual size of the weight parameters remains uncertain. Does the
pre-specified weight parameter overestimate the relevance of the historical studies?
Or are the estimated values under the joint prior the result of coincidental differences
between the new and historical sample estimates and therefore too small? Unfortu-
nately, since, in this situation, one cannot know the true value of a0, the questions
remain unanswered.
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Table 4.4. Results of analysis under both power prior distributions.

Type of power prior θ̂ 95% CI a0
Dargie (2007)
Conditional .033 [.018;.053] .67
Joint .032 [.016;.052] .48
Lipscombe (2007)
Conditional .065 [.043;.090] .33
Joint .029 [.014;.050] .20

4.4 Discussion

Current literature on the power prior distribution focussed mainly on the higher
degree of objectivity associated with the joint power prior in comparison to the con-
ditional power prior distribution. Since the degree of commensurability between the
new and historical data determines the size of the weight parameter, no subjective
judgements with respect to the value of this parameter have to be made. Our main
concern with this approach was that with disregarding the subjective input inherent
to the specification process, we make way for an increasing influence of chance. That
is, differences or similarities between new and historical studies might be the mani-
festation of sampling variability, and therefore should not be used as a motivation for
weight specification.

In Section 4.3 we evaluated the extent to which sampling variability distorts the
marginal posterior estimates of the weight parameter, and with that the posterior
estimates for the parameter of interest. The numerical example presented in Section
4.3 supports our idea that in some cases the use of the joint power prior does lead
to posterior estimates that are farther from the true value than the estimates pro-
vided by the conditional power prior. Coincidental differences between the new and
historical data can affect the posterior distribution for the power parameter a0, and
the parameter of interest consequently. This implies that when working with smaller
(new) samples, the effect of sampling variability can be worrisome. This, while at the
same time the inclusion of results from prior studies can be particularly interesting
when the new sample size is relatively small.

In the current paper we did not illustrate the situation where both samples come
from (somewhat) different populations. Therefore, we did not evaluate how coinci-
dental similarities might lead to the overestimation of the commensurability of the
new and historical data. Incautious use of the joint prior distribution under these
conditions might lead to the crossing of apples and oranges. That is, one might com-
bine study outcomes that are unrelated due to similarities observed by chance, and
thereupon draw fruitless posterior conclusions. Of course, it is good practice in meta-
analysis-like settings, to make well argued choices about what studies to include, based
on study and population characteristics of the studies in question. Given this careful
process of study inclusion, very extreme situations will (hopefully) never occur. How-
ever, when a researcher judged a set of studies to be eligible to be included in the
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analysis, would it be reasonable to assign study weights close to zero, as happened in
the real data example in Section 4. Here, the estimated value for the weight parameter
for the study by Lipscombe was only .10. Consequently only a very small part of the
historical data was included in the prior for the analysis of the new data. If a study is
down weighed to such a large extent, then why was it considered eligible in the first
place?

The above shows how only the commensurability of sample results can never be
fully sufficient for the justification of the value of a0, and we advocate the inclusion of
additional knowledge with respect to the commensurability of the new and historical
study populations. Qualitative knowledge on the commensurability of the new and
historical data is provided by the careful inclusion process of the prior studies. This
implicit knowledge can be translated into fixed study weights for the conditional power
prior distribution as was done in Rietbergen et al. (2011) and Rietbergen et al. (2014).
Another option is to incorporate this information in a hyper prior distribution for a0 in
the joint power prior distribution. In the presented examples we used an uninformative
hyper prior for a0, this way only the commensurability of the new and historical data
influenced the posterior distribution for the weight parameter. However, one might
want to specify an informative hyper prior to guide the estimation of the weight
parameter. This way we combine both procedures, and acknowledge the value of the
subjective judgement of relevance and quality next to the objective process of joint
power prior specification.

Especially when only a limited amount of new data is available, the inclusion
of information obtained in previous studies could be attractive. When doing so, a
sensitivity analysis should always be performed to evaluate the effect of the chosen
weights or hyper prior parameters on the posterior estimate of the parameter of inter-
est. Quantification of the available knowledge to make it suitable for prior specification
remains a big challenge. Therefore, future research on power prior specification should
also focus on the elicitation of the information to specify the weight parameter itself,
or the parameters of the hyper prior for the weight parameter.
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Evidence synthesis in drug safety assessment: the
example of rosiglitazone

Summary. The current system of benefit-risk assessment of medicines has been criticized
for relying on intuitive expert judgment. There is a call for more quantitative approaches and
transparency in decision making. Illustrated with the case of cardiovascular safety concerns
for rosiglitazone we aimed to explore a structured procedure for the collection, quality as-
sessment and statistical modelling of safety data from observational and randomized studies.

We distinguished five stages in the synthesis process. In Stage I the general research
question, population and outcome and general inclusion and exclusion criteria are defined
and a systematic search is performed. Stage II focusses on the identification of sub-questions
examined in the included studies and the classification of the studies into the different cate-
gories of sub-questions. In Stage III the quality of the identified studies is assessed. Coding
and data extraction are performed in Stage IV. Finally, meta-analyses on the study results
per sub-question are performed in Stage V.

A Pubmed search identified 30 randomized and 14 observational studies meeting our
search criteria. From these studies, we identified 4 higher level sub-questions and 4 lower level
sub-questions. We were able to categorize 29 individual treatment comparisons into one or
more of the sub-question categories, and selected study duration as an important covariate.
We extracted covariate, outcome and sample size information at the treatment arm level of
the studies. We extracted absolute numbers of myocardial infarctions from the randomized
study, and adjusted risk estimates with 95% confidence intervals from the observational
studies. Overall, few events were observed in the randomized studies which were frequently
of relatively short duration. The large observational studies provided more information since
these were often of longer duration. A Bayesian random effects meta-analysis on these data
showed no significant increase in risk of rosiglitazone for any of the sub-questions.

The proposed procedure can be of additional value for drug safety assessment because
it provides a stepwise approach that guides the decision making in increasing process trans-

This chapter is based on: Rietbergen, C., Stefansdottir, G., Leufkens, H.G.M., Knol, M.,
Klugkist, I., Grobbee, D.E., & De Bruin, M.L. Evidence synthesis in drug safety assess-
ment: the example of rosiglitazone. (Under revision).
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parency. The procedure allows for the inclusion of results from both randomized an obser-
vational studies, which is especially relevant for this type of research.

5.1 Background

The current system of benefit-risk assessment of medicines has been criticized as it
primarily relies on intuitive expert judgement (Coplan et al., 2011) and there is a call
for more quantitative approaches and transparency (Guo et al., 2010). With respect
to the risk-arm of the benefit-risk balance, safety information from different sources
accumulates throughout the life cycle of the products (Weaver et al., 2009; O’Neill,
1998). At market approval, information on adverse drug reactions (ADRs) of drugs
comes from pre-clinical studies and randomized controlled trials (RCTs) whereas post-
marketing data mostly include spontaneous ADR reports and epidemiologic studies.
Regulators base their pharmacovigilance decisions on both pre-marketing and post-
marketing data, which can be conflicting and of deviating relevance and quality, and
hence difficult to integrate into a single opinion.

A typical example of a product where information on (cardiovascular) safety accu-
mulated throughout the products life cycle causing an ongoing debate is rosiglitazone
(Diamond et al., 2007; Kaul et al., 2010; FDA and Administration, 2011). Rosiglita-
zone is an insulin sensitizer used to treat diabetes type II, which was approved by
the United States Food and Drug Administration (FDA) in 1999 and by the Euro-
pean Medicines Agency (EMA) in 2000. Subsequently, rosiglitazone was suspended
from the European market by the EMA in 2010 due to cardiovascular risk, while it
still remains marketed in the United States under severe restrictions (FDA and Ad-
ministration, 2011; EMA, 2010). The decision to withdraw rosiglitazone from the EU
market was based on data that accumulated during the post-marketing phase through
use in the general population, which tends to differ from the trial population. The
different labels of rosiglitazone in Europe and the US and subsequent market with-
drawal in Europe shows how the evaluation of evidence in different regulatory systems
can lead to different decisions. Discrepancies like these occur often and the regula-
tory systems could benefit from a structured approach to come to a more consistent
conclusion.

For integrating information from different sources, post-marketing safety evalua-
tion could benefit from an evidence synthesis strategy for data from both randomized
controlled trials (RCTs) and observational studies. Especially in combination with
judgements of quality and relevance to enable overt combining of data from different
sources. Previously, some efforts have been made to combine information from RCTs
and observational studies (Kuoppala et al., 2008; Bertrand et al., 2012). Bayesian
statistics can be a useful tool, since data from RCTs and observational studies can
either be jointly modelled to estimate an effect, or the observational data can serve
as input for the specification of prior distribution for the analysis of the RCT data,
or the other way around.
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The aim of this paper is to implement such a Bayesian approach in which the prior
distribution is derived from observational data, within a structured procedure for data
gathering and quality assessment to combine safety data from RCTs and observational
studies. We used the cardiovascular safety of rosiglitazone as an example. With this
we aim to add to the operationalization of the framework provided by Coplan et al.
(2011) and to provide the regulators with a tool to structure the decision making
when data from many sources are available.

5.2 Methods

Figure 5.1 presents our integrated approach comprising five stages for searching and
combining relevant study results from different sources. In the following we elabo-
rate on each stage of the process and at the same time apply this approach to the
rosiglitazone example.

5.2.1 Stage I

Step 1: Defining the research question, population and outcome The assessor has to
clearly specify the main research question that one is interested in, and with that, the
outcome and population of interest. A preliminary literature search at this point can
aid the decision-making with respect to these elements.

Based on information from the literature and the different conclusions about the
safety of rosiglitazone we posed the following overall research question, outcome def-
inition and population description: Does rosiglitazone increase cardiovascular risk in
otherwise healthy adult patients with type II diabetes. A quick scan of several avail-
able studies on this topic revealed a great variety in the interpretation of the specified
outcome. Some studies reported the total number of myocardial infarctions, strokes,
and cardiovascular deaths. Some reported only on one of these major adverse car-
diovascular events (MACE). We decided to focus on myocardial infarction (MI) only
since the majority of the studies so far reported information on this specific event.
With respect to the treatment conditions all possible comparators were considered
and listed i.e. placebo, no treatment, and other diabetic agents. However, some stud-
ies did not report the use of any control group. These studies, in which rosiglitazone
was not compared with any other treatment or placebo, were excluded at this stage
since these could not contribute to answering the research question.

Step 2: Data sources, searches, and general inclusion criteria The inclusion and
exclusion criteria have to be listed, and a proper query to search for relevant publi-
cations has to be specified.

We performed a Pubmed search, searching for any randomized controlled trials
(RCTs) and observational studies on rosiglitazone among adult patients, published
before December 31st 2010. All studies that mentioned rosiglitazone in the title or
abstract were searched. Furthermore, overall inclusion criteria included studies with a
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duration of at least 24 weeks that included a comparable non-exposed group. We al-
lowed for studies with specific populations e.g. Mexicans and Taiwanese. Only original
research articles in English were considered for inclusion. Furthermore, it was required
that the number of myocardial infarction (MI) events during the study period was
mentioned in the result section, or that a safety section was included that discussed
all major adverse events during the study period, whether MI was mentioned or not.
If MI was not mentioned in this section it was considered to have zero events. Since
our domain was patients with type II diabetes that were otherwise healthy, only
studies that included patients with diabetes type II were considered for inclusion.
The search identified 683 abstracts, after excluding non eligible studies either with
no original data, case-reports, in-vitro studies, animal studies and/or studies without
rosiglitazone, 91 publications were retrieved (see Figure 5.1). From these publications
we excluded 47 studies in which either the study population did not include patients
with type II diabetes (23 studies), the studies were not of sufficient duration (14
studies), there was no comparable exposure group (6 studies) and/or adverse events
during the study period were not listed (4 studies). Finally, 14 observational studies
and 30 RCTs were considered for inclusion for one or more of our research questions
(see Figure 5.1 and separate reference list).

5.2.2 Stage II: Inclusion of studies per research question

Although, the information on the safety outcomes of interest is reported in each of
the studies selected in Stage I, important differences between the studies might exist
with respect to the exact research questions addressed. Some studies are designed to
examine the efficacy of the drug under study compared to placebo or other therapies,
while others are designed to directly assess the safety of the drug. As a consequence,
simple pooling of all available data ignores the underlying safety questions that can
actually be answered with the different studies. Therefore, in Stage II we propose
an approach in which a close inspection of the used study designs is made in order
to extract the actual research (sub) questions that are addressed. Subsequently, one
should extract from each study only those treatment arms that are relevant for one or
more of the specified sub questions. In doing so, the originally intended comparisons
should be retained and one should never extract single study arms from any of the
studies. Furthermore, study arm selection may not be influenced by study results, i.e.
the selection process should take place without consideration of the study results.

For the example of rosiglitazone we extracted different types of research ques-
tions. Figure 5.2 shows the four higher level questions (1-4) and four lower level sub
questions (a-d). For each specific research question we assessed the relevance of the
treatment arms and whether the study included a comparable non-exposed group.
All studies considered for inclusion were reviewed by one of two researchers, and in
case of uncertainties reviewed by both. Studies were included only if consensus was
reached.
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Stage I: Step 1
Define research question, 
outcome and population

Stage I: Step 2
Data sources and searches

Pubmed search:
683 abstracts retrieved

Retrieved: 
91 publications

Not eligible:
No original data

Case-reports
In vitro studies
Animal studies

No rosiglitazone

Included:
44 publications

Excluded:
Not sufficient duration 14

Not diabetes type II 23
No comparable non exposed group 6

Adverse events during study period not 
reported 4

Stage II
Inclusion of studies per research 

question

Stage III
Weighing of studies

Stage IV
Data extraction

Stage V
Data analysis

Fig. 5.1. Safety of Rosiglitazone research questions.
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The upper part of Figure 5.2 addresses research questions 1 and 2. For research
question 1, concerning the risk of rosiglitazone compared to no treatment (or placebo),
we included a) studies that had rosiglitazone only arms compared to either placebo or
untreated controls (which included observational studies properly adjusted for other
glucose control treatments) and b) studies that evaluated rosiglitazone plus another
glucose control agent (rosiglitazone as add-on therapy) vs. the same glucose control
agent as monotherapy. For research question 2, that concerned the risk of rosiglita-
zone compared to other treatments, we included c) studies that had arms comparing
rosiglitazone monotherapy with another monotherapy and d) studies that compared
dual therapy with rosiglitazone and another agent (rosiglitazone as add-on therapy)
versus treatment with that same agent plus another glucose control agent (as an
add-on).

The lower part of Figure 5.2 addresses research question 3, about the risk for
MI associated with rosiglitazone monotherapy, which is a combination of a and c and
research question 4, on the risk of rosiglitazone add-on therapy, which is a combination
of b and d.

Table A in the Appendix presents a list of all included studies and the selected
study arms for each comparison (a, b, c, and d) and the relevant study characteristics.
To explain the selection procedure we take the example of the observational study by
McAffee et al. (2007). This study included several treatment arms where rosiglitazone
was prescribed both as a monotherapy and add-on therapy. Since rosiglitazone was
compared to metformin as well as sulphonylurea monotherapy the study is listed twice
in Table A under sub question c. In addition, rosiglitazone was used as add-on to
metformin, sulphonylurea and insulin and compared to treatment arms where these
treatments were used with add-on of sulphonylurea, metformin and other diabetes
agents, respectively. Therefore, these treatment arms were included for sub question
d.

Another example is the RCT by Home et al. (2009) which randomized patients
on metformin to either rosiglitazone or sulphonylurea and patients on sulphonylurea
to either rosiglitazone or metformin. Based on this randomization we would have
included all four study arms in sub question d. However, in the analysis the researchers
combined both rosiglitazone arms and compared it with both non-rosiglitazone arms.
This introduced a problem of whether there was a comparable non-exposed group.
What was compared in the end is a group of patients on rosiglitazone and either
metformin or sulphonylurea with patients using both metformin and sulphonylurea.
Therefore, we concluded that this comparison should be included in sub question b.
Since the results were not adjusted for background medication use (metformin and
sulphonylurea), this study was considered less optimal than the observational studies
with the same comparisons that do adjust for co-medication.
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Fig. 5.2. Research questions on the safety of rosiglitazone .
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5.2.3 Stage III: Quality assessment

An important stage in this procedure is the assessment of quality and relevance of
the selected studies. Different scales are available to assess the quality. The Cochrane
risk of bias tool for RCTs (Higgins et al., 2011) to assess the weight of randomized
studies takes into account method of study treatment allocation and concealment,
blinding, completeness of outcome data and reporting and other sources of bias. The
Newcastle-Ottawa quality assessment scale (Wells et al., 2013) that was designed to
assess the risk of bias in case-control studies and cohort studies, consists of three
sections that take into account selection, comparability of groups and exposure in
case-control or outcome in cohort studies. The quality scores can be transformed
into study weights such that studies with lower quality receive less weight in the
meta-analysis and studies of higher quality receive higher weights. In the ongoing
debate about the use of quality scores as weights in meta-analysis (Bown and Sutton,
2010; Jüni et al., 1999; Herbison et al., 2006, see)many experts argue that using such
weights might induce bias in the estimation of the treatment effect of interest. Since
we do attach importance to the process of quality assessment, we propose to use
the quality judgment to set a criterion for study (arm) inclusion. For the example of
rosiglitazone we set a cut off value (lower limit) of 0.7 for studies to be included in
our meta-analyses, but different choices in this respect can be made.

We used the above mentioned tools to assess the quality of the included randomized
and observational studies in the rosiglitazone example. Since the Cochrane risk of bias
tool allows for self-specified potential threats of bias we also included representability
of the study population, duration (> 24 weeks) and size (>1000 patients). For each
topic on the scale a study could score 1 point making up a total of 10 points. The
final weight is represented as a percentage of the maximum 10 points. The Newcastle-
Ottawa scale consists of 3 sections which take into account selection, comparability of
groups and exposure in case-control or outcome in cohort studies. Each study could
get a maximum of 9 points. The final score was represented as a percentage of the
total 9 points and is presented for each study in Table B in the Appendix.

Due to the nature of these scales studies that are substantially different may
receive the same weight. For example, the Newcastle-Ottawa scale allows the user
to specify the most important factors that determine the comparability of cases and
controls. Each study can earn one point if the included cases and controls match on
these factors. A second point can be earned if the study matches cases and controls
on an additional important factors. We selected age and gender as primary matching
factors and diabetic co-medication and previous cardiovascular events as important
additional factors. The studies by Dormuth et al. (2009) and Dore et al. (2009) both
received two points for comparability. Unlike Dormuth et al. and many other studies,
Dore et al. additionally adjusted for previous diagnosis of obesity and smoking which
are important risk factors for cardiovascular disease. The used quality scale, however,
does not allow to account for these additional factors.
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5.2.4 Stage IV: Data extraction

In the fourth stage the focus is on data extraction of general study characteristics,
information about the experimental conditions and study outcome. From the ran-
domized studies the number of adverse events per study arm and accompanying size
of the arms have to be extracted. In addition, adjusted risk estimates and standard
errors from all included study arms of the observational studies have to be extracted.
The resulting data can be found in Table B. In this stage variables that might have
influenced the study outcome and therefore have to be included as covariates in the
final analyses should be considered. For different studies different variables might be
of importance. For some adverse events the latency time (time to event) is much
longer than the time needed to measure the efficacy of a drug, hence, the duration of
the studies is an important covariate. In other cases the year of publication might be
especially relevant for example when there are substantial changes to a drugs label
which will affect the population that is being exposed to the drug.

From the randomized trials on rosiglitazone we extracted information on the ab-
solute number of myocardial infarction in all relevant treatment arms and the number
of patients in each arm. From the observational study publications we extracted all
adjusted odds ratios (OR) or hazard ratios (HR) and associated 95% confidence inter-
vals for MI (see Table B). Furthermore, from all included publications we extracted
information on publication year, baseline medication (untreated, wash-out period,
continued treatment with metformin, sulphonylureas, insulin or other glucose lower-
ing treatment), comparison treatment (metformin, sulphonylureas, insulin or other
glucose lowering treatment), mean age (in years at baseline), male rate, and duration
in weeks. Information was collected at study arm level. Consequently, study informa-
tion may vary from comparison to comparison.

5.2.5 Stage V: Data analysis

In the final stage the data extracted in Stage IV should be arranged per research
question, in order to include them in the analyses. Decisions on the statistical models
to use have to be made at this stage as well.

For the rosiglitazone example we used and compared three models: Model A) a
crude analysis of all studies, Model B) a crude analysis of studies with weight ≥ 0.7,
and Model C) an analysis of studies with weight ≥ 0.7 adjusted for study duration.
The rarity of the outcome event of interest in both the treated and untreated (i.e.
unexposed to rosiglitazone) patient groups allowed for pooling of odds ratios, risk
ratios and hazard ratios. Therefore, we will from now on refer to all three ratios as
odds ratios. A Bayesian random effects meta-analysis was performed, in which the
adjusted odds ratios and associated standard errors reported in the observational
studies were pooled and used to derive the prior distribution for the meta-analysis of
the randomized studies.

We performed a random effects meta-analyses to pool the observational data per
research (sub) question, which consisted of adjusted risk ratios and their 95% con-
fidence intervals. The pooled effect estimates, as presented in Table 5.1, were used
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to derive an informative prior distribution per research (sub) question. Since, large
populations were used in the included observational studies and since the risk of bias
is much larger for these studies than for randomized trials, we adopted a power prior
approach Ibrahim and Chen (2000) to limit the influence of the observational data on
the estimated effect. In this approach the likelihood of the (pooled) observational data
is raised to the power α. If this parameter is set to zero the observational data is fully
discounted, while a value equal to one would allow full inclusions of the observational
evidence (for a simple introduction on the application of the power prior distribution
we refer to Rietbergen et al. (2011)).

To monitor the size of the influence of the posterior we ran the analyses for each
research question with three different values for α. First, we used α = 0 to fully ignore
the observational data and α = 1 to fully include observational evidence. In addition
we determined the size for α based on the variance of the estimated treatment effect in
the RCTs. That is, we shrunk the size of the weight parameter such that the variance
of the pooled effect found in the observational studies was as large as the variance of
the pooled effect in the RCTs. Because the full data was available for the randomized
studies, the following model was used for the Bayesian random effect meta-analysis
for this part of the data (see also Welton et al. (2012)):

ri
C ∼ Bin(ni

C , πi
C)

ri
T ∼ Bin(ni

T , πi
T )

µi = logitπi
C

logitπi
T = µi + δi

δi ∼ N(δ, τ2)

where ri
C and ri

T are the estimated risk in study i in the control group and
treatment group respectively. Furthermore, δi = logit(πi

T − πi
C) is the log-odds

ratio in study i, which follows a normal distribution with mean δ and between-study
variance τ2. Calculating odds ratios for all RCTs required a continuity correction for
those studies with empty cells. To decrease the problem of possible swamping of the
real effect, 0.1 was added to all cells instead of the usual 0.5, with one exception: the
randomized data for research question d were so sparse that 0.5 was added to the
cells to enable estimation at all.

Although in each analysis different combinations of studies and study arms were
included, the same model was used. The data for all studies and study arms included
per analysis are presented in Table B. In addition to Model B, in Model C a study
level covariate to adjust for the duration of the study was added to the model. These
analyses were only conducted for those research questions for which multiple observa-
tional studies as well as multiple intervention studies could be included. All analyses
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were performed using OpenBUGS 3.2.1. and R (code available upon request), we
used non-informative prior distribution for all parameters other than the estimated
treatment effect.

5.3 Results

Overall, we found 58 treatment arm comparisons from 30 RCTs and 14 observational
studies. From these studies we included 7 study arm comparisons for research question
a (1 observational and 6 RCTs), 16 study arm comparisons for research question b (1
observational and 15 RCTs), 21 study arm comparisons for research question c (13
observational and 8 RCTs) and 14 study arm comparisons for research question d (8
observational studies and 6 RCTs). The majority of the patients included in the trials
were men above 50 years of age. Nearly half of included study arm comparisons had
duration between 24 and 52 weeks (28 comparisons, 48.3%); consequently, the overall
duration of exposure to rosiglitazone was relatively short considering that diabetes is
a chronic condition requiring long term treatment. In the first years after marketing
of rosiglitazone only randomized studies were found as expected, from 2007 onwards
we found publications of observational studies as well. The characteristics of included
study arm comparisons per research question can be seen in Table A in the Appendix.

The number of MIs in the randomized studies and the adjusted risk estimates
(hazard ratios and odds ratios) along with the risk of bias weights can be found in
Table B. Overall, few events were observed in the randomized studies, many did not
report any events of MI. RCTs of longer duration such as the one by Home et al. (2009)
and Kahn et al. (2006) reported MI events in both patients exposed to rosiglitazone
and the comparison group.

Table 5.1 presents the results per model for each research question. For each model
we present the results for analysis with prior weights α = 0, α = 1 and with α chosen
such that the precision in the observational studies is as large as in the RCTs. By
means of this sensitivity analysis we could evaluate the influence of the prior on
the posterior estimates. For research question a we could not present results for the
analysis in which we only included high quality studies, since only one prior study
was available, and this study was of poor quality.

The estimates for the models in research questions a, b, d, 1 and 4 gave very unsta-
ble results when no or little prior information was taken into account. Although the
estimated mean effect sizes were sometimes large, the associated credibility intervals
were so large, that we cannot interpret the point estimates. This problem is caused by
the fact that the included studies for these research questions reported very few cases
of MI. Interestingly, for research question a, all MI events in the rosiglitazone arms
of the randomized studies came from the same study. This study is characterised by
its long duration (52 weeks) and an exclusive inclusion of patients with a history of
cardiovascular disease. Notably, the older studies (published in 2005 or earlier) are
shorter than the ones published later. However, the results for Model C as presented
in the last column of Table 5.1 indicates that adjusting for study duration did not
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noticeably change the results. This result was supported by a simple plot the effect
sizes against study duration, which showed no relationship between the two.

Table 5.1. Results of the Bayesian-meta analysis per sub questions; prior weight (α), mean
ES (mean), median ES (med), and lower and upper bounds of the 95% Central Credibility
Interval (95%LB and 95%UB respectively).

Model A Model B Model C

Question Prior weight (α) mean med 95% LB 95% UB mean ES med 95% LB 95% UB mean med 95% LB 95% UB
a α = 0 12.54 0.61 0.01 34.77 14.16 0.59 0 41.33 55.84 0.37 0 123.7

α = 1 1.79 1.71 0.95 3.06 xx xx xx xx xx xx xx xx
α = 0.0013 6.59 0.67 0.01 32.79 xx xx xx xx xx xx xx xx

b α = 0 3.48 1.55 0.48 15.94 5.43 1.66 0.44 25.25 7.3 2.54 0.42 35.58
α = 1 1.04 1.04 0.94 1.14 1.04 1.04 0.94 1.14 1.04 1.03 0.94 1.14
α = 0.0002, 0.00006, 0.00003 2.81 1.53 0v48 12.48 4.73 1.64 0.64 23.5 6.52 2.45 0.46 33.74

c α = 0 1.65 1.34 0.47 3.72 1.69 1.35 0.44 3.79 1.38 1.04 0.32 3.48
α = 1 1.05 1.05 0.99 1.12 1.04 1.04 0.95 1.13 1.03 1.03 0.95 1.12
α = 0.0014, 0.0023, 0.0029 1.36 1.3 0.61 2.49 1.37 1.3 0.59 2.56 1.11 1.02 0.43 2.33

d α = 0 3.56 1.73 0.21 16.44 35.72 2.64 0.07 140.9 132.2 2.91 0.02 339.6
α = 1 0.97 0.96 0.83 1.12 0.97 0.96 0.83 1.12 0.97 0.96 0.82 1.12
α = 0.00041, <0.00001, <0.00001 2.97 1.69 0.22 12.47 41.59 2.53 0.06 137.3 287.9 2.98 0.02 287.5

1 (a+b) α = 0 2.25 1.51 0.4 8.4 2.71 1.55 0.35 11.32 3.12 1.88 0.34 12.69
α = 1 1.08 1.07 0.98 1.17 1.04 1.04 0.94 1.14 1.03 1.03 0.94 0.14
α = 0.00051, 0.0003, 0.0002 1.89 1.42 0.39 6.12 2.26 1.5 0.37 8.67 3.05 1.87 0.34 12.52

2 (c+d) α = 0 1.65 1.43 0.67 3.81 1.75 1.44 0.63 4.38 1.61 1.22 0.46 4.25
α = 1 1.05 1.04 0.98 1.11 1.03 1.03 0.96 1.1 1.02 1.02 0.95 1.1
α = 0.0015, 0.0014, 0.0014 1.41 1.35 0.73 2.44 1.47 1.39 0.67 2.84 1.33 1.19 0.53 3.01

3 (a+c) α = 0 1.48 1.32 0.34 3.52 1.49 1.32 0.29 3.78 1.27 1.02 0.21 3.69
α = 1 1.07 1.07 1.01 1.14 1.04 1.04 0.95 1.13 1.03 1.03 0.95 1.12
α = 0.0014, 0,0024, 0,0024 1.35 1.29 0.51 2.6 1.35 1.29 0.48 2.66 1.15 1.04 0.36 2.61

4 (b+d) α = 0 3.01 1.74 0.65 12.33 5.94 1.98 0.62 26.53 7.48 3.26 0.69 36.9
α = 1 1.03 1.02 0.95 1.1 1.03 1.03 0.95 1.11 1.02 1.02 0.95 1.1
α = 0.00016, 0.00003, 0.00003 2.54 1.68 0.64 9.37 4.58 1.95 0.63 22.72 6.9 3.22 0.65 32.67

Research question c (rosiglitazone mono-therapy versus any other mono-therapy)
was the only question for which we could include a number of studies in which a
substantive amount of MI cases were reported in both the control and treatment
arms of the trials. Therefore, only for research question c and for the two questions
including c, that is 2 and 3, we found stable results for the meta-analysis for the RCTs.
No significant effects were found for research question c and 2 and the majority of
models for question 3, meaning that we did not find support in these data for the
expectation that patients on rosiglitazone mono-therapy are at higher risk for MI
than patients on any of the other mono-therapies. Nevertheless, these results show
nicely how including more prior information pulls the effect size from the estimated
effect in the RCTs towards the overall effect size found in the observational studies.
At the same time, including more information reduces the size of the 95% credibility
intervals, indicating that including prior information provides more confidence in the
estimated effect. Take for example research question c model C, here the estimated
odds ratio found in the meta-analysis of the RCTs alone was found to be equal to
1.38 with 95% credibility interval between 0.32 and 3.48. Adding some information
obtained in the observational data pulls the estimated mean in the direction of the
OR equal to 1.03 as found in the observational studies, resulting in a posterior mean
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equal to 1.11. At the same time the 95% interval was reduced to an interval closer
around 1 with a lower bound equal to 0.43 and upper bound equal to 2.33.

Only for research question 3 with model A we found a borderline significant effect
of 1.07 with 1.01-1.14 95% CI in case the observational data were fully included.
This research question asked whether patients receiving rosiglitazone mono-therapy
were at higher risk for MI compared to patients receiving no treatment (a) or patients
receiving any other mono-therapy. According to this estimate we could conclude there
is some evidence that patients receiving rosiglitazone only are at somewhat higher risk.
However, by using only a small amount of observational information (α = 0.0014),
or by omitting the low quality observational studies and RCTs from the analysis we
could not reproduce this close to significant effect, and found the lower bounds of the
credibility intervals shifting back to < 1.

5.4 Discussion

In this paper we propose a procedure for drug risk assessment which may be used by
regulators or others that work in the field of pharmacovigilance. The objective of the
procedure was to guide and formalize the process of post-marketing safety evaluation
and decision making. We proposed a five stage approach with which results from
carefully selected Phase III and Phase IV studies can be combined. Using rosiglitazone
as an example in a meta-analysis, offered a complete case study to clarify the proposed
procedure and to illustrate the difficulties that can be encountered when evaluating
safety.

One of the first difficulties we encountered in the first stage had to do with the
choice of outcome measure. Initially we were interested in all major adverse cardiovas-
cular events (MACE) which includes MI, stroke and cardiovascular death. However, we
learned that the included studies reported these adverse events inconsistently. Some
studies reported only MIs, others also reported stroke and cardiovascular death. Also,
it may not be clear which patients had either MI or stroke and later cardiovascular
death or whether the same patient had both MI and stroke, hence, there is a risk of
counting these patients twice. Furthermore, the definition of MACE was not homoge-
nous between the studies. Therefore, we decided to exclusively focus on MI for the
rosiglitazone example.

An important and distinguishing part of the procedure is discussed in the second
stage, where we zoom in on the research questions that underlie the study arms in each
randomized and observational study. Selecting the proper study arms and considering
the underlying research questions can be quite challenging at times. Many studies use
rather complex study designs, and sometimes even propose a different design in the
method section than what is actually reported in the result section. An example of
this is the study by Home et al. on which we elaborated in the method section and
that has been previously criticised for the adjudication of the outcome (Psaty and
Furberg, 2007; Psaty and Prentice, 2010).
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Another difficulty that was encountered in Stage II has to do with the fact that
study arms were selected for inclusion in the analysis for lower level sub questions,
which were re-used for the analysis at the higher level question as well. Although,
we are aware of the fact that with this approach some rosiglitazone patients will be
counted twice we consider this the best approach available at this point because of the
importance of identifying the right non exposed group for each sub question. Another
approach may for example be to down weigh all arms from the same study so that
together the weight of these comparisons equals that of one study.

We did not find a significant association between rosiglitazone and myocardial
infarction for any of our comparisons, which is possibly due to the overall lack of
events. From the observational studies we learned that, when reported, the mean
time to event was relatively long, over 1 year. However, most randomized studies
were of much shorter duration; for many the follow-up time was between 24 - 28
weeks, and for the majority the follow-up time was between 24 and < 52 weeks (16
out of 24 RCTs, 66.7%). Based on this, we hypothesize that the randomized studies
may have been too short to investigate the association between rosiglitazone use and
myocardial infarction, even though we did not observe any difference in risk in the
model adjusted for duration. This should be kept in mind while designing any future
RCTs that test the safety or efficacy of drugs intended for long term treatment.

When events of interest are rare, which is often the case with adverse drug reac-
tions, classical meta-analysis methods may not perform well (Cai et al., 2010; Sutton
et al., 2002). Therefore, Bayesian methods have been discussed as an appropriate
alternative (Sutton and Abrams, 2001). Previously, others have successfully com-
bined information from randomized controlled trials and observational studies with
Bayesian methods and various methods to achieve this have been described (Sutton
and Abrams, 2001). It was estimated in one meta-analytic comparison that observa-
tional studies do not overestimate the effect size of treatment compared to randomized
controlled trials (Concato et al., 2000). Hence, if we have evidence from properly car-
ried out studies we should not be hesitant to explore innovative methods to combine
these data as it will increase the underlying body of evidence and hence, the power
of the analysis.

5.5 Conclusion

The procedure discussed here can be of additional value for drug safety assessment
because it provides a stepwise approach that guides the decision making in order to
increase transparency. With this approach results from randomized and observational
studies that include treatment arms which are relevant for the research question are
pooled with a Bayesian meta-analysis. Bayesian meta-analysis can be a useful tool to
study drug safety because it provides a flexible way of modelling and is considered
appropriate for studying rare outcomes which adverse events often are.
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Table A - Included studies per research question and study characteristics, with study
duration in weeks (Duration) and exposure duration in weeks (Exposure).

a) in patients on rosiglitazone monotherapy compared to no treatment (includes placebo)

Year 1stAuthor Type of study Comparator Add-on Duration Mean age % Male Exposure
2001 Lebovitz Randomized placebo 26 60.0 65.7 26
2001 Phillips Randomized placebo 26 57.5 63.4 26
2005 Wang Randomized placebo 26 61.2 82.9 26
2007 Lipscombe Observational Adjusted 198 73.9 39.3 197.6
2007 Dargie Randomized placebo 52 64.1 81.2 52
2009 Finn Randomized placebo 35 62.6 76.9 33.6
2010 Bertrand Randomized placebo 52 64.6 91.2 52

b) in patients on rosiglitazone add-on therapy compared to the same add-on therapy alone

Year 1stAuthor Type of study Comparator Add-on Duration Mean age % Male Exposure
2000 Wolffenbuttel Randomized placebo placebo 26 61.2 58.5 26
2000 Fonseca Randomized metformin metformin 26 58.2 68.1 26
2001 Raskin Randomized insulin insulin 26 56.8 55.6 26
2002 Gomz-Perez Randomized metformin metformin 26 53.1 25.7 26
2003 Barnett Randomized sulphonylurea sulphonylurea 26 54.2 77.5 26
2003 Zhu Randomized sulphonylurea sulphonylurea 24 58.9 44.8 24
2004 Raskin Randomized other other 24 57.6 57.6 24
2004 Kerenyi Randomized sulphonylurea sulphonylurea 26 59.9 58.5 26
2005 Wong Randomized no treatment insulin 24 62.3 NA 24
2005 Sarafidis Randomized sulphonylurea sulphonylurea 26 62.8 45.0 26
2005 Bailey Randomized metformin metformin 24 57.9 57.6 24
2007 Yilmaz Randomized Insulin Insulin 26 59.8 44.1 24
2007 Davidson Randomized sulphonylurea sulphonylurea 24 52.5 38.5 24
2008 Chou Randomized sulphonylurea sulphonylurea 28 54.1 58.7 28
2008 Koro Observational Pioglitazone Pioglitazone 110 55.5 55.1 109.2
2009 Home Randomized Any treatment Any treatment 260-364 58.4 51.6 286
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Table A - (Continued) Included studies per research question and study characteristics,
with study duration in weeks (Duration) and exposure duration in weeks (Exposure).

c) in patients on rosiglitazone monotherapy vs. another monotherapy

Year 1stAuthor Type of study Comparator Add-on Duration Mean age % Male Exposure
2004 Raskin Randomized other 24 57.6 57.6 24
2004 Baksi Randomized Sulphonylurea 26 61.5 60.1 26
2005 Hanefeld Randomized Sulphonylurea 52 60.4 65.6 52
2006 Kahn Randomized Metformin 208 56.9 57.7 208
2006 Kahn Randomized Sulphonylurea 208 56.9 57.7 208
2007 Gerrits Observational Pioglitazone 65 58 58 67.6
2007 McAfee Observational Metformin 260 52 55 57.2
2007 McAfee Observational Sulphonylurea 260 52 55 57.2
2008 Chou Randomized Sulphonylurea 28 53.3 58.8 28
2008 Winkelmeyer Observational Pioglitazone 31 76.3 26.2 30.7
2009 Dore Observational Other 52 66 32.12 54.3
2009 Juurlink Observational Pioglitazone 32 73 52.7 47.1
2009 Tzoulaki Observational Metformin 364 66.2 50.6 369.2
2009 Rosenstock Randomized Other 104 54.3 56.5 104
2009 Hsiao Observational Sulphonylurea 48 60.7 54.1 48
2009 Ziyadeh Observational Pioglitazone 38 53.3 57.5 40.3
2009 Stockl Observational Pioglitazone 234 73 53.9 103.4
2009 Hsiao Observational Metformin 48 58.9 45.3 48
2010 Graham Observational Pioglitazone 156 74.4 59.8 15
2010 Bilik Observational Pioglitazone 76 58.5 45.6 76
2010 Gerstein Randomized Other 78 61 67.9 78.1

d) in patients on rosiglitazone add-on therapy vs. another glucose lowering agent as an add-on

Year 1stAuthor Type of study Comparator Add-on Duration Mean age % Male Exposure
2004 Derosa Randomized pioglitazone other 52 53.5 49.4 50.4
2005 Derosa Randomized Other Metformin 52 53,0 50.5 50.4
2005 Weissman Randomized Metformin titration Metformin 24 55.6 NA 24
2007 McAfee Observational Sulphonylurea Metformin 260 52,0 59 62.4
2007 McAfee Observational Metformin Sulphonylurea 260 52,0 59 62.4
2007 McAfee Observational Other insulin 260 52,0 59 62.4
2007 Yilmaz Randomized Metformin insulin 24 57.7 43.8 24
2007 Yilmaz Randomized Other insulin 24 60.1 50 24
2009 Dormuth Observational Sulphonylurea Metformin 520 66.0 73.9 66.0
2009 Dormuth Observational Pioglitazone Metformin 520 68.3 66.4 68.3
2009 Hsiao Observational pioglitazone Metformin 48 58.9 45.3 48
2009 Hsiao Observational pioglitazone Sulphonylurea 48 60.7 54.1 48
2009 Hsiao Observational pioglitazone other 48 55.5 52.7 48
2009 Raskin Randomized pioglitazone other 26 55.2 54.3 26
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Table B - Reported adjusted effectsizes (ES) and 95% Confidence Interval (95%CI); or
number of MI events and groups size (n); and assigned study weights for observational and
randomized studies per research question.

a) in patients on rosiglitazone monotherapy compared to no treatment (or placebo)

Study type 1stAuthor ES 95% CI Weight
Observational Lipscombe 1.76 [1.27; 2.44] 0.60

Rosiglitazone Comparator
Events n Events n Weight

Randomized Lebovitz 0 335 0 158 0.80
Phillips 0 735 0 173 0.80

Finn 0 32 2 33 0.80
Dargie 5 108 0 110 0.80

Bertrand 0 98 1 95 0.80
Wang 0 35 0 35 0.40

b) in patients on rosiglitazone add-on therapy compared to the add-on therapy
Study type 1stAuthor ES 95% CI Weight
Observational Koro 1.03 [0.93;1.12] 0.90

Rosiglitazone Comparator
Events n Events n Weight

Randomized Raskin 0 62 0 63 0.60
Wolfenbuttel 0 382 0 192 0.70

Fonseca 0 239 0 116 0.90
Raskin 0 209 0 104 0.90

Zhu 1 425 0 105 0.80
Gomz-Perez 0 71 0 34 0.80

Barnett 1 84 0 87 0.80
Kerenyi 0 165 0 170 0.80

Chou 0 442 0 222 0.80
Wong 0 26 0 26 0.30

Yilmaz 0 15 0 19 0.40
Bailey 1 288 0 280 0.90

Davidson 1 116 0 117 0.80
Home 64 2220 56 2227 0.70

Sarafidis 0 20 0 20 0.70
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Table B - (Continued) Reported adjusted effectsizes (ES) and 95% Confidence Interval
(95%CI); or number of MI events and groups size (n); and assigned study weights for obser-
vational and randomized studies per research question.

(c) in patients on rosiglitazone monotherapy vs. another monotherapy

Study type 1stAuthor ES 95% CI Weight
Observational Hsiao 1.49 [0.99; 2.24] 0.80

Hsiao 2.09 [1.36; 3.24] 0.80
Bilik 0.75 [0.33; 1.67] 0.80
Dore 1.04 [0.72; 1.51] 0.70

Ziyadeh 1.35 [1.12; 1.62] 0.70
Graham 1.06 [0.96; 1.18] 0.60
Juurlink 0.95 [0.81; 1.11] 0.80
Tzoulaki 0.79 [0.41; 1.53] 0.80

Gerrits 0.78 [0.63; 0.96] 0.80
Winkelmeyer 1.08 [0.93; 1.25] 0.60

McAfee 1.19 [0.84; 1.68] 0.70
McAfee 0.79 [0.58; 1.07] 0.70

Stockl 0.93 [0.72; 1.21] 0.80

Rosiglitazone Comparator
Events n Events n Weight

Randomized Raskin 0 62 0 63 0.60
Hanefeld 0 384 0 203 0.80

Baksi 0 225 0 241 0.70
Kahn 25 1456 21 1454 1.00
Kahn 25 1456 15 1441 1.00
Chou 0 230 0 222 0.80

Rosenstock 0 202 0 396 0.80
Gerstein 8 333 7 339 0.70

d) in patients on rosiglitazone add-on therapy vs. another glucose lowering agent as an add-on
Study type 1stAuthor ES 95% CI Weight
Observational Hsiao 0.69 [0.3; 1.55] 0.80

Hsiao 6.34 [1.8; 22.31] 0.80
Hsiao 1.04 [0.73; 1.47] 0.80

McAfee 0.41 [0.16; 1.04] 0.70
McAfee 1.45 [0.76; 2.75] 0.70
McAfee 0.79 [0.46; 1.36] 0.70

Dormuth 0.90 [0.69; 1.17] 0.80
Dormuth 1.00 [0.67; 1.49] 0.80

Rosiglitazone Comparator
Events n Events n Weight

Randomized Derosa 0 42 0 47 0.90
Derosa 0 48 0 47 0.90

Weissman 2 358 0 351 0.90
Yilmaz 0 15 0 17 0.40
Yilmaz 0 15 0 15 0.40
Raskin 0 187 0 187 0.50
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Reporting of Bayesian methods in epidemiological
and medical research: a systematic review

Summary. Despite the increasing acknowledgement of Bayesian data analysis several re-
views suggest the underuse of these techniques in epidemiological and medical research. The
objective of this systematic review is to investigate the time trend and current status of
Bayesian statistics within these research areas. We focus on the types of models and com-
putational methods used for analyses and asses the quality of reporting.

Complete volumes of 6 major epidemiological journals and 6 major medical journals in the
period 2005-2013 were searched via Pubmed. In addition we performed an extensive within-
manuscript search using a specialized Java-application. Details of reporting on Bayesian
statistics were examined in original research papers with primary Bayesian data-analyses.

An upward trend in the number of publications referring to Bayesian statistics is revealed
for the medical journals. For the epidemiological journals the number of studies in which
Bayesian analyses were used remain constant over the years (except for a dip in 2011).
Though many authors presented thorough descriptions of the analyses they performed and
the results they obtained, several reports presented incomplete method sections, and even
some incomplete results sections. Especially, information on the process of prior elicitation,
specification and evaluation was often lacking.

Though available guidance papers concerned with reporting of Bayesian analyses empha-
size the importance of transparent prior specification, the results obtained in this systematic
review show that these guidance papers are often not used. Additional efforts should be
made to increase the awareness of the existence and importance of these checklists in order
to overcome the controversy with respect to the use of Bayesian techniques. The reporting
quality in epidemiological and medical literature could be improved by updating existing
guidelines on the reporting of frequentist analyses to address issues that are important for
Bayesian data analyses.

This chapter is based on: Rietbergen, C., Debray, T.P.A., Klugkist, I., Janssen, K.J.M., &
Moons, K.G.M. Reporting of Bayesian methods in epidemiological and medical research:
a systematic review. (Under revision for Journal of Clinical Epidemiology).
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6.1 Background

Over the past few decades an extensive body of literature has been published de-
scribing the rationale and (potential) advantages of Bayesian data analysis techniques
within epidemiological and medical research (see for example Berry and Stangl (1996);
Spiegelhalter et al. (1999); Goodman (1999a,b); Spiegelhalter et al. (2004); Green-
land (2006, 2007)). These articles discuss the advantages and flexibility of Bayesian
approaches in the process of, for example, prediction model development, interim
analysis, and sample size calculation.

Despite the attention Bayesian techniques receive in methodological literature,
at the beginning of the millennium the use of Bayesian methods in applied research
seemed limited. This conclusion followed from an non-systematic search in the medical
literature by Altman (2000) and from a systematic review by Spiegelhalter et al.
(2000) which focussed on statistical methods in health technology assessment. The
persistency of the underuse of Bayesian methods in current research was reported by
Pibouleau and Chevret (2011) in a review on the evaluation of the effectiveness of
implantable medical devices.

Given the increasing acknowledgement of Bayesian statistics we question whether
the conclusion of the underuse of these techniques is still justified. Therefore, with
the current study we aim to update the series of reviews of Bayesian techniques
that were done in specific research areas, with an extensive systematic review on the
use of Bayesian techniques in epidemiological and medical research in general in the
period 2005-2013. The objective of this review is to examine the trend over time and
current status of the use of Bayesian data analyses techniques in epidemiological and
medical research. We aim to map the degree of Bayesian statistics used in primary
data analysis, the type of statistical models and computational methods used and to
identify the quality and transparency of reporting corresponding study results.

6.2 Methods

6.2.1 Search strategy

The search for studies reporting Bayesian data analysis focussed on original research
papers published in the top-6 epidemiological and the top-6 medical journals (ISI
Web of Knowledge, 2010) as displayed in Table 6.1. Of the epidemiological journals
we systematically searched issues that appeared in 2005, 2007, 2009, 2011 and 2013.
Due to the frequent appearance of the medical journals we searched only those issues
that appeared in 2005, 2009 and 2013.

To select only original research reports and exclude publications such as editorials,
letters, and commentaries, we made use of the PubMed Publication Characteristics
(Publication Types). Eligible publication types are clinical trials (phase I-IV), journal
articles, multicenter studies, randomized controlled trials, comparative studies, tech-
nical reports, controlled clinical trials, twin studies, evaluation studies, and validation
studies.
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Table 6.1. Epidemiological and Medical Journal Rankings on 5-year Impact Factor Accord-
ing to ISI Web of Knowledge

Top 6 Epidemiological Abbr. Top 6 Medical Abbr.

Epidemiologic Reviews ER New England J. of Medicine NEJM
American J. of Epidemiology AJE J. of the American Medical Association JAMA
International J. of Epidemiology IJE The Lancet LANCET
Epidemiology EPI Annals of Internal Medicine ANNALS
J. of Epidemiology & Community Health JECH Public Library of Science Medicine PLOS MED
J. of Clinical Epidemiology JCE British Medical J. BMJ

Identification of eligible papers published within the selected journals and journal
types, followed the two search paths as displayed in Figure 6.1. The left-hand side of
the flow diagram shows the identification of epidemiological or medical studies using
PubMed with the search terms [Bayes* OR MCMC OR ”credible interval”] in combi-
nation with the name of each of the epidemiological and medical journals separately
and the period of interest (e.g., [(Bayes* OR MCMC OR credible interval) AND
”Lancet”[Journal] AND ”2005/01/01”[Entrez Date] : ”2005/12/31”[Entrez Date]]).

To catch also those research papers not reporting the use of Bayesian methods in
titles, abstracts and keywords, a full-text within-manuscript search was performed.
The course of this part of the search is displayed on the righthand side of Figure 6.1.
A specialized Java-application that enabled automated downloading and indexing of
manuscripts was written for this purpose Debray (2014). This application employs
Entrez Programming Utilities to perform search queries and retrieve article informa-
tion (such as title, abstract, authors, keywords) from the Pubmed library. The article
information is identical to the information provided by the Pubmed website, and can
be used for retrieving its full-text (original PDF files), provided that the user is sub-
scribed to the corresponding journal. The application was extended with a module to
allow searching within the full-text of the retrieved articles. This module is based on
Apache Lucene, a text search engine library written in Java.

We used the specialized application to retrieve all research papers from the journals
and time periods under consideration (e.g., [”Lancet”[Journal] AND ”2005/01/01”[En-
trez Date] : ”2005/12/31”[Entrez Date]]). Afterwards, we employed the text search
module for searching full-text publications of all research papers on the occurrence of
”Bayes*” in the title, abstract, keywords and full-text of the retrieved articles. This
strategy ensures that at least all results from the Pubmed website search are repro-
duced, as the article information provided by Pubmed as well as the corresponding
content are analyzed.

To compare our results with the total number of research papers published by
each journal we estimated this number via Pubmed. We searched the database using
the search strategy as presented above, while omitting the search terms [Bayes* OR
MCMC OR ”credible interval”] from the query.
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Records identified through PUBMED 
searching

37 records in medical journals
96 records in epidemiological journals

Additional records identified through 
within-manuscript searching

68 records in medical journals
173 records in epidemiological journals

Total identified

105 records in medical journals 
269 records in epidemiological journals

Full-text articles excluded

Medical journals Epidemiological journals

14 Not primary 65 Not primary 
31 Meta-analysis 23 Meta-analysis 
31 Not Bayesian 124 Not Bayesian 

Studies included in review

Medical journals n = 29
Epidemiological journals n = 57
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Fig. 6.1. Flow diagram of systematic review results

6.2.1.1 Inclusion and Exclusion criteria

From the reports that were identified with either search strategy, papers that only
mentioned Bayesian statistics as an alternative to the classical approach, or that
only reported the Bayesian Information Criterion were excluded and classified as not
Bayesian. Furthermore, Bayesian meta-analyses fell outside the scope of this review.
Finally, a category of studies that did not report on primary Bayesian analyses were
excluded. These studies did not report the use of Bayesian statistics for the main part
of the primary data analysis, e.g. studies in which Bayesian statistics were used to
develop a scale to measure one of the predictor variables, but in which Bayesian statis-
tics were not used to assess the association between the determinants and the main
outcome. In addition, papers reporting empirical Bayesian analyses were excluded and
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classified as being not a primary Bayesian analysis. The numbers of excluded reports
are listed in Figure 6.1.

6.2.2 Methodological assessment

From the primary Bayesian analyses additional information on the design and analysis
of the study was obtained using a standardized item-list. This item-list was based on
the guidelines of the BayesWatch as introduced by Spiegelhalter et al. (2000), the
BaSiS guidelines for reporting Bayesian Analysis (The BaSiS Group, 2001), and the
ROBUST criteria as specified by Sung et al. (2005). The list was designed to collect
information on the objective of the study, the design of data collection, the statistical
model used, how prior distributions were specified, whether sensitivity analyses were
part of the prior specification procedure, the statistical package used for analysis, and
how the results were reported.

6.3 Results

6.3.1 Bayesian statistics in medical and epidemiological journals

Medical journals. The flow diagram in Figure 6.1 shows result of our search and
screening for both medical and epidemiological journal papers. We identified a total
of 37 medical research articles reporting the term [(Bayes* OR MCMC OR credible
interval)] in titles, abstracts or keywords when using a direct search in PubMed. Via
the within-manuscript search an additional 68 studies were found. After screening
and eligibility assessment of all 105 hits, we excluded 76 studies that were either not
primary Bayesian analyses, or were Bayesian meta-analyses, or that were not Bayesian
at all, for example when Bayes was only mentioned in reference lists. We were able
to include 29 medical journal articles as reporting on primary Bayesian analysis. In
Table 6.2 we present our search results separately per journal. In the first column of
the table we report the estimate of the total number of research papers published by
these journals. Although we emphasize that these numbers are only a rough estimate,
since we could not further screen these results, they do provide some insight in the
amount of Bayesian primary analyses as a fraction of the total number of analyses
reported in the top epidemiological and medical journals.

Figure 6.2 visualizes the development of the use of Bayesian statistics within the
6 medical top journals printed in dark shades over the period 2005-2013 in the order
as presented in the left column of Table 6.1. The bars for the medical journals show
a clear upward trend for the use of Bayesian statistics in clinical studies. Annals of
internal medicine was excluded from this figure, since no primary Bayesian analyses
were identified within this journal.

Epidemiological journals. Using PubMed we found a total of 96 epidemiological
research articles reporting one of our search terms. An additional 173 hits were found
through the within-manuscript search. After screening the 269 articles we excluded
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212 papers for the reasons mentioned in Figure 6.1. We included 57 epidemiological
studies that used Bayesian statistics for primary data analysis. Search results per
journal separately can be found in Table 6.2. The development of the use of Bayesian
statistics within the epidemiological journals over the period 2005-2013 is presented in
Figure 6.2. For the epidemiological journals the number of Bayesian analyses per year
remained constant, except for a dip in 2011. The results for Epidemiologic Reviews
were excluded from the figure since no primary Bayesian analyses could be found
within this journal.

Table 6.2. Total number of 5-Year Epidemiological and 3-Year Medical Research Papers;
Number of Hits found with Pubmed (Hits); Number of Primary Bayesian Analyses Identi-
fied with Pubmed (Primary); Number of Hits Found with Within-Manuscript Search (Hits)
and Additional Primary Analyses (Additional) found with Within-Manuscript search; Total
Number of Hits.

Epidemiological 5-Year PubMed search Within-Manuscript

Hits Primary Hits Additional Total

ER 81 0 0 3 0 0
AJE 1684 35 14 66 12 26
IJE 1040 12 2 48 2 4
EPI 617 23 9 53 9 18
JECH 992 3 2 18 6 8
JCE 923 23 1 81 0 1

Medical 3-Year

NEJM 2132 3 2 15 2 4
JAMA 1651 4 1 15 1 2
LANCET 2540 10 10 30 6 16
ANNALS 1030 5 0 14 0 0
PLOS MED 643 7 4 17 1 5
BMJ 2359 8 1 14 1 2

6.3.1.1 Description of the included studies: objective, design of data
collection and statistical model

Results obtained using the itemlist on the reporting of Bayesian analyses are displayed
in Table A in the Appendix. The first three items provide a general description on
the type of studies published using Bayesian data analysis. The majority of the epi-
demiological studies had an etiologic research objective (35/57), against only 4 out
of 29 medical studies. Most epidemiological studies made use of observational data
obtained from registers, census and surveillance data (19/59) or from prospective,
retrospective or cross-sectional cohorts (16/57), where medical studies used mainly
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Fig. 6.2. Number of primary Bayesian analysis for medical and epidemiological in publica-
tions between 2005-2013.

existing registries (17/29). In total only 10 studies were randomized clinical trials
(RCT).

Various statistical models were reported in the research papers of which a larger
part (34/57 and 10/29 respectively) can be classified as a (hierarchical) regression
model. This category comprises various types of (hierarchical) regression models with
different distributions assumed for the outcome variables (Poisson, normal, multino-
mial, etc.), and different link functions used (logit, log etc.).

6.3.1.2 Prior and sensitivity analysis

A total of 28 out of 57 epidemiological studies and 15 out of 29 medical studies did
not report any information about the specification of the priors used in the analyses.
About twice as many uninformative than informative priors were used by both the
epidemiological and medical researchers.

Of the 29 epidemiological studies that reported information on the type of priors
used, only 4 reported the analysis of the sensitivity of the posterior distribution for
changes in the prior distribution. The same holds for 3 of the 14 medical studies that
reported on the type of prior used.
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6.3.1.3 Computations and software

MCMC sampling was the common estimation type used for Bayesian analysis in both
epidemiological and medical studies. In two epidemiological studies nested Laplace
approximation was used. Only in one (medical) study, parameter estimates were ob-
tained analytically. In 9/57 epidemiological and 10/29 medical articles the computa-
tion approach was not mentioned.

Four types of software used for Bayesian analysis were distinguished. The first
category concerns packages especially designed for MCMC simulation like OpenBUGS
(or WinBUGS) and JAGS. These packages were used in 24 of the 57 epidemiological
studies and in 3 of the medical studies. The second category concerns specialized
packages (e.g., PHASE, BEAST, MrBayes, Genotyping Console) used for analyses in
haplotyping, genotyping and phylogenetical studies. These packages were used in 8
of epidemiological and 5 of the medical studies. The third category concerns more
general (statistical) languages and packages that can be used for Bayesian analysis
(e.g., R, SAS and Fortran) and that were sometimes used in combination with software
from the first category. These were used in 10 of epidemiological studies and 7 of the
medical studies. The fourth category is a rest category for (stand-alone) packages
that did not fit any of the other categories and in which only a total of 3 studies were
classified. In addition, about a fourth of the epidemiological studies and about half of
the medical studies did not provide any information on the software package used for
analyses.

6.3.1.4 Reporting of results

Usually the epidemiological studies reported a combination of posterior estimates with
a type of 95% posterior interval (mostly a Central Credibility Interval). In only about
a third of these cases the authors clarified whether a posterior mean, mode or median
was reported. The same trends in reporting were found in the medical literature where
only in about a fourth of the reports the type of posterior estimate was mentioned.
In addition to the posterior estimates and intervals 10 of the epidemiological studies
reported the use of the DIC for model selection, while this criterion was not reported
in any of the medical papers.

Bayes Factors were only used in 6 of the included studies. The posterior predictive
distribution was only used in one medical study that reported a posterior predictive
estimate. And 3 studies that reported Bayesian p-values. Strangely, one epidemiolog-
ical and one medical paper reported no Bayesian results in the end.

6.4 Discussion

Over the past few decades, the use of Bayesian statistics has increasingly been sug-
gested as a promising alternative for frequentist data analysis. Detailed information
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on their actual implementation in the epidemiological and medical literature is, how-
ever, lacking. We therefore investigated the current position of Bayesian statistics in
epidemiological and medical research by means of a systematic review. In this re-
view, we inventoried the type of statistical models and computational methods used
in primary Bayesian data analysis and evaluated the transparency of their reporting.

We identified a modest upward trend in the number of publications adopting a
Bayesian analysis in the medical literature. For the epidemiological papers the number
of primary Bayesian analysis remained constant over the past ten years, despite a
dip in 2011. Despite of these trends, the actual number of studies using Bayesian
techniques for primary data-analysis remains rather low. This is consistent with the
findings reported in the reviews by Altman (2000), Spiegelhalter et al. (2000) and
Pibouleau and Chevret (2011).

In addition to earlier studies, we found that the quality of reporting on Bayesian
analyses was rather low. Though many authors presented thorough descriptions of the
analyses they performed, we encountered several reports that presented incomplete
method sections, and even some incomplete results sections. In particular, about half
of the epidemiological and medical studies failed to report any information on the type
of prior distributions used for the analyses. This information is crucial to evaluate
their influence on the final results, and to interpret differences that may exist when
analyzing the data using frequentist approaches. In addition to this, the majority of
the studies did not inform the reader whether a sensitivity analysis with respect to the
prior distribution was performed. It remains unclear whether sensitivity analyses were
not performed, or performed but unreported. This information is not only valuable to
the primary investigator, but also informs the reader on the stability and reliability
of the results. It comes to no surprise that the importance of sensitivity analyses is
often emphasized in existing checklists on Bayesian data analyses (see Spiegelhalter
et al. (2000); The BaSiS Group (2001); Sung et al. (2005)).

Transparent reporting has become increasingly important over the past few years,
and several guidance papers have recently been published. Our review indicates that
adherence to these guidelines seems particularly urgent for Bayesian data analyses, as
controversy around their implementation often relates to the choice of prior distribu-
tions. Transparent reporting on prior specification could help to partly overcome this
issue. As mentioned, several checklists for reporting on Bayesian analyses are widely
available, and they all include items on the reporting of prior specification and sen-
sitivity analysis. Additional efforts should be made to increase the awareness of the
existence and importance of these checklists among researchers. Unfortunately, there
are no uniform recommendations about the implementation of available guidance pa-
pers. The reporting quality of papers in the epidemiological and medical literature
could therefore be improved more pragmatically by updating existing guidelines (see
for example Schulz et al. (2010); von Elm et al. (2007)) to specifically address issues
that are relevant for frequentist and Bayesian data analyses.
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6.5 Conclusion

Despite the increasing acknowledgement of Bayesian statistics, this review confirmed
the underuse of these methods in contemporary clinical and epidemiological research.
However, the use of Bayesian methods is not as limited as presumed by some authors,
and an increasing trend in the number of papers referring to Bayesian statistics was
found. Unfortunately, a substantive part of the studies that used Bayesian methods,
provide little information on the process of data analysis, such as prior specification
and sensitivity analyses. The low quality of reporting is likely to feed to controversy
and skepticism around the use of Bayesian techniques, as overt prior specification
is essential for proper interpretation of research results. Though many checklists for
reporting on Bayesian analysis are available, this review revealed that researchers
seldom adhere to these guidance papers. We think the use of checklists should be
encouraged, and may ultimately improve the reporting on Bayesian methods and the
reproducibility of research results.
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Table A - Reporting Bayesian Analyses in Epidemiological (E) and Medical (M) Research
Papers.

Item Category Epi Med
Objective Etiologic 35 4

Prognostic 11 1
Intervention 0 6
Diagnostic 3 1
Prevalence 1 7
Disease mapping / transmission 6 9
Economic evaluation 1 1

Design of data collection∗ Existing registry a 19 17
(Longitudinal / pro/-retrospective) cohort 16 3
Cross-sectional 7 1
(Multicenter) RCT 3 7
Quasi-experiment 1 0
(Nested) case-control 6 0
Survey 5 1
Clinical sample 0 1

Statistical model∗ (Hierarchical) regression model b 34 10
Survival model 6 3
Geostatistical / spatial model 1 3
Time-series c 3 0
Haplotyping / genotyping / phylogenetics 8 6
Mathematical transition models 2 2
Proportions / percentages 0 4
Bayesian model averaging 0 1
Latent class analysses 1 0
Not reported 2 1

Type of prior∗ Uninformative 22 12
Informative 10 6
Data driven 4 1
Not reported 28 15

Sensitivity analysis on prior Yes 4 3
Not reported 53 26

Computations Markov Chain Monte Carlo method 46 18
Nested Laplace approximation 2 0
Analytic 0 1
Not reported 9 10

Software ∗ WinBUGS / JAGS 24 3
PHASE, BEAST, MrBayes, Genotyping console 8 5
R / SAS / Python / Fortran / S-plus 10 7
bic.glm / MLWin / TLNise 2 1
Not reported 14 15

Reporting∗ Central credibility interval (CI) 43 20
Highest posterior density (HPD) 0 2
Posterior estimate (unspecified) 37 19
Posterior mean, mode, median (specified) 16 6
Posterior probabilities 3 5
Posterior predictive estimates 0 1
Deviance Information Criterion 10 0
Bayes Factors 4 2
Posterior SD/SE, MCerror, Inter-quartile-range 2 2
Bayesian p-values 1 2
Not reported 1 1

∗ More categories might be applicable; column totals do not add up to total number of articles. aCensus,
register, surveillance. b Normal, logistic, Poisson, multinomial, etc. c Distributed lag, discrete time etc.



7

General Discussion

7.1 The power prior distribution with random study weights

Quantitative synthesis of evidence is in line with our natural tendency to consider
new information in the light of that what we already know. The introduction of this
thesis illustrates how researchers tend to interpret research results while accounting
for the results obtained in previous studies in an informal and qualitative way. The
power prior distribution as proposed by Ibrahim and Chen (2000) offers a quantitative
and flexible approach to formally incorporate historical research results from different
sources in the analysis of new data. Two procedures for the specification of this
informative prior distribution were discussed and evaluated in this thesis. One of them
is the joint power prior distribution in which the weight parameter and the parameter
of interest are jointly estimated from the historical and new data. With this approach
the size of the weight parameter, that is the weight the historical evidence receives
in the analysis, depends on the degree to which the historical and new data resemble
each other. This means that when the historical data is in agreement with the new
data, the historical study would receive a higher weight than when the historical and
current data differ a lot. This thesis discussed whether this property of the joint power
prior distribution is desirable since differences and similarities between the datasets
can be the result of sampling variability. A numerical example demonstrated how two
samples coming from the same population can result in very different estimates of a
parameter, leading to an underestimation of the size of the weight parameter. It was
concluded that the size of the weight parameter should depend on the similarities and
differences of the study characteristics rather than on the study results.

These conclusions imply that not the data should determine the weight of the his-
torical studies, but the researchers themselves should judge the similarities between
the current and historical studies in order to specify a power prior distribution. This
idea is shared with other researchers that evaluated the power prior distribution. For
example, Neuenschwander et al. (2009) state that they would not recommend taking
the weight parameter as an unknown parameter. In addition, Neelon and O’Malley
(2009) describe how the power prior tends to heavily discount the historical data even
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in case of minor discrepancies between the new and historical data sets. They discuss
an alternative strategy of assigning fixed weights, which provides the user with more
control over the impact of the historical data. They mention the need for external
expert knowledge as the downside of this approach and stress the importance of sen-
sitivity analyses. Available literature, however, does not elaborate on the approaches
for expert elicitation of these fixed weights, possibly since including expert knowledge
introduces additional and often unwanted subjectivity into the analysis process.

7.2 Elicitation of fixed study weights

Using external expert knowledge means that the expert has to weigh the quality and
relevance of the available knowledge. Implicitly, this is something that researchers are
already used to do. In the formal quantitative synthesis of scientific research results
one is faced with the same considerations, but now it is demanded to be explicit in
the choices made and the arguments used to support these decisions. Each time one
has to corroborate what historical data to include or exclude, in which way and to
what extent. The subjectivity associated with these considerations is inevitable. That
is, the common approach of focusing only on the current data in one’s analyses and
ignoring previous results, in other words using a weight equal to zero for the historical
studies, is a subjective choice too.

A sensitivity analysis on the data from gynaecological clinical trials used to il-
lustrate the second chapter showed that simply ordering the historical studies based
on relevance and quality, and assigning weights accordingly, already resulted in stable
posterior estimates for the effect of intrapartum fetal monitoring using ECG, irrespec-
tive of the actual size of the weights that were used. The third chapter elaborated on
this idea. To deal with the subjectivity associated with the specification procedure,
this time a panel of experts was asked to rank and assign weights to a number of
historical studies. Their motivation was monitored and anonymously shared among
the other panel members using a Delphi technique. This way the experts were en-
couraged to convince each other and together come to a final judgment on the set of
historical studies. This research showed that in this particular study only few rounds
were needed for the experts to reach agreement on the ranking of the studies and
convergence with respect to the actual study weights. These results together with the
positive results obtained in the analysis in the second chapter make this approach an
attractive procedure for study weight elicitation.

Despite the fact that the case studies as presented in Chapter 2 and 3 are rather
specific, some general recommendations and conclusions can be derived from the re-
sults. The weights obtained with the Delphi procedure can be used directly to specify
the weight parameters for the historical studies in a conditional power prior approach.
The between-rater variation in weights can serve as guide values for sensitivity anal-
yses. For example, it can be assessed whether the study weights as established by one
expert lead to different posterior results than would have been obtained when using
the weights from another expert. In case the researcher is reluctant to use the condi-
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tional power prior, due to the more subjective nature of this procedure, another option
is to use the information obtained from the expert panel as input for the specification
of a hyperprior for the weight parameter in the joint power prior distribution. Hobbs
et al. (2011) elaborate on the specification of this hyperprior but let the specification
of this prior fully depend on the commensurability of the historical and current data.
Using external expert knowledge about the commensurability of the historical and
current study characteristics to guide the specification of this prior is not evaluated
in the power prior current literature yet. However, further examination of this topic
might be worthwhile since this way the researcher can benefit from the use of the joint
power prior distribution that does not ask for the selection of fixed study weights,
while at the same time valuable expert knowledge can be used to elicit probable values
for these weights to make it easier to select a sensible hyperprior.

An important issue addressed in the elicitation study concerns the burden on the
expert panel in case large numbers of historical studies are available for the specifi-
cation of the power prior distribution. A Delphi approach as proposed in the third
chapter would possibly not be feasible due to increased panel workload. Furthermore,
with more studies it will be more difficult to reach convergence among the experts
opinions. Future research could focus on the development of a more efficient proce-
dure to elicit larger numbers of weights (or rankings) to enable the specification of the
conditional power prior distribution in this situation. For example, from the second
chapter we learned that for some cases the ranking of the historical studies is more
important than the actual weights assigned. In addition, in the third chapter it was
found that reaching agreement among the expert with respect to the ranking of the
historical studies is much easier than reaching agreement with respect to the actual
weights. Combining these conclusions suggests that for some cases eliciting only a
ranking from the experts might be sufficient. The efficiency of the elicitation process
could be improved by implementing an intermediate evaluative phase after obtain-
ing the ranking of the historical studies. Assessing the posterior sensitivity for the
actual weights given this ranking, might lead to the conclusion that the posterior is
robust for changes in the actual weights given the ranking. Continuing the elicitation
process to establish these weights would in that case needlessly increase the expert
burden. Implementing this intermediate evaluation is likely to increase the efficiency
of the elicitation process, especially in the case of multiple historical studies. Efforts
should be made to decide on proper stopping rules and for cases where stopping is
not allowed more efficient procedures have to be designed to elicit weights for larger
numbers of historical studies at the same time.

7.3 Power priors for multiple historical studies

Not only is the specification of the conditional power prior problematic in the presence
of multiple historical studies, also for the joint power prior distribution major diffi-
culties remain existent. That is, although Ibrahim and Chen (2000) propose a joint
power prior distribution with individual study weights for multiple historical studies,
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the practical application of this procedure is limited to the case of two historical data
sets. With more than two historical studies present the prior is not suitable since
the weights are unidentified. More research on this topic is needed in order to find a
solution for this problem. One way to deal with this problem is to pool all available
prior studies into one prior distribution, and to assign a weight to the likelihood of
the total prior evidence as discussed in Welton et al. (2012). In the fifth chapter this
approach was adopted for the conditional power prior in a situation in which the goal
was to synthesize evidences obtained in studies with different study designs, that is
observational and randomized studies. In this chapter the observational evidence was
used as input for prior specification for the analysis of the data obtained in the ran-
domized trials. Per research question the weights for the power priors were selected
as such that the prior precision was similar to the precision estimated in the current
data. In addition, so called reference analyses were conducted with weights set to 0
and 1 as proposed by Neelon and O’Malley (2009) to assess the sensitivity of the
posterior distribution for the estimated parameters with different prior specifications.
These sensitivity analyses showed that for this case the influence of the prior can be
substantial, especially when there is limited current evidence. With that the neces-
sity of sensitivity analyses to evaluate the influence of the prior distribution on the
posterior estimates is once again emphasized.

7.4 Sensitivity analyses and guidelines on reporting Bayesian
data analyses

One important conclusion drawn from the systematic review on the use of and report-
ing on Bayesian analyses is that sensitivity analyses regarding the posterior robustness
for the choice of prior are only rarely reported. This finding is remarkable since their
use is promoted in every guideline on reporting of Bayesian data analysis published
in the literature. In addition, the review revealed that the use of these guidelines
in common research practice is in general very limited, and the quality of reporting
rather low. Especially, when it comes to prior specification research reports are often
unclear about the priors used in the analyses, while this information is crucial in
order to evaluate the influence of the prior on the posterior results. In addition, the
researchers that mentioned the use of informative priors provided very little insight
in what information was used for prior specification and how they decided on the
inclusion and exclusion of information for this purpose.

As discussed in the systematic review on Bayesian reporting recently the trans-
parency of reporting in research has received increasing attention and several guidance
papers on this topic have been published (see for example von Elm et al. (2007); Schulz
et al. (2010). Adherence to these guidelines seems especially urgent for Bayesian data
analyses since the controversy around these techniques often refers to the prior speci-
fication. Evidence synthesis using Bayesian techniques could be improved by inclusion
of the available guidelines on Bayesian data-analysis and reporting within the exist-
ing guidelines. This way the development of methods for including information from
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studies with a different design and the consultation of experts to assess the quality
and relevance of the available information provide opportunities for more complete
quantitative evidence syntheses in the future.

7.5 Concluding remarks

The majority of the illustrative examples used throughout this thesis are examples
of evidence synthesis in medical research. Within this field of research the need for
synthesis of evidence has increased enormously during the last decades due to the re-
quirements for evidence based practice; the integration of the best available research
with clinical expertise. For social sciences similar developments are currently taking
place, since the growing amount of research results concerning specific hypotheses
and theories demands for sophisticated approaches of evidence synthesis and meta-
analyses. The enormous heterogeneity between studies with respect to outcome def-
inition and measurement, interventions, study design and study populations make
sensible synthesis of evidence in social sciences extra challenging. These difficulties on
the one hand complicate the procedures for power prior specification. For example,
as discussed in the third chapter, it is expected that elicitation procedures will be
more time consuming in case there is more panel disagreement on the relevance of
the studies at the start. At the same time, these difficulties emphasize the urgency
for the use of quantitative evidence synthesis techniques. That is, in the light of the
available but complex historical research results, focusing only on that what is found
in a single study becomes less valuable. Moreover, pooling these results irrespective
of the comparability of their study characteristics becomes less meaningful. Just like
in medical sciences the subjective assessment of relevance and quality is inevitable,
making the results obtained in this thesis applicable to social sciences as well. The
synthesis of evidence and specifically the application of power priors can benefit from
the efforts already made in medical research.
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Samenvatting in het Nederlands

Bij het interpreteren van onderzoeksresultaten houden onderzoekers op een informele
en kwalitatieve manier rekening met resultaten uit eerdere onderzoeken. Dit is in lijn
met een natuurlijke neiging om nieuwe informatie te beoordelen in het licht van het-
geen al bekend is. De power priorverdeling, zoals gepresenteerd door Ibrahim en Chen
(2000) biedt een kwantitatieve en flexibele aanpak om historische resultaten formeel
te incorporeren in de analyse van nieuwe gegevens. In deze procedure wordt gebruik
gemaakt van een parameter die het gewicht van de historische onderzoeken represen-
teert. Twee procedures voor het de specificatie van deze informatieve priorverdeling
worden besproken en gevalueerd in deze thesis.

En daarvan is de simultane power priorverdeling waarbij de parameter voor het
gewicht en de parameter waarin men genteresseerd is (bijvoorbeeld een effectgrootte)
tezamen worden geschat uit de historische en nieuwe onderzoeksgegevens. Met deze
aanpak hangt de grootte van het gewicht van het historische bewijs af van de mate
waarin de historische en nieuwe data op elkaar lijken. Wanneer de historische data in
overeenstemming zijn met de nieuwe data, dan krijgt de historische data een groter
gewicht dan wanneer de data erg van elkaar verschillen. In deze thesis wordt de
wenselijkheid van deze eigenschap ter discussie gesteld, omdat overeenkomsten en
verschillen tussen twee datasets toevallige steekproefresultaten kunnen zijn. Een nu-
meriek voorbeeld in het vierde hoofdstuk toont hoe twee steekproeven afkomstig uit
dezelfde populatie uiteenlopende schattingen van een parameter kunnen opleveren.
Hierdoor zou de grootte van het studiegewicht ernstig worden onderschat. We con-
cluderen dat de grootte van het gewicht niet af zou moeten hangen van de overeenkom-
sten en verschillen tussen de historische en nieuwe onderzoeksgegevens, maar van
overeenkomsten en verschillen in onderzoekskenmerken. Dit betekent dat de gewichten
niet zouden moeten worden bepaald door de data, maar door de onderzoekers zelf.

Dit idee wordt gedeeld met andere onderzoekers die de power priorverdeling eval-
ueerden. Zo stellen Neuenschwander et al. (2009) dat het niet aan te raden is om de
parameter voor het studiegewicht als een onbekende te beschouwen. Ook Neelon and
O’Malley (2009) waarschuwen ervoor dat de power priorverdeling de neiging heeft
de historische data te weinig gewicht te geven zelfs wanneer de verschillen tussen de
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historische en nieuwe gegevens minimaal zijn. De alternatieve procedure waarbij de
waarde van het studiegewicht als bekend wordt verondersteld, geeft de onderzoeker
meer controle over de invloed van de historische data. De beschikbare literatuur gaat
echter niet in op de methoden voor het eliciteren van deze gewichten bij experts,
waarschijnlijk omdat het meenemen van expert kennis een ongewenste bron van sub-
jectiviteit introduceert in het analyse proces.

Voor het bepalen van de studiegewichten moet een expert de kwaliteit en relevantie
van de beschikbare kennis beoordelen. Dit is iets wat onderzoekers gewend zijn om
te doen, zij het impliciet. De formele synthese van onderzoeksresultaten vraagt om
een expliciete afweging van keuzes en een onderbouwing hiervan. Steeds moet een
onderzoeker zich afvragen welke historische informatie kan worden meegenomen, op
welke manier en in welke mate. De subjectiviteit die gepaard gaat met deze afwegingen
is onvermijdelijk. Bovendien is de veelgebruikte aanpak waarbij men bij de analyse
van onderzoeksgegevens enkel afgaat op de nieuwe gegevens evengoed een subjectieve
keuze.

In het tweede hoofdstuk wordt de bruikbaarheid van de power priorverdeling on-
derzocht voor het schatten van een behandeleffect in een gerandomiseerd onderzoek
wanneer de historische informatie afkomstig is uit gerandomiseerde onderzoeken met
een net iets andere onderzoeksopzet of gebruikte populatie. Dit hoofdstuk wordt gel-
lustreerd met data afkomstig uit gynaecologische klinische onderzoeken naar de ef-
fecten van intra-partum bewaking van de foetus op enkele klinische uitkomsten. Een
sensitiviteitsanalyse laat zien dat enkel het ordenen van historische onderzoeken op
grond van kwaliteit en relevantie, en het toekennen van gewichten op grond van die
ordening, al resulteert in stabiele posterieure schattingen voor het effect van de inter-
ventie. Dit resultaat blijkt in dit geval niet af te hangen van de daadwerkelijke grootte
van de gekozen gewichten.

Het derde hoofdstuk bouwt voort op dit idee door een panel van experts te vragen
om aan een aantal historische onderzoeken een rangordening en bijpassende gewichten
toe te kennen. Aan hen werd gevraagd hun keuzes schriftelijk te motiveren en deze
onderbouwing werd anoniem met de andere experts gedeeld middels een Delphi tech-
niek. Op deze manier werden de experts aangemoedigd elkaar te overtuigen van hun
ideen om zo gezamenlijk tot een beoordeling te komen van een verzameling historische
onderzoeken. Dit onderzoek laat zien dat het in deze context mogelijk is om in een
beperkt aantal ronden overeenstemming te bereiken in het panel met betrekking tot
de ordening van de onderzoeken en een voldoende mate van convergentie van de
studiewichten zelf. Dit resultaat, samen met de positieve resultaten uit het tweede
hoofdstuk, toont de aantrekkelijkheid van deze procedure voor het eliciteren van
studiegewichten.

Ondanks het feit dat de casussen zoals gepresenteerd in het tweede en derde hoofd-
stuk vrij specifiek zijn, is het mogelijk om enkele algemene aanbevelingen en conclusies
af te leiden.

De gewichten die verkregen zijn met de Delphi methode kunnen direct worden ge-
bruikt voor het specificeren van de power parameter. De variaties in gekozen gewichten
tussen de experts kunnen worden gebruikt als leidraad bij het uitvoeren van sensi-
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tiviteitsanalyses. Zo kan bijvoorbeeld worden gevalueerd of de gekozen gewichten van
de ene experts leiden tot andere posterieure resultaten dan de gewichten van een
andere expert.

Onderzoekers wensen de power priorverdeling met vaste gewichten niet altijd te
gebruiken in verband met de sterke subjectieve aard ervan. In dat geval is het mo-
gelijk om de informatie die verkregen is van het expert panel te gebruiken voor het
specificeren van een hyper priorverdeling voor het studiegewicht in de gezamenlijke
power priorverdeling. Hobbs et al (2011) beschrijven de specificatie van deze hyper
priorverdeling maar laten deze volledig afhangen van de mate van gelijkheid tussen
de historische en nieuwe data. Het gebruik van expert kennis met betrekking tot de
mate van gelijkheid tussen de kenmerken van de historische en nieuwe onderzoeken is
nog onbesproken in de huidige literatuur. Echter, nader onderzoek is gewenst, omdat
een onderzoeker op deze manier enerzijds kan profiteren van eigenschappen van de
gezamenlijke power priorverdeling waarbij het specificeren van gewichten niet nodig
is, terwijl hij anderzijds gebruik kan maken van de expert kennis voor het kiezen van
een verstandige hyper priorverdeling.

Een belangrijk probleem dat is besproken in het derde hoofdstuk is de hoeveelheid
werk die de experts moeten verrichten wanneer een groot aantal historische onder-
zoeken beoordeeld moet worden. Een Delphi benadering zou in dat geval niet haalbaar
zijn. Ook zal het met meerdere onderzoeken lastiger zijn om convergentie te bereiken.
Toekomstig onderzoek zou zich kunnen richten op het ontwikkelen van een efficintere
procedure om grote aantallen gewichten te eliciteren. Wellicht zouden tussentijdse
sensitiviteitsanalyses uit kunnen wijzen of het noodzakelijk is om naast een ordening
van historische onderzoeken ook daadwerkelijke gewichten te eliciteren.

Niet alleen voor het specificeren van de power priorverdeling met vaste gewichten
is de beschikbaarheid van meerdere historische onderzoeken complex, ook voor de
specificatie van de simultane power priorverdeling zorgt dit voor moeilijkheden. De
gezamenlijke power priorverdeling zoals gepresenteerd door Ibrahim en Chen (2000)
kent slechts de mogelijkheid om twee historische onderzoeken te includeren, in an-
dere gevallen zijn de gewichten ongedentificeerd. En manier om toch verschillende
historische onderzoeken mee te nemen is door de resultaten van deze historische on-
derzoeken samen te vatten tot n priorverdeling waar vervolgens slechts n enkel gewicht
aan wordt toegekend (zie bijvoorbeeld Welton et al. (2012)). In het vijfde hoofdstuk
wordt deze aanpak gebruikt om informatie uit onderzoeken met een verschillende on-
derzoeksopzet samen te vatten. In dit geval wordt de informatie uit observationele
onderzoeken gebruikt als input voor een power priorverdeling, die vervolgens wordt
gebruikt voor het schatten van het effect van een interventie in een verzameling geran-
domiseerde klinische onderzoeken. Per onderzoeksvraag werden de studiegewichten
zodanig gekozen dat de priori precisie gelijk is aan de precisie in de nieuwe data. In
navolging van Neelon and O’Malley (2009) worden referentie analyses uitgevoerd met
studiegewichten gelijk aan nul en n. Door de resultaten van de verschillende analyses
met elkaar te vergelijken kan de sensitiviteit van de posterieure verdeling voor de
geschatte parameters voor verschillende priorverdelingen worden gevalueerd. Aange-
toond wordt dat de invloed van de priorverdeling substantieel kan zijn, met name
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wanneer een beperkte hoeveelheid gegevens is verzameld in het nieuwe onderzoek.
Hiermee is het belang van sensitiviteitsanalyses om de invloed van de priorverdeling
te evalueren eens te meer bewezen.

In het zesde hoofdstuk wordt een systematische review beschreven naar het gebruik
van Bayesiaanse data analyse technieken in medisch en epidemiologisch onderzoek.
Een belangrijke bevinding is dat in de gevonden onderzoeken sensitiviteitsanalyses
met betrekking tot de robuustheid van de posterieure verdeling voor veranderingen in
de priorverdeling nauwelijks werden gerapporteerd. Een opmerkelijk resultaat gezien
het feit dat deze analyses worden aangeraden in elke richtlijn over het rapporteren over
Bayesiaanse analyses. Deze richtlijnen blijken berhaupt nauwelijks te worden gebruikt,
waardoor de kwaliteit van de rapportages vaak beperkt is. Met name over het speci-
ficeren van de priorverdeling ontbreekt vaak essentile informatie in de rapportages,
terwijl deze informatie cruciaal is voor het correct interpreteren van de posterieure
resultaten. Ook onderzoekers die gebruik maakten van informatieve priorverdelingen
rapporteerden vaak niet duidelijk welke informatie op welke wijze gebruikt werd om
de priorverdeling te specificeren. Het nauwgezet volgen van bestaande richtlijnen lijkt
in het geval van Bayesiaanse analyses juist extra van belang gezien de aanhoudende
controverse aangaande het subjectieve proces van de specificatie van priorverdelin-
gen. Het gebruik van Bayesiaanse technieken voor de synthese van onderzoeksresul-
taten zou kunnen worden verbeterd door richtlijnen over het rapporteren Bayesiaanse
analyses op te nemen in veel gebruikte algemene richtlijnen over rapporteren van
data-analyses.

Het merendeel van de gebruikte voorbeelden in deze thesis zijn medisch van aard.
Binnen dit vakgebied is de noodzaak van synthese van onderzoeksresultaten enorm
toegenomen door de opkomst van evidence based practice. Binnen de sociale weten-
schappen zien we vergelijkbare ontwikkelingen. In dit veld is de synthese van onder-
zoeksresultaten extra complex door de grote heterogeniteit tussen onderzoeken wat
betreft de onderzochte populaties, de gebruikte onderzoeksopzetten en de gekozen
uitkomsten en metingen daarvan. Deze verschillen bemoeilijken het proces van de
specificatie van de priorverdeling: elicitatie procedures zullen meer tijd vragen wan-
neer er binnen een panel van experts op voorhand al onenigheid is over de relevantie
van de te beoordelen onderzoeken. Tegelijkertijd benadrukt deze heterogeniteit juist
de noodzaak van het gebruik van geavanceerdere technieken voor de kwantitatieve syn-
these van bewijzen. Immers, in de aanwezigheid van een complexe set van historische
onderzoeksresultaten heeft het weinig waarde om te focussen op de uitkomsten van
n enkel nieuw onderzoek. Daarbij heeft een gezamenlijke analyse van onderzoeksre-
sultaten znder aandacht te besteden aan de verschillen tussen de onderzoeken weinig
betekenis. Net als in de medische wetenschappen is de evaluatie van relevantie en
kwaliteit van onderzoeken onvermijdelijk als het gaat om het vinden van het beste
bewijs. Daarmee zijn de resultaten zoals gevonden in deze thesis en daar buiten ook
van toepassing op de sociale wetenschappen en kunnen onderzoekers in de sociale
wetenschappen hun voordeel doen met methodologische ontwikkelingen uit medisch
onderzoek.
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