
NBP IAV increases when we use the semiannual
drivers,which suggests the importance of account-
ing for time lags and the “period of climatic influ-
ence” of P variations (12), but P correlations with
NBP IAV are still weaker than T correlations with
NBP IAV (Fig. 4C).
Our analysis provides evidence that semi-arid

ecosystems, largely occupying low latitudes, have
dominated the IAV and trend of the global land
carbon sink over recent decades. Semi-arid re-
gions have been the subject of relatively few tar-
geted studies that place their importance in a
global context. Our findings indicate that semi-
arid regions and their ecosystemsmerit increased
attention as a key to understanding and predict-
ing interannual to decadal variations in the glob-
al carbon cycle.
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GLACIER MASS LOSS

Dynamic thinning of glaciers on the
Southern Antarctic Peninsula
B. Wouters,1* A. Martin-Español,1 V. Helm,2 T. Flament,3 J. M. van Wessem,4

S. R. M. Ligtenberg,4 M. R. van den Broeke,4 J. L. Bamber1

Growing evidence has demonstrated the importance of ice shelf buttressing on the inland
grounded ice, especially if it is resting on bedrock below sea level. Much of the Southern
Antarctic Peninsula satisfies this condition and also possesses a bed slope that deepens
inland. Such ice sheet geometry is potentially unstable. We use satellite altimetry and
gravity observations to show that a major portion of the region has, since 2009,
destabilized. Ice mass loss of the marine-terminating glaciers has rapidly accelerated from
close to balance in the 2000s to a sustained rate of –56 +− 8 gigatons per year, constituting
a major fraction of Antarctica’s contribution to rising sea level. The widespread,
simultaneous nature of the acceleration, in the absence of a persistent atmospheric
forcing, points to an oceanic driving mechanism.

I
ce shelves have been identified as sensi-
tive indicators of climate change (1). Their
retreat along the coast of the Northern Ant-
arctic Peninsula has been noted over recent
decades (2) and associated with a sudden

and prolonged increase in discharge of the in-
land grounded ice (3–5), especially for those gla-
ciers overlying deep troughs (6). The potential
future contribution to sea-level rise of these gla-
ciers relatively modest because their catchments
are small compared with those further south (7).
The Southern Antarctic Peninsula (SAP), includ-
ing Palmer Land and the Bellinghausen Coast,
rests on bedrock below sea level with a retro-
grade slope (deeper inland) (8), which is be-
lieved to be an inherently unstable configuration
(9), permitting rapid grounding line retreat and
mass loss to the ocean. Recent modeling results
suggest that this marine ice sheet instability
may have already been initiated for part of West
Antarctica (10, 11).
The SAP is home to a number of fast flow-

ing, marine terminating glaciers, many of which
are still unnamed. Laser [ICESat, 2003–2009
(12)] and radar [Envisat, 2003– 2010 (13)] alti-
metry identified moderate surface-lowering con-

centrated within a narrow strip along the
coast, in particular near the grounding line of
the Ferrigno Ice Stream (14), contrasted by wide-
spread thickening further inland. Observa-
tions from the Gravity Recovery and Climate
Experiment (GRACE) mission show that these
opposing signals compensated each other, re-
sulting in a near-zero mass balance for 2002–
2010 (15).
The Cryosat-2 satellite, launched in April 2010,

provides elevation measurements of land and
sea ice at a high spatial resolution up to a latitude
of 88°. In contrast to conventional altimetry
missions such as Envisat, Cryosat-2’s dual anten-
na and Doppler processing results in improved
resolution and geolocation of the elevation mea-
surement (16). Because of the long satellite re-
peat period of 369 days, it has a dense track
spacing in our region of interest, which is a major
advantage compared with the roughly 10-times-
coarser ICESat track spacing. Two recent studies
using Cryosat-2 data observed thinning along the
coast of the Bellinghausen Sea (17, 18). Such ele-
vation changes may result from either a decrease
in surface mass balance (SMB) (accumulation
minus ablation), compaction of the firn col-
umn, or an increase in the ice flow speed (also
termed dynamic thinning). Both studies attri-
buted the surface-lowering to interannual changes
in SMB, based on the strong accumulation varia-
bility observed in the Gomez ice core (70.36°W,
73.59°S) (18, 19). Here, we take SMB and firn
compaction into account and show that the
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signal is due to pronounced glacier dynamic ice
loss instead.
We used a pseudo-repeat track method to

derive elevation changes from the Cryosat-2 mea-
surements (July 2010 to April 2014), whichmakes
optimal use of the available observations (20), al-
lows us to observe small-scale features such as the
changes of the narrow Nikitin Glacier (Fig. 1B),
and compareswell with trends derived fromhigh-
accuracy, high-resolution airborne laser altimetry
campaigns (fig. S1). Strong negative elevation
trends are found along a roughly 750-kmwestern
coastal transect between the catchments of the
Jensen Nunataks and the Wesnet and Williams
Ice Stream (regions denoted in Fig. 1A), which
are mainly localized in areas of fast glacier flow
(fig. S2 for comparison). The average observed
elevation rate in our area of interest [basins 23
and 24 as defined in (21) and used in the ice sheet
mass balance inter-comparison exercise (IMBIE)
study (22)] equals –0.42 m/year, with catchment
averages as negative as –1.15 m/year for the Fox
Ice Stream (table S1). Locally, near the grouding
line, thinning rates in this catchment reach values
down to –4 m/year. Thinning is also pronounced
in the English Coast region, with rates close to the
grounding line of –2m/year ormore occurring for
several of the glaciers.
Integrated over the entire region (174,101 km2),

volume losses total –72 T 10 km3/year (July 2010
to April 2014) (table S2). Part of this signal is due
to changes in the air content of the firn column,

which is caused by variability in temperature and
accumulation (and thus no associated change in
mass) alongside variations in SMB. To correct for
these two effects, we used a firn densification
model (23) driven by a regional climate model
(24). The variations in SMB and firn densification
rate are more widespread—and not tied to fast
flowing narrow glacier areas—and are an order of
magnitude too small to explain the observed ele-
vation changes (fig. S3). After correcting the altim-
etry rates with the firn densification model, the
link between the surface-lowering and fast flow-
ing ice becomes even more evident, with the
majority of negative trends occurring between
the coastline and the 50-m/year velocity contour
(fig. S4B).
The firn model prescribes a volume change

of –15 T 3 km3/year to surface processes. At-
tributing the remainder to ice dynamics (at a
density of rice = 917 kg/m3), and adding back the
modeled SMB mass anomalies (fig. S5), yields a
total mass loss of –59 T 10 gigatons (Gt)/year.
Repeating this approach for elevation rates ob-
tained from combined ICESat/Envisat observa-
tions during 2003–2009 (20) shows a contrasting
picture, with a near-balance during 2003–2009
(3 T 22 Gt/year), with slightly more positive val-
ues at the beginning of the observations (2003–
2005, 15 T 26 Gt/year) compared with the end
(2007–2009, –10 T 15 Gt/year). This suggests a
remarkable rate of acceleration in dynamic
mass loss since about 2009 that must have

been near-simultaneous across multiple basins
and glaciers.
The GRACE satellites measure changes in

mass distribution at, and beneath, the surface
(25). Because these gravimetric observations are
insensitive to the underlying processes causing
the mass redistribution (in this case, either ice
dynamics or SMB, or a combination), they offer
an independent method with which to validate
the altimetric observations. The GRACE data
shows an increase in mass loss in our region of
interest (fig. S6) and are consistent with the
ICESat/Envisat and Cryosat-2 observations with-
in uncertainties at all time intervals (table S3).
The region was in approximate balance for
2003–2009 (–11 T 5 Gt/year) (Fig. 2), with first
signs of mass loss appearing around 2008, but
these are at least partially caused by a temporal
reduction in SMB. Rapid dynamic ice loss started
in 2009 and has continued unabated since (–52 T
14 Gt/year for July 2010 to April 2014). Although
the post-2009 time series is still modulated
by SMB variability (for example, the short-lived
down- and upward event in 2010) (Fig. 2), the
current mass loss lies clearly outside the range of
variability observed in the modeled cumulative
SMB for 1979 to present (10 Gt). GRACE trends
are sensitive to mass redistribution related to
glacial isostatic adjustment, but this signal is
negligible in the region (2 T 1 Gt/year) and be-
cause it is constant over these time scales, the
sudden increase in mass loss cannot be explained
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Fig. 1. Elevation rates
in the Bellinghausen
Sea Sector.
(A) Envisat/ICESat
(2003–2009).
(B) Cryosat-2 (2010–
2014). No correction
for elevation changes
due to surface pro-
cesses was applied
(results with this cor-
rection are provided
in fig. S4). Where
available, the 50- and
250-m/year velocity
contours are plotted
(36). (Inset) The loca-
tion of our area of
interest. The elevation
rates profiles of Fig. 3
are indicated by
colored lines. Glaciers
basins are outlined in
blue (37); JN, Jensen
Nunataks; EC, English
Coast; NG, Nitikin
Glacier; BT, Berg &
Thompson Ice
Stream; FIS, Ferrigno
Ice Stream; FxIS, Fox
Ice Stream; WW,Wesnet & Williams Ice Stream; EIS, Evans Ice Stream (names of other basins are available in fig. S4). IMBIE basins are shown in gray (I23
and I24) and pale gray. Ice shelves are plotted in light blue; grounding lines are based on (30). GVIIS, George VI Ice Shelf; SIS, Stange Ice Shelf; AmS,
Amundsen Sea.
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by this source. Combining the Cryosat-2– and
GRACE-derived rates yields an error-weighted
meanmass loss of 56 T 8 Gt/year for July 2010 to
April 2014.
To further investigate the temporal and spa-

tial evolution of the dynamic thinning, we sam-
pled surface elevation rates along a number
of profiles of glaciers displaying pronounced
surface-lowering (locations are shown in Fig.
1A and fig. S2). As reported in earlier studies
(12–14), Ferrigno Ice Stream showed thinning
rates of up to 1 m/year, along the deep, sub-
glacial rift system extending inland (14) dur-
ing the ICESat and Envisat observation periods.
No significant increase in thinning took place
near the grounding line between 2003–2005 and
2007–2009, but elevation rates further up-
stream were slightly more negative during the
latter period. In recent years, thinning near the
grounding line has more than doubled and prop-
agated ~100 km inland, which is characteristic of
a dynamic thinning signal (26). Even larger
changes are observed along the western tribu-
tary of the ice stream (Fig. 3) and the Fox Ice
Stream, where locally, surface-lowering of rough-
ly –4 m/year is now occurring at the glacier
fronts, and ice drawdown stretches 75 to 100 km
inland.
Further to the east, the unnamed glacier in the

Jensen Nunataks region and unnamed glacier #1
in the English Coast basin were in near-balance
up to2009,whereasEnglishCoast unnamedglacier
#2 showed thinning (~1m/year) at its front. During
2010–2014, all three glaciers showednegative eleva-
tions rates exceeding −2 m/year at their grounding
lines, which become gradually less pronounced
further upstream. At all nine glacier profiles sur-
veyed, elevation rates were consistently more
negative during the latter period.
In terms of larger-scale spatial variability,

glacier-thinning is restricted to the western
side of the southwest Peninsula. For instance,
the Berg Ice Stream shows thinning up to the
Peninsula’s divide (–0.5 T 0.1 m/year) (Fig. 3),

with barely detectable trends on the ice on the
eastern side of the divide feeding into the the
Evans Ice Stream. The basin of this neighbor-
ing ice stream (118 300km2) (Fig. 1) has been in
near balance during the entire study period, with
a total mass change of only 8 T 20, 3 T 12, and –3 T
13 Gt/year for 2003–2005, 2007–2009, and 2010–
2014, respectively.
The widespread and simultaneous speed-up

of the southwest Antarctic Peninsula marine-
terminating glaciers, in the absence of persistent
changes in SMB in the region, points to ocean
processes as the drivingmechanism. Near the con-
tinental margin of the Bellinghausen Sea, warm
Circumpolar Deep Water (CDW) slopes upward
toward shallower depths, facilitating episodic
but persistent intrusion of CDW onto the con-
tinental shelf (27, 28). These water masses have
direct access to the glacier fronts of the Ferrigno
and Fox Ice Streams, via the Belgica Trough and
Eltanin Bay (fig. S2) (14). The eastern glaciers
of the SAP flow into the Stange ice shelf and
George VI ice shelf (GVIIS), the second largest
ice shelf on the Antarctic Peninsula, and partic-
ularly vulnerable to intrusion of CDW (2, 29).
CDW is channeled below the GVIIS through
the George VI Sound, resulting in basal melt of
several meters per year (29–31), which is not
fully compensated by surface mass accumula-
tion and glacier inflow (30, 31). As a result, the
GVIIS has been thinning during the past few
decades, with recent rates on the order of –1.5m/
year near the grounding lines of glaciers feeding
the southeastern flank of the GVIIS (32). Simul-
taneously, increased rifting has been reported,
rendering parts of the GVIIS structurally weak,
combined with a retreat of the southern ice shelf
front (29). Using LANDSAT imagery, we esti-
mate a loss of about 495 km2 in the period 2000–
2013, with 265 km2 occurring in the period 2010–
2013 (fig. S7) (20).
The recent increase in thinning of the glaciers

in our region of interest coincides with a record
high in in situ temperatures measured at the bed

of the Bellinghausen Sea in the 2010s, which is
attributed to shoaling and warming of offshore
CDW (28). This, combined with the observed
thinning and weakening of GVIIS, shows strong
similarities with the recent changes observed in
the Amundsen Sea sector. There, increased sub-
glacial melt from the intrusion of CDW into the
ice shelf cavities lead to thinning of the shelves,
and a sustained speed-up and thinning of the
feeding glaciers (33). Depending on the local ba-
thymetry and subglacial topography (34), glacier
dynamics may be strongly coupled to the evolu-
tion of the seaward ice shelf, which provides a
buttressing force on the glaciers’ outflow. Both
models and observations suggest that a decrease
in back stress of a thinning ice shelf will lead to
increased ice flux and inland retreat of the ground-
ing line (5, 9, 12, 26, 33). Under the right condi-
tions (a deep trough or submarine glacier bed
and/or low basal shear stress), the glacier’s dy-
namic response may extend far upstream (26),
which is in agreement with our observations (Fig.
3). Although estimates of grounding zone loca-
tions in our region of interest are scarce, a ground-
ing zone retreat has indeed been observed for
some of the southern glaciers feeding into the
GVIIS (29).
Dynamic thinning may be further promoted

if the glacier is grounded below sea level on
a bed with retrograde slope (9), as seen in the
Amundsen Sea sector. Along the Bellinghausen
Coast, such conditions are present at some of
the glaciers showing the most pronounced thin-
ning (fig. S2). The best documented example
is the Ferrigno Rift (14), but the Nikitin Gla-
cier and the unnamed glaciers of the English
Coast show a similar configuration. The bedrock-
deepening does not extend as far inland as
observed in the Amundsen Sea Sector, but a
large part of this region was inferred to be vul-
nerable to marine instability (8). Even if the
forcing causing the observed thinning were to
cease, dynamic thinning in the region will con-
tinue until the glaciers reach a new equilibrium
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Fig. 2. Mass variations for the sum of basins 23
and 24, as observed by GRACE and modeled
by RACMO2.3. Basins 23 and 24 are defined in
(21, 22).The faint blue dots are the monthly GRACE
anomalies with 1s error bars (20), and the thick
blue line shows the anomalies with a 7-month run-
ning average applied so as to reduce noise. Cumu-
lative SMB anomalies from RACMO2.3 are shown
in red, with the light red area indicating the 1s spread
in an ensemble obtained by varying the baseline
period (20). The dashed light blue line shows the
estimated dynamic mass loss (GRACE minus SMB).
The vertical dashed lines indicate January 2003, De-
cember 2009, and July 2010, the start and ending
of the different altimetry observations. (Inset) The
GRACE time series for the individual basins 23
(blue) and 24 (red), before (full lines) and after
(dashed lines) applying the SMB correction.



state. The present losses of –56 T 8 Gt/year are
more than half of the mass loss in the Amundsen
Sea Embayment [–80 to –110 Gt/year, depend-
ing on the period (35); IMBIE basins 21 and 22].
The Bellinghausen Coast glaciers currently add
~0.16 mm/year to global mean sea level and
therefore constitute a major fraction of Ant-
arctica’s total oceanic contribution. The thin-
ning and weakening of George VI, and other ice
shelves along the western coast of the Peninsula
(32), is most likely due to shoaling of relatively
warm CDW onto the continental shelf (12, 28).
The intrusion of CDW will also lead to enhanced
basal melting at the grounding line, resulting in
steepening of the near-coast ice margin and
therefore faster glacier flow. We conclude that
these processes have resulted in the destabiliza-
tion of the inland ice, resulting in a large and
sustained mass loss to the ocean.
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SANITATION SUBSIDIES

Encouraging sanitation investment
in the developing world: A
cluster-randomized trial
Raymond Guiteras,1 James Levinsohn,2 Ahmed Mushfiq Mobarak2*

Poor sanitation contributes to morbidity and mortality in the developing world, but there is
disagreement on what policies can increase sanitation coverage. To measure the effects of
alternative policies on investment in hygienic latrines, we assigned 380 communities in
rural Bangladesh to different marketing treatments—community motivation and
information; subsidies; a supply-side market access intervention; and a control—in a
cluster-randomized trial. Community motivation alone did not increase hygienic latrine
ownership (+1.6 percentage points, P = 0.43), nor did the supply-side intervention (+0.3
percentage points, P = 0.90). Subsidies to the majority of the landless poor increased
ownership among subsidized households (+22.0 percentage points, P < 0.001) and their
unsubsidized neighbors (+8.5 percentage points, P = 0.001), which suggests that
investment decisions are interlinked across neighbors. Subsidies also reduced open
defecation by 14 percentage points (P < 0.001).

O
ne billion people, or about 15% of the
world’s population, currently practice open
defecation (OD), and another 1.5 billion
do not have access to improved sanita-
tion (1). Despite the existence of simple,

effective solutions such as pour-flush latrines,
poor sanitation causes 280,000 deaths per
year (2) and may contribute to serious health
problems such as stunting or tropical enterop-
athy (3–5).
The issue has attracted attention and resources

from governments and development institutions.
In 2012, the United Nations Children’s Fund
(UNICEF) spent USD 380 million on programs
focused on water, sanitation, and hygiene for
children (1). The World Bank’s Water and Sani-
tation Program plans to direct USD 200 million
in government and private funds to improve sani-
tation for 50 million people during the 2011–2015
period (6). In India, where over half the popula-
tion practices open defecation (7), Prime Minister
Narendra Modi declared “toilets first, temples
later” during a 2013 speech and pledged to elim-
inate OD by 2019 (8–10).
However, disagreement remains over how

best to increase sanitation coverage. Policy-
makers must allocate scarce resources among

strategies such as demand generation (e.g.,
information campaigns, behavior change pro-
gramming), direct provision of toilets to schools
or households, or subsidizing consumers (11).
Subsidies are particularly controversial, with
practitioners concerned that subsidies may
undermine intrinsic motivation or cause de-
pendency (12, 13). For example, the Government
of India’s Total Sanitation Campaign (TSC)
used the rhetoric of “community-led,” “people-
centred,” and “demand driven” to build one
toilet for every 10 rural residents between 2001
and 2011 (14), but critics argue that the pro-
gram as implemented was “infrastructure-centred”
and “supply-led” (15). Recent studies of TSC find
modest impacts on sanitation coverage and
OD (16, 17).
At the root of this disagreement is uncer-

tainty about the reasons for low coverage. If
the major constraints are poverty and the collec-
tive action problem posed by negative health
externalities, then economic theory suggests
that subsidies are necessary. If the key constraints
are lack of information about the benefits of
sanitation and the absence of strong commu-
nity norms against OD, then programs such as
Community-Led Total Sanitation (CLTS), which
seek to change norms and create social pres-
sure, could be sufficient without subsidies. Even
when households are willing to pay for hygienic
latrines, supply failures such as lack of access
to markets where toilet components are sold,

or lack of information about quality or instal-
lation methods, may impede adoption (18).
We measured the effects of alternative poli-

cies on investment in hygienic latrines using
a cluster-randomized trial in 380 rural com-
munities (18,254 households in 107 villages)
in the Tanore district of northwest Bangladesh.
Although sanitation coverage has increased
markedly in rural Bangladesh in recent decades
(1), progress in Tanore, located in the poorest
region of the country, has been slower. At base-
line, 31% of households reported that their pri-
mary defecation site was either no latrine (OD)
or an unimproved latrine, and only 50% had
regular access to a hygienic latrine. The interven-
tion was conducted in 2012, and we collected
follow-up data in 2013 (fig. S1).
We randomized communities to different treat-

ments: a community motivation and health infor-
mation campaign, called the Latrine Promotion
Program (LPP); motivation and health informa-
tion combined with subsidies for the purchase of
hygienic latrines; a supply-side market access in-
tervention linking villagers with suppliers and
providing information on latrine quality and
availability; and a control group receiving no
interventions (19).
LPP was a multiday, neighborhood-level exer-

cise to raise awareness of the problems caused by
poor sanitation and to motivate the community
to increase coverage of hygienic latrines. The de-
sign of LPP follows that of CLTS, an information
and motivation intervention that has been im-
plemented in over 60 countries worldwide (20).
The nongovernmental organizations that imple-
mented this project, WaterAid Bangladesh and
Village Education Resource Center (VERC), were
instrumental in the creation of CLTS (13). The
design of LPP conformed closely to the principles
of CLTS, although LPP differed in emphasizing
the importance of hygienic latrines, rather
than simply ending OD.
In villages assigned to the “subsidy” treatment,

households in the bottom three-quarters of the
wealth distribution were eligible to participate
in a public lottery awarding subsidy vouchers.
These vouchers provided a 75% discount on the
components of any of three models of latrine,
priced (after subsidy) USD 5.5, USD 6.5, and
USD 12. Households were responsible for deliv-
ery and installation costs of USD 7 to 10. To study
the extent of demand spillovers across neighbors,
we randomized the share of lottery winners at
the neighborhood level into low, medium, and
high intensity, corresponding to approximately
25, 50, and 75%.
The “supply” treatment was intended to im-

prove the functioning of markets by providing
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